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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747–4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments,
and other activities about themselves or their colleagues. Deadline dates for news items and notices are
2 months prior to publication.

New Fellows of the Acoustical Society of America

Kim C. Benjamin—For the development
of underwater piezocomposite transducers.

Robert L. Clark—For contributions to
adaptive control of structural acoustic
systems.

James P. Cottingham—For his work on
free-reed musical instruments.

C. Craig Formby—For contributions to temporal
processing in both normal and impaired human
audition.
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Minority Fellowship Awarded
to Bobby E. Gibbs

Bobby E. Gibbs, has been
selected the recipient of the
Acoustical Society of Ameri-
ca’s 2005 Graduate Fellowship
for Minorities. Mr. Gibbs is a
student at Rensselaer Polytech-
nic Institute School of Archi-
tecture in Troy, New York. He
received his B.S. at Howard
University and an M.M. degree
from Bowling Green State Uni-
versity. He is working toward a
M.S. degree at Rensselaer,
where he will return in the fall
to pursue his Ph.D.

The Acoustical Society of
America established the Minor-

ity Fellowship in 1992 with the goal of supporting minority students in their
pursuit of graduate-level degrees in acoustics. The scholarship is awarded
for one year in odd numbered years and may be renewed. Recipients have
been: Brian Scott, 1993; J. Sean Allan, 1997; Guillermo E. Aldana, 1999,
Vernecia S. McKay 2001, David T. Bradley, 2002; and Gaylon C. Hollis,
2003.

For further information about the fellowship contact the Acoustical
Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Telephone: 516-576-2360; fax: 516-576-2377; e-mail:
asa@aip.org; web:http://asa.aip.org

Jelena Krivokapic Selected Recipient of the
2005 Stetson Award

ASA member Jelena
Krivokapic was selected the re-
cipient of the 2005–06 Ray-
mond H. Stetson Scholarship in
Phonetics and Speech Produc-
tion. Ms. Krivokapic is a
graduate student in the Linguis-
tics Department at the Univer-
sity of Southern California
where she received an M.A. in
Linguistics in 2003. Her cur-
rent work is in examining the
nature of prosodic boundaries
with the main objective being
to illuminate how prosodic
structure is phonetically imple-
mented.

The Stetson Scholarship,
which was established in 1998, honors the memory of Professor Raymond
H. Stetson, a pioneer investigator in phonetics and speech science. Its pur-
pose is to facilitate the research efforts of promising graduate students and
postgraduates. The Scholarship includes a $3000 stipend for one academic
year. Past recipients have been Roger Steeve �1999�, Elizabeth K. Johnson
�2000�, Jeffery Jones �2001�, Meena Agarwal �2002�, and Cynthia Clopper
�2003�.

Applications for the award are due in March each year. For further
information about the award, please contact the Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502;
Telephone: 516-576-2360; fax: 516-576-2377; e-mail: asa@aip.org; Web:
http://asa.aip.org.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006
9–12 February 46th Annual Convention, Illinois Speech-Language-

Hearing Association, Rosemont, IL �ISHA, 230 E. Ohio
St., Suite 400, Chicago, IL 60611-3265; Tel.:
312-644-0828; Fax: 315-644-8557; Web:
www.aishil.org�.

16–18
February

31st Annual Conference, National Hearing Conservation
Association, Tampa, FL �NHCA, 7995 E. Prentice Ave.,
Suite 100 East, Greenwood Village, CO 80111-2710; Tel:
303-224-9022; Fax: 303-770-1614; E-mail:
nhca@gwami.com; Web: www.hearingconservation.org�.

6–9 June 151st Meeting of the Acoustical Society of America,
Providence, Rhode Island �Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; Web: http://
asa.aip.org�. Deadline for receipt of abstracts: 24 January
2006.

17–21
September

INTERSPEECH 2006 �ICSLP 2006�, Pittsburgh, PA
�www.interspeech2006.org �http://
www.interspeech2006.org/��

28 November–
2 December

152nd Meeting of the Acoustical Society of America
joint with the Acoustical Society of Japan, Honolulu,
Hawaii �Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org�. Deadline for receipt of
abstracts: 30 June 2006.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, Utah �Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org�.

27 November–
2 December

154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana �note Tuesday through Saturday�
�Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org�.

2008
28 July–
1 August

9th International Congress on Noise as a Public Health
Problem �Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise�. Foxwoods Resort, Mashantucket, CT �Jerry V.
Tobias, ICBEN 9, Post Office Box 1609; Groton, CT
06340-1609, Tel: 860-572-0680; Web: www.icben.org;
E-mail icben2008@att.net�.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print, as noted below.

Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; nonmembers $10.epepep.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
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Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968:Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; nonmembers $60 �cloth bound�.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; nonmembers $75 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; nonmembers $80 �clothbound�.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 �paper-
bound�; nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616, Price: ASA members $50;
nonmembers $90 �paperbound�.

REVISION LIST
New Associates

Bird, Michael T., 2636 Worden St., Unit 128, San Diego, CA 92110
Bogomolov, Elizabeth, The Greenbusch Group, 1900 West Nickerson St.,

Seattle, WA 98119
Buma, Corjan, ACI Acoustical Consultants Inc., 107, 9920 63rd Ave., Ed-

monton AB T6E 0G9 Canada
Carey, Anne L., Faculty of Engineering, Sci. and Built Eng., London South

Bank Univ., 103 Borough Rd., Soothwark, London SE1 0AA, U.K.
Cavuto, Silvio, via San Geminiano, 5, Albinea, RE I-42020 Italy
Cipolla, Jeffrey L., Applications Development, Abaqus, Inc., 166 Valley St.,

Providence, RI 02909
Clukey, Jeffrey W., Charles M. Salter Associates, Inc., 325 South First St.,

Ste. 160, San Jose, CA 95113
Davis, Steven A., Lewis Goodfriend & Associates, 760 Route 10 West,

Whippany, NJ 07981-1159
DeStephen, Anthony, 27716 Mt. Pleasant Rd., Columbus, NJ 08022
Dolman, Sarah J., WDCS, 28 St. Paul St., Chippenham, Wiltshire, SN15

1LJ, U.K.
Faber, Benjamin, 3047 East Canyon Crest Dr., Spanish Fork, UT 84660
Figueroa, Juan M., Advanced Scientific Applications, Privada 31 Oriente

#2015, Puebla 72540, Mexico
Flood, Jane D., Physics Dept., Muhlenberg College, 2400 Chew St., Allen-

town, PA 18104
Gaddis, David J., SenSound, LLC, 221 Lewiston, Grosse Pointe Farms, MI

48236-3519
Galloway, Michael A., Northrop Grumman, Loads & Dynamics, 2000 West

NASA Blvd., MS 8454/H08-223, Melbourne, FL 32904
Ghering, Marcia J., Naval and Maritime Systems, Northrop Grumman Cor-

poration, P.O. Box 1488, MS 9910, Annapolis, MD 21404
Gough, Colin E., Physics and Astronomy, Univ. of Birmingham, P.O. Box

363, Birmingham B15 2TT, U.K.
Guldberg, Peter H., Tech. Environmental, Inc., 1601 Trapelo Rd., Waltham,

MA 02451
Ito, Mika, UCLA, Head and Neck Surgery, 31-24 Rehab Ctr., 1000 Veteran

Ave., Rm. 31-24, Los Angeles, CA 90095-1794
Jessop, Andrew M., Wilson, Ihrig Associates, Inc., 5776 Broadway, Oak-

land, CA 94618
Jiang, Yongmin, Ctr. for Earth and Ocean Research, Univ. of Victoria,

E-Hutt 122, P.O. Box 3055, Victoria BC V8W 3P6, Canada
Jinhoi, Gu, Mechanical Engineering, Inha Univ., Yong Hyun 3-Dong, In-

cheon 402-751, South Korea

John, Christoph A., BiJohnic, Erasmusstr. 2-8, Rottenburg D-72076, Ger-
many

Johnston, Peter J., AJAAC, HMAS Albatross, Nowra NSW 2540, Australia
Jones, David M., HFP Acoustical Consultants, Inc., 6001 Savoy Dr., Ste.

115, Houston, TX 77036
Juliusson, Halldor K., VST Ltd., Armuli 4, Reykjavik IS 108, Iceland
Koeppel, Robert J., Koeppel Communications, 767 West Omaha Ave., Clo-

vis, CA 93619
Leigh, Charlotte V., Applied Physics Lab., Univ. of Washington, Box

355640, Seattle, WA 98139
Leisses, Mary E., Envoy Medical, Audiology, 5301 East River Rd., Ste. 113,

Minneapolis, MN 55421
Madsen, Peter T., Caryn House #44, Woods Hole House 266, Woods Hole,

MA 02543
Martinez, Charles D., VA Greater LA Healthcare System, 11301 Wilshire

Blvd., Los Angeles, CA 90073
McBride, Ingrid K., Arizona State Univ., Dept. of Speech & Hearing Sci-

ence, P.O. Box 870102, Tempe, AZ 85287-0102
Mohan, William L., 336 Old Sutton Rd., Barrington, IL 60010
Moore, Elliot, Electrical and Computer Engineering, Georgia Inst. of Tech-

nology, 210 Technology Cir., Savannah, GA 31407-3039
Oh, Sunyoung, 2495 Van Horne, #4, Montreal QC H3S 1P4, Canada
Ohkawa, Keiichi, The Research Ctr., TRDI, JDA, 3-13-1 Nagase, Yokosuka,

Japan
Orlowski, Michael P., Alpine Vista Home Theaters, P.O. Box 8599, Breck-

enridge, CO 80424
Park, Seok Tae, Dept. of Acoustical Engineering, Juseong College, SATIC,

201-31, Choengju, Korea
Parthasarathi, Anand A., Bose Corporation, MS 15C, R&D Bldg., The

Mountain, Framingham, MA 01701
Picaut, Judicael, Section Acoustique Routiere dt Urbaine, Lab. Central des

Ponts et Chaussees, Route de Bouaye, BP 4129, 44341 Bouguenais, Ce-
dex, France

Rafaelof, Menachem, Seagate Technology, 389 Disc Dr., Longmont, CO
80503

Reaves, David P., Speckhorner Str. 215, Recklinghausen NRW 45659, Ger-
many

Reid, Ceri S., 31 Bruntsfield Ave., Edinburgh EH10 4EN, U.K.
Roads, Curtis B., Media Arts and Technology, Univ. of California, 3431

South Hall, Santa Barbara, CA 93106-6065
Robert, Jean-Luc F.M., Philips Research, Healthcare & It, 345 Scarborough

Rd., Briarcliff Manor, NY 10510
Roh, Heui-Seol, 805 College Hill Rd., Apt. 6, Oxford, MS 38655
Rowan, Daniel, ISVR, Univ. of Southampton, University Rd., Southampton

SO17 1BJ, U.K.
Schulley, Robert D., 3469 Oyster Bay Ave., Davis, CA 95616-5605
Scofano, Antonio, Aermacchi SPA, via Forosio 1, Venegono Sup., Varese

21040, Italy
Scott, David E., Devasco International, Inc., 9618 West Tidwell Rd., Hous-

ton, TX 77041
Shearer, John C., Wilson, Ihrig and Associates, Inc., 5776 Broadway, Oak-

land, CA 94618
Shouichi, Takane, Electronics and Information Systems, Akita Prefectural

Univ., 84-4 Ebinokuchi, Tsuchiya, Yurihonjo, Akita, Japan
Sutanto, Ron J., Pacific American Company, 3172 North Rainbow Blvd.,

Ste. 119, Las Vegas, NV 89108-5354
Sykes, David M., The Remington Group LP, 23 Buckingham St., Cam-

bridge, MA 02138
Symko, Orest G., Dept. of Physics, Univ. of Utah, 115 South 1400 East, Rm.

201, Salt Lake City, UT 84112-0830
Takaso, Hideki, Dept. of Communication Sciences and Disorders, North-

western Univ., 2249 Campus Dr., Evanston, IL 60208
Tomlinson, Gary E., 34 Cambria Dr., Bella Vista, AR 72715
Tougaard, Jakob, National Environmental Research Inst., Arctic Environ-

ment, 399 Frederikborgvej, P.O. Box 359, Roskilde, DK-4000, Denmark
Troyan, Joseph V., Electrical Engineering, Eckles Architecture, New Castle,

PA 16101
Wadsworth, Glenn J., National Security Technology Dept., The Johns Hop-

kins Univ., Applied Physics Lab., 11100 Johns Hopkins Rd., Laurel, MD
20723-6099

Walls, Chris P., 39 New Rd., Clanfield, Hampshire, PO8 0NR, U.K.
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Weber, Michael, MSW Consulting, 2023 ‘N’ St., Ste. 205, Sacramento, CA
95814

Wellington, James T., Systems Engineering, Sonic Innovations, 2795 East
Cottonwood Parkway, Ste. 660, Salt Lake City, UT 84121-7036

Wilkie, Zach B., SPL Control, Inc., 1400 Bishop St., Oakville ON N1R
6W8, Canada

Wolfe, Eric, 1521 NE 95th St., Seattle, WA 98115
Yasutaka, Ueda, Hazama Corp., 515-1 Nishimukai Karima, Tsukuba City,

Ibaraki 305-0822, Japan
Yeung, Maurice K.L., Flat F, 16/F, Block 2, Ronsdale Garden, 25, TA, Hang

Dr., Hong Kong
Yoshinobu, Kajikawa, Kansai Univ., Dept. of Electronics, Faculty of Engi-

neering, 3-3-35,Yamate-cho, Japan

New Students

Acikgoz, Serhan, Mechanical Engineering, Univ. of Illinois at Chicago, 847
West Taylor, ERF 2039, Chicago, IL 60607

Amiri, Hadi, No. 164, Shahran St., Tehran, 14788-53545, Iran
Atkins, Joshua D., Electrical Engineering, Johns Hopkins Univ., 3400 North

Charles St., Baltimore, MD 21218
Bader, Kenneth B., Physics, Grand Valley State Univ., 125 Padnos, One

Campus Dr., Allendale, MI 49401
Barroso, Celia, 3556 Maplewood Ave., Los Angeles, CA 90066
Belanger, Andrea J., Biological Sciences, Univ. of Windsor, 401 Sunset

Ave., Windsor, ON N9B 3P4, Canada
Bohm, Tamas M., 7 Fulkerson St., Apt. 3, Cambridge, MA 02141
Bollinger, Benjamin R., Thayer School of Engineering, Dartmouth College,

8000 Cummings Hall, Hanover, NH 03755
Boone, Andrew J., Brigham Young Univ., Mechanical Engineering, 435

CTB, Provo, UT 84602
Brown, Jason C., 79 West 17th Ave., Vancouver, BC V5Y 1Z5, Canada
Canney, Michael, Univ. of Washington, Bioengineering, 1013 NE 40th St.,

Seattle, WA 98105
Cardillo, Gina C., Speech and Hearing Sciences, 1417 NE 42nd St., Box

354875, Seattle, WA 98105
Carmignani, Dario, Via Quintino Sella 26, Busto Arsizio 21052, Italy
Carr, Suzanne P., Biomedical Engineering, Boston Univ., 44 Cummington

St., Boston, MA 02215
Chen, Hsuan-fang S., Graduate Inst. of Linguistics, National Taiwan Univ.,

1, Sec. 4, Roosevelt Rd., Taipei 106, Taiwan
Clark, Linde J., Graduate Program in Acoustics, Pennsylvania State Univ.,

P.O. Box 30, State College, PA 16804
Cornish, Jennifer L., 144 Ayrault Dr. �Upper�, Amherst, NY 14228
Cosharek, Elizabeth, Graduate Program in Acoustics, Pennsylvania State

Univ., P.O. Box 30, State College, PA 16804
Costantino, Tony, Univ. of Notre Dame, Hessert Lab. for Aerospace Re-

search, Aerospace Engineering, Notre Dame, IN 46556
Crosby, Justin D., 1068 Westshire Place, NW, Atlanta, GA 30318
Escolano, Jose, Avenida Consititucion 49 2G, Novelda, Alicante E-03660,

Spain
Grandhi, Gangadhar, NCA & TSU, 1601 East Market St., Greensboro, NC

27411
Graybill, Justin, Univ. of Salford, Greater Manchester M5 4WT, UK
Greg, Okopal N., 146 Mayer Dr., Oakdale, PA 15071
Gregory, James W., 106 Sylvia St., West Lafayette, IN 47906-2925
Gridley, Teresa, Univ. of Aberdeen, Zoology, Lighthouse Field Station,

George St., Cromarty, Ross-shire IV11 8YJ, Great Britain
Hattori, Kota, 2615 Varsity Place, #1D, Honolulu, HI 96826
Ingle, Jennifer K., Linguistics, Univ. of Washington, Box 354340, Seattle,

WA 98195-4340
Israr, Ali, Mechanical Engineering, Purdue Univ., 465 Northwestern Ave.,

West Lafayette, IN 47907
Jensen, Carl R., NCPA, Univ. of Mississippi, 1 Coliseum Dr., University,

MS 38677
Jung, Ki Won, Graduate Program in Acoustics, Pennsylvania State Univ.,

P.O. Box 30, University Park, PA 16802
Kang, Kyoung-Ho, 2040 West 17th Ave., #2040, Eugene, OR 97402
Kim, Sungyoung, McGill Univ., Strathcona Music Building, Rm. E203, 555

Sherbrooke West, Montreal QC H3A 1E3, Canada
Kluk, Karolina, 134B Cherry Hinton Rd., Cambridge, CB1 7AJ, UK

Konopka, Kenneth, Linguistics, Northwestern Univ., 2016 Sheridan Rd.,
Evanston, IL 60208

Kwon, Bo-Young, Linguistics, Michigan State Univ., A-614 Wells Hall, East
Lansing, MI 48824-1027

Lee, YoungHan, DIC 216, Gwangju Inst. of Sci. and Tech., 1 Oryong-dong,
Buk-gu, Jeollanam-do, Gwangju, 500 712, Korea

Link, Andreas, Lehrstuhl Fuer Technische Elektronik, Univ. of Erlangen,
Cauerstrasse 9, Erlangen 91058, Germany

Luangvilai, Kritsakorn, Civil Engineering, Georgia Inst. of Technology, 790
Atlantic Dr., Atlanta, GA 30332

Mao, Xiaoan, School of Engineering, Univ. of Manchester, Goldstein Re-
search Lab., Liverpool Rd., Manchester, M30 7RU, Great Britain

Martin, Bryn A., Mechanical Engineering, Univ. of Illinois at Chicago, Rm.
2037 ERF , 842 West Taylor St., Chicago, IL 60607

Mathias, Delphine, 12 bis rue guichen, Brest 29200, France
Maxwell, Adam D., Ctr. for Industrial and Medical Ultrasound, Applied

Physics Lab., 1013 NE 40th St., Seattle, WA 98105
Mehta, Daryush, 70 Pacific St., Apt. 516, Cambridge, MA 02139
Meigh, Kimberly M., 1866 Jancey St., Pittsburgh, PA 15206
Melendez, Karla, Neuroscience, Univ. of Illinois Urbana-Champaign, 405

North Mathews Ave., Urbana, IL 61801
Michaud, Alexander P., 3831 Fenway Crossing, Marietta, GA 30062
Mirante, Nicole, 5-1208 Salsbury Dr., Vancouver, BC V5L 4B2, Canada
Monten, Fabian, Lyckans vag 52, Kristianstad 291-43, Sweden
Morrison, Geoffrey S., Dept. of Linguistics, Univ. of Alberta, 4-32 Assini-

boia Hall, Edmonton, AB T6G 2E7, Canada
Nadjm, Mahmood, 36 Brunel Close, Micheldever, Winchester, Hampshire,

SO21 3BX, U.K.
Namdaran, Nahal, 2070 Rufus Dr., North Vancouver, BC V7J 3P9, Canada
Nordstrom, Karl L., 4036 Cumberland Rd., Victoria BC, V8X 2E6, Canada
Olsen, Stephanie A., 2060 Frederick Norris Rd., Victoria, BC V8P 2B2,

Canada
Owns, Thomas, 5052 Cassia Dr., Pensacola, FL 32506
Philips, Scott M., Electrical Engineering, Univ. of Washington, Campus Box

352500, Seattle, WA 98195-2500
Prieto, Alvaro F., Aerospace Eng., Georgia Inst. of Technology, 270 Ferst

Dr., Atlanta, GA 30332-0150
Rife, David J., 114 South Elson, Apt. 2, Kirksville, MO 63501
Roxworthy, John S., Mechanical and Industrial Eng., Univ. of Illinois at

Chicago, 842 West Taylor St., Rm. 2039, Chicago, IL 60607
Ruvalcaba, Mario D., Garcia-BBM, cC/Madrid 2 Oficina 11, Colmenar

Viejo, Madrid 28770, Spain
Sandrich, Eric, Music Synthesis, Berklee College of Music, 150 Massachu-

setts Ave., Boston, MA 02215
Segnini, Rodrigo, Stanford Univ., CCRMA Music Dept., 660 Lomita Dr.,

Stanford, CA 94305
Sodagar, Sina, Mechanical Engineering, K.N. Toosi Univ. of Technology,

P.O. Box 16765-3381, Tehran, Iran
Terry, Sean D., 5506 West 128th Place, Crestwood, IL 60445
Thompson, James J., 1126 Salsbury Dr., Vancouver, BC V5L 4A8, Canada
Thomson, Ronald I., #222, 2327 119 St., Edmonton, AB T6J 4E2, Canada
Tsai, Kuen-Shian, Inst. of Biomedical Engineering, National Yang-Ming

Univ., No. 155 Li-Nong St., Sec. 2, Taipei, 112 Taiwan
Uglova, Nataliya, Usachova St. 62-515, Moscow 119048, Russia
Urban, Matthew W., Dept. of Physiology and Biomedical Eng., Mayo Clinic

and Foundation, 200 First St., SW, Rochester, MN 55905
Van Heukelem, Kristin J., Linguistics, Northwestern Univ., 2016 Sheridan

Rd., Evanston, IL 60208
Vogt, Florian, Electrical and Computer Engineering, Univ. of British Colum-

bia, 2356 Main Mall, Vancouver, BC V6T 1Z4, Canada
Wall, Bob, 222 Westridge Dr., Bozeman, MT 59715
Williams, Erica J., Speech and Hearing Science, Arizona State Univ., P.O.

Box 870102, Tempe, AZ 85281
Woolston, Scott R., Acoustics Research Group — BYU, Mechanical Engi-

neering, N283 ESC, Provo, UT 84604
Zhang, Yan, Georgia Inst. of Technology, 247 4th St., Atlanta, GA 30332
Zhang, Yuxuan, Northwestern Univ., Commun. Sciences & Disorders, 2240

North Campus Dr., Evanston, IL 60208
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New Electronic Associates

Abramson, Marianne, California State Univ., Bakersfield, Psychology, 9001
Stockdale Highway, Bakersfield, CA 93311-1022

Anraku, Kazuhiko, Faculty of Fisheries, Kagoshima Univ., 4-50-20 Shi-
moarata, Kagoshima 890-0056, Japan

Bernasconi, Giancarlo, Dip. Elettronica e Informazione, Politecnico di Mil-
ano, Piazza L. da Vinci 32, Milano 20133, Italy

Ceranna, Lars, Stillewect 2, Hannover 30655, Germany
Faller, Christof, EPFL/LCAV, BC 366, Station 14, Laussane VD 1015, Swit-

zerland
Fuka, Mary Z., Colorado Physics Consultants, 1035 Pearl St., Boulder, CO

80302
Gamba, Jonah M., Denso IT Lab., Inc., Shibuya Prestige, 6th Floor, 3-12-22

Shibuya-Ku, Tokyo 150-0002, Japan
Gent, Robert J., Paediatric Ultrasound, Women’s and Children’s Hospital, 72

King William Rd., North Adelaide, Adelaide SA 5006 Australia
Grobaski, Thomas C., 1519 North Rolfe St., Arlington, VA 22209
Igarashi, Yosuke, RIKEN Brain Science Inst., Lab. for Language Develop-

ment, 2-1 Hirosawa, Wako, Saitama, 351-0198, Japan
Jacobs, Arnaud, Luchtvaartsquare 19, Brussels 1070, Belgium
Jeong, Jeong Ho, School of Architectural Eng., Hanyang Univ., 17 Haedan-

gdong, Seongdonggu, Seoul 133-791, Korea
Khan, Tahseen A., B-17, Block 11, F. B. Area, Karachi 75950, Pakistan
Kloss, Claudia, 41 Sunset Ave., #204, Venice, CA 90291
Kong, Ying-Yee, MRC Cognition & Brain Sciences Unit, 15 Chaucer Rd.,

Cambridge, CB2 2EF, U.K.
Kuhn, Frank R., Air and Noise Compliance, 26 Chandler Ave., Ste. 14,

Plaistow, NH 03865
Latimer, Mark A., 2753 Lakeview Dr., Santa Rosa, CA 95405
Owen, Megan A., Office of Giant Panda Conservation, Zoological Society

of San Diego, 2920 Zoo Dr., San Diego, CA 92101-1649
Pierce, Carol D., Sound Pharmaceuticals, 4010 Stone Way, North, Seattle,

WA 98028,
Riddle, Alfred N., Macallan Consulting, 1583 Pinewood Way, Milpitas, CA

95035
Sandrin, Laurent, Echosens, R&D, 32 Rue Des Jeuneurs, Paris 75002,

France
Shakespeare, Simon A., 1 Weavers Field, Giton, Cambridge, Cam-

bridgeshire CB3 0XB, U.K.
Sperber, Ray, SES Astra, Chateau de Betzdorf, Betzdorf L-6815, Luxem-

bourg
Totten, Donald J., 3414 Heather Brook, Macedon, NY 14502
Ucar, Umit, Old Dominion Univ., Norfolk, VA 23507
Wong, Kainan T., 1517 South Palm Ave., #G, San Gabriel, CA 91776

New Corresponding Electronic Associates

Giner, Jose C., Rue Bartira 1430, Ste. 63, Sao Paulo 05009-000, Brazil
Kim, Youngshin, Dept. of Environmental Marine Science, Ocean Acoustics

Lab., 1271 Sa-1-dong, Sangrok-gu, Ansan, Gyunggi-do, Korea
Upegui Fernandez, Juan F., Copacabana Antioquia, Antioquia 4, Colombia
Umat, Cila, Univ. Kebangsaan Malaysia, Dept. of Audiology & Speech

Sciences, Jalan Raja Muda Abdul Aziz, Kuala Lampur, WP 50300

Reinstated

E. M. Benjamin, S. A. Kostarev, H. Sakai—Members
D. Lord, B. G. L. Vaupel—Associates

Members Elected Fellows

W. Ahnert, K. C. Benjamin, C. C. Church, R. L. Clark, Jr., J. P. Cottingham,
C. C. Formby, S. N. Y. Gerges, S. M. Gracewski, K. W. Grant, P. A.
Johnson, J. M. Kates, Q. H. Liu, P. B. Nelson, J-X. Zhou

Associates Elected Members

R. Berger, S. Clements, I. Lucifredi, D. F. Macomber, P. P. Mitra, S. S.
Narayanan, Y. Qin, C. R. Kastak, T. J. Royston, R. E. Thomas, P. J. Wolfe

Students to Associates

O. S. Blacklock, M. G. Colburn, W. F. Conklin, M. J. Daley, Y-S. Lai, I. N.
Pieleanu, R. M. Sa Ribeiro, S. Shirai, J. K. Spiewla

Associates to Electronic Associate

L. Lachs, P. Marvit, G. D. Meegan

Associate to Corresponding Electronic Associate

D-G. Paeng

Student to Electronic Associate

S. V. Levi, A. Sarampalis, L. S. J. Tsaih

Associate to Student

J. C. Vick

Resigned

L. B. Felsen—Fellow
Y. T. Didenko, M. R. Jones, H. Suzuki—Members
R. A. Griffin, N. S. Hockley—Associates
M. Aida—Student

Deceased

S. J. Bolanowski, Jr., F. H. Fisher, E. M. Kerwin, Jr., G. Krishnappa, F. L.
Lizzi, H. S. Ribner, Fellows
J. S. Lukas, D. R. Milsom, L. P. Mulcahy, H. A. Newby, C. M. Sroka, M.
Szponka—Members

Fellows 888
Members 2299
Associates 2656
Students 969
Electronic Associates 454
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an * are new or updated listings.

October 2005
12–14 Acoustics Weeks in Canada �London, Ontario, Canada;

Web: caa-aca.ca�.
17–18 Wind Turbine Noise: Perspectives for Control, Berlin,

Germany �G. Leventhall, 150 Craddocks Avenue,
Ashtead Surry KT21 1NL, UK; Fax: �44 1372 273 406;
Web: www.windturbinenoise2005.org�.

19–21 36th Spanish Congress on Acoustics Joint with 2005
Iberian Meeting on Acoustics, Terrassa �Barcelona�,
Spain �Sociedad Española de Acústica, Serrano 114,
28006 Madrid, Spain: Fax: �34 914 117 651; Web:
www.ia.csic.es/sea/index.html�.

25–26 Autumn Conference 2005 of the UK Institute of
Acoustics, Oxford, UK �Web: www.ioa.org.uk�.

27–28 Autumn Meeting of the Acoustical Society of
Switzerland, Aarau, Switzerland �Web: www.sga-ssa.ch�.

November 2005
4–5 Reproduced Sound 21, Oxford, UK �Web:

www.ioa.org.uk�.
9–11 Australian Acoustical Society Conference on

“Acoustics in a Changing Environment,” Busselton,
WA, Australia �Web: www.acoustics.asn.au/divisions/
2005-conference.shtml�.

14–18 XVI Session of the Russian Acoustical Society,
Moscow, Russia �Web: www.akin.ru�.

16–18 *26th Symposium on Ultrasonic Electronics,
Yokohama, Japan �Web: www.use-jp.org/index.html�.

December 2005
7–9 Symposium on the Acoustics of Poro-Elastic

Materials, Lyon, France �Fax: �33 4 72 04 70 41;
Web: v0.intellagence.eu.com/sapem2005�.

January 2006
5–7 First International Conference on Marine

Hydrodynamics, Visakhapatnam, India �V. B. Rao,
Naval Science & Technological Laboratory, Vigyan
Nagar, Visakhapatnam-530 027, India; Web:
www.mahy2006.com�.

17–19 *Anglo-French Physical Acoustics Conference, Wye
College, Kent, UK
�www.ioa.org.uk/viewupcoming.asp�.

March 2006
14–16 *Spring Meeting of the Acoustical Society of Japan,

Tokyo, Japan �Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo
101-0021, Japan; Fax: �81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html�.

20–23 Meeting of the German Acoustical Society (DAGA
2006), Braunschweig, Germany �Web:
www.daga2006.de�.

April 2006
24–27 *French Congress on Acoustics, Tours, France �Web:

www.lussi.univ-tours.fr�.

May 2006
2–5 *International Conference on Speech Prosody 2006,

Dresden, Germany
�Web: www.ias.et.tu-dresden.de/sp2006�.

15–19 IEEE International Conference on Acoustics, Speech,
and Signal Processing, Toulouse, France
�Web: icassp2006.org�

23–26 *17th Session of the Russian Acoustical Society,
Moscow, Russia �Web: www.akin.ru�.

30–1 6th European Conference on Noise Control
(EURONOISE2006), Tampere, Finland �Fax:
�358 9 7206 4711; Web: www.euronoise2006.org�.

June 2006
12–15 *8th European Conference on Underwater Acoustics,

Carvoeiro, Portugal
�Web: www.euca2006.org�.

26–28 9th Western Pacific Acoustics Conference (WESPAC
9), Seoul, Korea �Web: wespac9.org�.

July 2006
3–7 13th International Congress on Sound and Vibration

(ICSV13), Vienna, Austria
�Web: info.tuwienac.at/icsv13�

17–20 International Symposium for the Advancement of
Boundary Layer Remote Sensing (ISARS13),
Garmisch-Partenkirchen, Germany �Fax: �49 8821 73
573; Web: imk-ifu.fzk.de/isars�

17–19 9th International Conference on Recent Advances in
Structural Dynamics, Southampton, UK
�Web: www.isvr.soton.ac.uk/sd2006/index.htm�.

September 2006
13–15 Autumn Meeting of the Acoustical Society of Japan,

Kanazawa, Japan �Acoustical Society of Japan,
Nakaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku,
Tokyo 101-0021, Japan; Fax: �81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html�.

18–20 International Conference on Noise and Vibration
Engineering (ISMA2006), Leuven, Belgium
�Fax: 32 16 32 29 87; Web: www.isma-isaac.be�.

November 2006
20–22 1st Joint Australian and New Zealand Acoustical

Societies Conference, Christchurch, New Zealand
�Web: www.acoustics.org.nz�.

July 2007
9–12 14th International Congress on Sound and Vibration

(ICSV14), Cairns, Australia
�E-mail: n.kessissoglou@unsw.edu.au�.

August 2007
27–31 Interspeech 2007, Antwerp, Belgium �E-mail:

conf@isca-speech.org�.
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September 2007
2–7 19th International Congress on Acoustics (ICA2007),

Madrid, Spain �SEA, Serrano 144, 28006 Madrid,
Spain; Web: www.ica2007madrid.org�.

9–12 ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain �SEA, Serano 144,
28006 Madrid, Spain: Web: www.ica2007madrid.org�.

June 2008
30–4 Joint Meeting of European Acoustical Association

(EAA), Acoustical Society of America (ASA), and
Acoustical Society of France (SFA), Paris, France
�E-mail: phillipe.blanc-benon@ec-lyon.fr;
Web: www.sfa.asso.fr�.

July 2008
28–1 9th International Congress on Noise as a Public

Health Problem, Mashantucket, Pequot Tribal Nation
�ICBEN 9, P.O. Box 1609, Groton, CT 06340-1609,
USA: Web: www.icben.org�.

Preliminary Announcements

October 2006
3–6 IEEE Ultrasonics Symposium, Vancouver, BC, Canada

�TBA�.

August 2010
TBA 20th International Congress on Acoustics (ICA2010),

Sydney, Australia �Web: www.acoustics.asn.au�.

A special honor for Academician Brekhovskikh

The next meeting of the Russian Acoustical Society �May 2006� will
include in its program a special Seminar in memory of Academician Leonid
Maksimovich Brekhovskikh �1917–2005� honoring him for his many theo-
retical studies of sound wave propagation in layered and inhomogeneous
media.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Mathematical Theory of Diffraction

Arnold Sommerfeld

Translated by Raymond Nagem,
Mario Zampolli, and Guido Sandri

Series on Progress in Mathematical Physics, Birkhauser,
Boston, 2003 157 pp., Price $54.95 (hardcover).
ISBN: 0817636048.

This book begins with a brief description of the history of the theory of
diffraction prior to Sommerfeld’s article and the historic importance of this
article. Divided into two portions, the first part of the book is the translation
of Sommerfeld’s article. The second part is a collection of notes by the
translators on various sections of the article. The only complaint I have is
that the separation of the translation and translators’ notes requires the
reader to constantly page back and forth between the translation and the
notes. A more appealing organization would be to merge the two sections
into a coherent text, where the notes are italicized or placed in side bars.
However, the translators’ notes are well written and offer fruitful insights
into Sommerfeld’s work.

Sommerfeld’s article presents a generalization of conformal mapping
used in the construction of solutions of the Laplace equation to one that
constructs solutions of the Helmholtz equation from analytic functions; that
is, Sommerfeld describes a process by which a solution of the Laplace
equation is transformed into an equivalent solution of the Helmholtz equa-
tion. Let �=x+ iy be the complex coordinates of a point in the xy plane. The
Cauchy-Riemann conditions are of the following form:

�2

�� � �̄
f =

�2

�x2 f +
�2

�y2 f = 0,
�2

�� � �̄
f −

�2

� �̄ � �
f = 0,

which is equivalent to requiring the function f�x ,y� be a solution of the
two-dimensional Laplace equation. The above equation is satisified by any
holomorphic or antiholomorphic function in the complex plane. Sommer-
feld’s article creates a solution of the Laplace equation on a sphere by
performing a stereographic projection of the sphere onto the complex plane
for an arbitrary analytic function. In particular, Sommerfeld uses the follow-
ing stereographic projection:

� =
�x + iy�
�z ± a�

,

where �x ,y ,z� are the coordinates of a point on the sphere of radius a
=�x2+y2+z2. Sommerfeld uses differentiation and integration to raise
and lower the order of analytic functions. Here, Sommerfeld uses
Cauchy’s theorem to represent a function of order m−l by the following
integra

1

2�i � dz
1

�� − z�m+1 f� x + iy

z ± a
�dz

a
, a = �x2 + y2 + z2.

In this manner Sommerfeld is able to represent the spherical harmonics in
terms of a contour integral. He attributes this method to Klein. Sommmer-
feld then performs a particular limit as the order of the spherical harmonics
approach infinity to obtain a solution of the two-dimensional Helmholtz
equation. The following limit:

�x + iy�
a

=
k�x̃ + iỹ�

l
=

kr exp�+ i��
l

, l � kr ,

cos��� =
z

a
= ±�1 −

k2r2

l2 ,

liml→�Pl��1 −
k2r2

l2 � = J0�kr� ,

is the asymptotic limit of the Legendre polynomial in terms of the regular
Bessel function of order zero. The remainder of the text describes applica-
tions of this technique to two-dimensional diffraction, where the modal so-
lution of propagation in a rigid �soft� wedge is obtained as a particular
solution of the above technique, and Keller’s geometric theory of diffraction
appears as a stationary phase approximation of the diffraction integral.

Overall, this book is well written and illustrates how the theory of
diffraction was developed before the age of computers and numerical solu-
tions were developed. It is worth reading to gain insights into the methods
employed by Sommerfeld and others to obtain analytic solutions of the
theory of diffraction.

GARY STEVEN SAMMELMANN
Naval Surface Warfare Center Panama City
110 Vernon Avenue
Panama City, Florida 32407-7001
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OBITUARIES

Clayton Hamilton Allen • 1918–2004

Clayton �Clay� Hamilton Allen, a
Fellow of the Society, died on August
25, 2004 at Chebeague Island, Maine.
He was born in Whitinsville, Massa-
chusetts, on June 2, 1918 and received
a B. S. in Physics in 1940 from the
Worcester Polytechnic Institute.

He subsequently did graduate
work at Pennsylvania State College
�now University� and received an M. S.
in Physics in 1942; his Maters’s thesis
was on luminescence due to cavitation.

The next three years were spent at
the Wright-Patterson Air Force Base
�Dayton, Ohio�, where he worked on

modification and quality control of military communication gear. He then
resumed graduate work at Penn State, and received a Ph.D. in Physics in
1950. After directing sonic and ultrasonic research at Corning Glass Works,
Corning, NY, from 1950 to 1954, Dr. Allen joined Bolt Beranek and New-
man �BBN� in Cambridge, Massachusetts, and was associated with that firm
for twenty years. He left BBN in 1974 and established his acoustical con-
sulting business as the Clayton H. Allen Corporation in January 1975. He
was a member of the Acoustical Society of America �ASA� for 60 years, and
he became a Fellow in 1956.

Allen’s doctoral work at Penn State, under the supervision of H. K.
Schilling and �until he left for UCLA in 1948� Isadore Rudnick, is signifi-
cant in the history of high-intensity sound. During this time there was an
oral presentation by Allen and Rudnick at the May 1947 Acoustical Society
meeting, and this was followed by an article, “A Powerful High Frequency
Siren,” in the September 1947 issue of the Journal of the Acoustical Society
of America �JASA�. The popular media found this work interesting, and
there were consequently articles in Life Magazine and Popular Science, and
there was a “new short” shown in movie theaters. In the published paper,
two sirens were described, the first having acoustic power output of about
150 watts, the second an improved design that generated 2 kW. Novel dem-
onstrations included suspension of marbles in a standing wave field, acous-
tical heating of a cup of coffee, and lighting a pipe. Later, studies with the
Zoology Department using the 2-kW siren led to the paper by Allen, Frings,
and Rudick, “Some Biological Effects of Intense High Frequency Airborne
Sound” �J. Acoust. Soc. Am. 20, 62–65 �1948��.

Allen’s doctoral research included a study of finite-amplitude propaga-
tion from a piston source �a St. Clair generator�. In the course of the study,
he discovered what is now termed nonlinear acoustical saturation �he called
it “limiting sound pressure level”�. Saturation refers to the maximum sound
pressure level that can be achieved at a given distance at a given source
frequency. Allen correctly attributed saturation to the effects of nonlinear
distortion on the propagating wave. Distortion causes energy to be trans-
ferred to higher harmonics where it is more efficiently absorbed. Finally, at
saturation any further increase in source level is accompanied only by an
equal increase in absorption. Allen also discovered the blunting effect that
increased absorption has on the directivity pattern of the radiation. Allen
reported his work in his thesis, in part of the Penn State Signal Corps
Report, “Atmospheric Physics and Sound Propagation, Final Report for Pe-
riod July 1, 1945 to May 20, 1950,” and in two abstracts in the program of
the June 1950 ASA Meeting. The work was not reported in a journal paper,
and consequently, authors of much of the subsequent literature in nonlinear

acoustics were not aware of the priority of Clay’s discovery of saturation.
During his year with BBN, Dr. Allen pursued a variety of activities,

some of which were concerned with the creation and use of high amplitude
sound. In 1958, he designed a high power siren to be used in a high intensity
sound facility to measure the potential for failure of electronic and metal
structures. The development, testing, and analytical basis of the siren are
described in two papers by Allen and Watters: “Siren Design for Producing
Controlled Wave Form at High Intensities” and “Siren Design for Producing
Controlled Wave Form with Amplitude Modulation,” both of which ap-
peared in JASA in 1959. A larger siren was subsequently developed and 25
of these were used in a full-scale facility by the U.S. Air Force at Wright
Patterson AFB.

Other work involving the facilities that Dr. Allen helped to develop
includes a study of the effect of high flow and high intensity on attenuation
in a lined duct, which had applications to noise control in jet aircraft na-
celles. A paper, “Influence of Flow and High Sound Level on the Attenua-
tion in a Lined Duct, “ by Kurze and Allen describing part of this work was
published in JASA in 1971.

At BBN, Dr. Allen also was involved in many projects related to
acoustic consulting. One in 1954 was aimed at developing a method for
estimating the sound power level �PWL� and octave band spectrum for fans
used in the fast developing field of air conditioning. A direct relationship
between fan PWL and motor horsepower was found and reported in a paper,
“Noise of Centrifugal Fans,” by Beranek, Kamperman, and Allen, which
appeared in JASA in 1955. An extensive article on fan noise was subse-
quently published in Noise Control in 1957.

Dr. Allen’s expertise is fan noise led to the writing of a chapter on
sound and vibration for a Guide Book published by the American Society of
Heating and Air Conditioning Engineers �ASHAE�. This was the first au-
thoritative treatise on sound related to air conditioning systems. This chap-
ter, considerably expanded since 1957, currently appears in the American
Society of Heating, Refrigerating, and Air Conditioning �ASHRAE HVAC�
Applications Handbook �updated every four years�.

Consulting work with BBN on textile noise involved a coner machine
used to wind a textile filament on to a rotating cone via a cam driven
transverse guide. The principle source of a repetitive impulsive sound in the
guide mechanism was a cam follower impacting the side walls of the fol-
lower channel. Dr. Allen showed that the sound should be reduced by ap-
plying a few elastic bands to the mechanism to reduce the momentum of the
cam follower when it was thrown into impact with the channel walls, and he
then devised a spring mechanism for installation in new or existing ma-
chines to solve the noise problem by eliminating the follower impact, while
also increasing the efficiency of the operation. This design resulted in a
patent issued in 1976.

A number of the patents, some coauthored with others, resulted from
Dr. Allen’s work. There were four for ear muffs, two being for a design
providing a level dependent attenuation for high level impulses. There was a
patent for a phonograph design that gave an eight message voice for the GI
Joe toy of the late 60’s, another for a sound damping method for circular
saw blades, and there were many others. His expertise and interest in patents
led to service, from 1980 to 1994, as a contributor to the Patent Reviews
section of the Journal of the Acoustical Society of America.

Dr. Allen continued with acoustic consulting after leaving BBN and
worked out of Chebeague Island off the coast of Maine for the last 27 years
of his life.

IRA DYER
DAVID T. BLACKSTOCK
ROBERT M. HOOVER
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
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6,885,615

43.10.Pr PIEZOELECTRIC ACTUATOR, TIME PIECE,
AND PORTABLE DEVICE

Osamu Miyazawa et al., assignors to Seiko Epson Corporation
26 April 2005 „Class 368Õ255…; filed in Japan 15 March 1998

This patent discloses the use of scratch drive and some other ingenious
methods for driving clockwork. There are several applications diagrammed
and lots of construction details.—JAH

6,882,462

43.20.Ks RESONANT SCANNER WITH
ASYMMETRIC MASS DISTRIBUTION

Mark P. Helsel et al., assignors to Microvision, Incorporated
19 April 2005 „Class 359Õ292…; filed 22 August 2003

This patent describes the use of torsional plate resonators to create a
scanning device for images. The description focuses on the application to
retinal displays, but could be applicable to projectors and the like—any
sensor that uses a raster scanned input or output. The patent is complete with
drive circuits and some analysis of fabrication methods, but does not divulge
much about the vibration analysis of such a device.—JAH

6,885,612

43.30.Wi PANORAMIC AUDIO DEVICE FOR
PASSIVE SONAR

Pierre Alinat, assignor to Thales
26 April 2005 „Class 367Õ124…; filed 4 March 2003

An audio device to process the impulsive signals received by a passive
sonar array is described. The impulsive signals received by each of several
beams, which are oriented azimuthally and tilted vertically, are processed in
both the frequency and time domains into ‘‘left’’ and ‘‘right’’ signals and
then filtered according to characteristics of the human ear. The sums of all
the left and all the right signals are listened to with earphones so that an
operator on the vessel develops an impression of the direction of the source
of the signals with respect to the axes of the vessel.—WT

6,883,375

43.35.Yb DETECTION OF MOVEMENT OF
TERMITES IN WOOD BY ACOUSTIC EMISSION
TECHNIQUES

Harold L. Dunegan, Laguna Niguel, California
26 April 2005 „Class 73Õ587…; filed 18 November 2003

Acoustic emission is applied in the usual manner to detect the ultra-
sonic signals generated by wood-boring or wood-feeding insects as they
feed or move within wooden media. The probe consists of a piezoelectric
transducer that is adapted to be inserted into a borehole in the wood under-

going evaluation. It is argued that the waveguide will intersect the high-
frequency longitudinal and shear waves produced by the activities of ter-
mites, and which propagate along the grain of the wood, to yield an indica-
tion of termite infestation.—DRR

6,889,552

43.35.Zc ACOUSTIC WAVEGUIDE SYSTEM

Toan H. Nguyen and Lawrence C. Lynnworth, assignors to
Panametrics, Incorporated

10 May 2005 „Class 73Õ632…; filed 27 September 2002

Ultrasonic waveguide systems using rod-like elongated waveguides
are widely used to measure the density, level, and/or temperature of fluids
surrounding the waveguide. The fluid property that is measured depends on
the type of wave �torsional, extensional, flexural� supported by the wave-
guide. This patent describes how two shear transducers can be mounted on
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opposite sides at the end of a tubular or rod-shaped waveguide so as to
produce any of the aforementioned types of wave or combinations of
these.—EEU

6,867,374

43.38.Dv CERAMIC INSULATION COATED
ELECTRIC WIRE SELF-FUSING CERAMIC
INSULATION COATED ELECTRIC WIRE COATING
COMPOSITION AND COIL AND VOICES COIL
FOR SPEAKER

Toshihiro Ishigaki et al., assignors to Totoku Electric Company,
Ltd.

15 March 2005 „Class 174Õ110 A…; filed in Japan 24 January 2001

A voice coil wire is described with a ceramic insulation 2 consisting of
a zirconium oxide/silicon polymer which is directly applied on a conductor
1 and thermally cured. This, in turn, is then coated with a polyamide or a
polyimide �or a combination thereof� resin 3 which is dissolved in an or-
ganic solvent. The patent is relatively straightforward �for patentese�. This

construction and these materials are described as being able to withstand
temperatures of 500 °C. If so, the product can find utility in high-power
electrodynamic transducers. The patent, written in a tortured dialect of pat-
entese, presents the specific materials used, design charts, and the results of
several power tests.—NAS

6,885,262

43.38.Fx BAND-PASS FILTER USING FILM BULK
ACOUSTIC RESONATOR

Kosuke Nishimura et al., assignors to Ube Industries, Ltd.
26 April 2005 „Class 333Õ189…; filed in Japan 5 November 2002

This patent describes the fabrication of a bulk SAW resonator made of
AlN piezoelectric material and Mo electrodes. There are several design ex-
amples given but the methodology for the design is lacking. The majority of
the claims are related to electrical impedance matching.—JAH

6,885,753

43.38.Fx COMMUNICATION DEVICE USING BONE
CONDUCTION

Graham Bank, assignor to New Transducers Limited
26 April 2005 „Class 381Õ326…; filed in the United Kingdom

10 July 2001

The patent clearly describes and analyzes the problems of achieving
relatively wide-band audio for bone conduction, making use of the same
principles employed in modern distributed mode loudspeakers �DMLs�.
Here, a vibrating assembly is ‘‘coaxed’’ into broadband operation through

appropriately designed modal distribution. The figure shows ‘‘a multiple
disc transducer 70 comprising two active piezoelectric elements 72 stacked
with two passive resonant elements 74, so that the modes of the active and
passive elements are interleaved.’’—JME

6,863,152

43.38.Ja LOW PROFILE AUDIO SPEAKER

Joseph Yaacoub Sahyoun, Redwood City, California
8 March 2005 „Class 181Õ157…; filed 30 September 2003

This is a ‘‘division of application No. 10/058,868, filed on Jan. 28,
2002, now Pat. No. 6,675,931, which is a continuation-in-part of applica-
tion’’ all the way back to 1998. A low-profile electrodynamic loudspeaker
based on a low-profile drone is described. The patent contains 46 figures

�many of which have several parts� and describes in detail the use of drone
radiators in low-frequency �specifically consumer sub-bass� enclosures, and
an active version that retains the low profile of the drone, in 10 claims.
Readers who follow this market will recall the Carver patent�s� on this
theme.—NAS

6,886,658

43.38.Ja LOUDSPEAKER ENCLOSURE SYSTEM

Prince John Charles Rolph, Cathcart, New South Wales, Australia
3 May 2005 „Class 181Õ199…; filed in Australia 23 May 2000

Although their number seems to be diminishing, one still finds an
occasional loudspeaker design based on similarity to a musical instrument or
the human ear. In the case at hand, the larger rear chamber functions as a
normal vented box, whereas the smaller chamber ‘‘adopts in reverse func-
tion the principle of biological transmission and reception of sound by and
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with a tympanic cavity or middle ear.’’ Two large loudspeakers and two
smaller loudspeakers are required. It will be noted that the two smaller
speakers are connected in opposing polarity.—GLA

6,889,796

43.38.Ja LOUDSPEAKER SUSPENSION

Nicholas Pocock and Simon Yorick Pettman, assignors to
Goodmans Loudspeakers Limited

10 May 2005 „Class 181Õ172…; filed in the United Kingdom
29 January 2001

Any conventional loudspeaker cone suspension, whether corrugated or
U-shaped, develops hoop stresses at long excursions. That is, at least one
portion of the suspension is forced to move inward or outward, and in doing

so, its effective circumference changes. In this design, the wiggly line indi-
cates multiple transitions from a semicircular contour to a more elliptical
contour, thus accommodating peripheral expansion and contraction.—GLA

6,882,734

43.38.Kb VEHICLE ACCESSORY MICROPHONE

Alan R. Watson et al., assignors to Gentex Corporation
19 April 2005 „Class 381Õ92…; filed 14 February 2002

This hefty patent �52 figures and 46-plus columns of text� deals with
hands-free communication in an automobile. A pair of microphones posi-
tioned in the rear-view mirror, for example, can be processed to null out

dominant noise components, as shown. Copious mechanical details and
measurements are given.—JME

6,885,751

43.38.Kb PRESSURE-GRADIENT MICROPHONE
CAPSULE

Richard Pribyl, assignor to AKG Acoustics GmbH
26 April 2005 „Class 381Õ174…; filed in Austria 26 February 2002

Gradient microphones normally have front and rear openings to gen-
erate a pressure difference for actuating the diaphragm. When such a micro-
phone has to be mounted flush to a rigid surface, both openings will be more
or less side-by-side. This will produce a polar pattern that is essentially

‘‘half a cardioid’’ aimed to one side, as seen in the figure. With a little care,
this pattern can be aimed for pickup in a desired direction. Similar arrange-
ments have been used in some commercial directional flush-mount boundary
layer microphones.—JME
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6,868,296

43.38.Lc AUDIO COMPONENT SYSTEM

Shoji Arikuma and Hideharu Toda, assignors to Sanyo Electric
Company, Ltd.

15 March 2005 „Class 700Õ94…; filed in Japan 28 May 1999

The patent describes a digital control bus which interconnects compo-
nents of an audio system. The intention is that each audio output channel
would be able to signal back to the selector logic to convey the status of that

channel. In this way, thumps can be avoided by preventing the audio signal
from being fed to an inoperable channel.—DLR

6,888,403

43.38.Lc PULSE WIDTH MODULATION TYPE
AUDIO AMPLIFIER HAVING VARIABLE AVERAGE
SWITCHING FREQUENCY

Yong Hun Cho and Bong Joo Kim, assignors to Pulsus
Technologies

3 May 2005 „Class 330Õ10…; filed in the Republic of Korea
17 August 2001

If a PWM power amplifier is used to reproduce a full-range audio
signal, its nominal switching frequency must be higher than if it is used to
drive a subwoofer. Rather than providing a selectable switching rate, this
design detects the bandwidth of the input signal and then adjusts the switch-

ing frequency and output filter accordingly. ‘‘By using the average switching
frequency as lower �sic� as possible in accordance with the bandwidth of the
input audio signal, the power efficiency is enhanced and the electromagnetic
interference affecting peripheral devices can be minimized.’’—GLA

6,862,356

43.38.Md AUDIO DEVICE

Atsushi Makino, assignor to Pioneer Corporation
1 March 2005 „Class 381Õ1…; filed in Japan 11 June 1999

Providing a ‘‘realistic’’ stereo image in a car, as well as other listening
spaces, when the listener is not ideally located between the playback loud-
speakers, is the goal of this patent. A head-related transfer circuit 10a ac

cepts left and right channel inputs and is followed by a correction circuit
10b. A remote controller is used to adjust the circuits based on the listener’s
position.—NAS

6,885,876

43.38.Si MOBILE PHONE FEATURING AUDIO-
MODULATED VIBROTACTILE MODULE

Olli Aaltonen et al., assignors to Nokia Mobile Phones Ltd.
26 April 2005 „Class 455Õ550.1…; filed 12 March 2001

The basis for this patent is interesting. According to the references
cited, speech intelligibility for the hearing impaired, or in the presence of
high background noise, can be improved by simultaneously providing an
audio-modulated tactile sensation to the listener. The patent describes pos-
sible ways of providing such a tactile signal in a cellular phone.—GLA

6,882,335

43.38.Vk STEREOPHONIC REPRODUCTION
MAINTAINING MEANS AND METHODS
FOR OPERATION IN HORIZONTAL AND VERTICAL
AÕV APPLIANCE POSITIONS

Pertti Saarinen, assignor to Nokia Corporation
19 April 2005 „Class 345Õ156…; filed in the United Kingdom

8 February 2000

Video displays can be operated in either ‘‘landscape’’ or ‘‘portrait’’
orientation, and each mode requires a different loudspeaker layout for cor-
rect stereophonic performance. This can be done with only three loudspeak-

ers if they are positioned as shown in the figure. Both automatic and manual
switching between modes are described.—JME

SOUNDINGS

2104 2104J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Reviews of Acoustical Patents



6,882,733

43.38.Vk SURROUND HEADPHONE OUTPUT
SIGNAL GENERATOR

Koichi Sato, assignor to Pioneer Corporation
19 April 2005 „Class 381Õ74…; filed in Japan 10 May 2002

In analog audio circuitry, if two uncorrelated, zero-level signals are
combined, the peak level of the resulting sum signal may be twice as high
(�6 dB). The same thing happens with digital audio, and can be accommo-
dated by rescaling both of the input signals. If one is designing a low-cost
circuit with limited word length, the trick is to pick a scaling factor that
maintains a good signal-to-noise ratio while avoiding overload. That is the

situation depicted here, where six input channels are combined into a two-
channel headphone feed. The device first detects whether the program
source is a motion picture or a music recording. It then rescales the relative
surround sound levels on the basis that surround sound should be louder for
film than for music. Any consideration of calibrated levels or the original
program balance seems to be ignored.—GLA

6,883,693

43.38.Vk KNAPSACK WITH STEREOPHONIC
REPRODUCING KIT

Angela W. Han, Taipei, Taiwan
26 April 2005 „Class 224Õ576…; filed 10 April 2003

This short patent suggests the use of built-in stereo loudspeakers on
both sides of a typical knapsack for playback of stereo for travelers on
foot.—JME

6,885,899

43.38.Vk METHOD AND APPARATUS FOR
CONTROLLING A SOUND FUNCTION OF A
COMPUTER SYSTEM

An-Sung Yoon, assignor to Samsung Electronics, Company, LTD
26 April 2005 „Class 700Õ94…; filed in the Republic of Korea

25 August 1998

Most laptop computers and similar products have a stereo pair of loud-
speakers as well as a receptacle for accommodating additional stereo head-
phones. The patent describes circuitry that will mute the loudspeakers when
a headphone jack is inserted into the receptacle.—JME

6,888,424

43.40.Dx PIEZOELECTRIC RESONATOR, FILTER,
AND ELECTRONIC COMMUNICATION
DEVICE

Masaki Takeuchi et al., assignors to Murata Manufacturing
Company, Ltd.

3 May 2005 „Class 333Õ187…; filed in Japan 3 July 2001

This patent discloses the use of a flexible plate as a resonant structure.
There is nothing new about this as far as this reviewer can tell, and the
details of the design method are not given.—JAH

6,870,791

43.40.Le ACOUSTIC PORTAL DETECTION SYSTEM

David D. Caulfield, Spruce Grove, Alberta, Canada et al.
22 March 2005 „Class 367Õ11…; filed 26 December 2002

This device would transmit one or more acoustic signals toward a
person entering a secured area such as the boarding area at an airline termi-
nal. An array of detectors would pick up acoustic energy reflected and/or
refracted from the person, to be analyzed for the presence of materials, such
as plastic explosives, drugs, or weapons. The patent text mainly presents the

results of a series of experiments that were done to determine coefficients of
reflectivity for human bodies, clothing, and various items to be detected by
such a system. The 45 claims deal primarily with various arrangements of
transmitters and receivers on the portal.—DLR

6,873,918

43.40.Le CONTROL EMBEDDED MACHINE
CONDITION MONITOR

Richard A. Curless and Paul E. McCalmont, assignors to Unova
IP Corporation

29 March 2005 „Class 702Õ36…; filed 30 November 2001

Vibration from a machine 100 is monitored by a transducer 102, the
signals from which are fed to 106, which can contain electronic amplifica-
tion 108, rms detector 109, and are periodically sampled and fed to analog-
to-digital converter 110. The sampled signals are stored in predefined rms

value bands in controller 112. Each sample increments a counter which
keeps track of the number of signal samples in a particular band. The num-
ber of accumulated samples can be used to provide the condition of the
machine.—NAS
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6,874,364

43.40.Le SYSTEM FOR MONITORING MECHANICAL
WAVES FROM A MOVING MACHINE

Jonathan Joseph Campbell et al., assignors to Commonwealth
Scientific and Industrial Research Organization

5 April 2005 „Class 73Õ593…; filed in Australia 9 July 1999

Accelerometer�s� with radio transmitter�s� 11 is �are� powered by solar
panel�s� 12. These are attached to semi-autonomous grinding �SAG� mill 10.
The location of 11 is detected by a proximity switch, which is wired via
terminal block 14 to computer 15. The signals from 11 are received by 13,
and conveyed to 15 via 14. The behavior of the grinding media is charac-

terized by tumbling, shearing, cataracting, and abrasion. The SAG mill has a
liner that wears as a function of the media behavior. These behaviors can
cause the mill liner to wear in different ways, some quicker than others. The
analysis of the vibrations of the shell can lead to a reliable way of monitor-
ing and controlling the SAG mill liner wear.—NAS

6,882,086

43.40.Tm VARIABLE STIFFNESS ELECTROACTIVE
POLYMER SYSTEMS

Roy D. Kornbluh and Ronald E. Pelrine, assignors to SRI
International

19 April 2005 „Class 310Õ328…; filed 16 January 2002

Sheets of electroactive polymers are located between flexible elec-
trodes. Depending on the polymer type and the circuits externally connected
to the electrodes, which circuits may be passive or active, the assemblies can
provide stiffness and/or damping that varies with the deflection amplitude.
Assemblies of this type can also be made to serve as actuators.—EEU

6,883,532

43.40.Vn LARGE-SCALE MANIPULATOR
COMPRISING A VIBRATION DAMPER

Kurt Rau, assignor to Putzmeister Aktiengesellschaft
26 April 2005 „Class 137Õ1…; filed in Germany 19 September 2000

The boom arms of a large-scale manipulator, such as a concrete pump,
are positioned by means of hydraulic cylinders. In order to suppress bending
vibrations of these booms, the pressure fluctuations in these double-acting
cylinders are sensed, low-pass filtered, and fed to a controller that sends
correcting signals to these cylinders.—EEU

6,872,057

43.50.Gf HERMETIC COMPRESSOR CASING

Saeng-ho Kim, assignor to Samsung Gwangju Electronics
Company, Ltd.

29 March 2005 „Class 417Õ312…; filed in the Republic of Korea
17 September 2002

The vibration and noise from a hermetic compressor 10 is decreased

by using a multilayer structure for the casing 100, in which the middle layer
is a damping layer.—NAS

6,872,158

43.50.Gf SILENT CHAIN TRANSMISSION DEVICE

Toyonaga Saitoh, assignor to Tsubakimoto Chain Company
29 March 2005 „Class 474Õ212…; filed in Japan 28 December 2001

Links 11 and the teeth of sprocket 20 have profiles that engage in a
way that reduces the up and down motion of the chain relative to the chain
traveling line. ‘‘After sufficient engagement time between the inside surface
and a sprocket tooth, the engagement of a link plate with the sprocket is

gradually shifted to engagement of the outside engaging surface with the
sprocket teeth.’’ The patent also states that chain pitch Pc of the silent chain
10 is set to be the same as the hob pitch Ph of the hob cutter HC that
produces the sprocket teeth.—NAS
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6,882,945

43.50.Jh METHOD, APPARATUS, AND PROGRAM
FOR ESTIMATING NOISE GENERATION FOR
A SYNCHRONOUS BELT

Kiyoshi Okura et al., assignors to Mitsuboshi Belting Ltd.
19 April 2005 „Class 702Õ69…; filed in Japan 27 February 2002

A method is described for estimating the noise generated by the inter-
action of a belt with the driving and driven sprockets. The noise is said to be
primarily due to the transverse belt displacement at or near the first location
at which the teeth 34 of the belt and the teeth of sprocket 14 mesh and is
generated when the crests of the belt teeth impact the sprocket and when the

sprocket teeth impact the land region of the belt. The program calculates the
transverse belt displacement, then calculates a belt displacement velocity
from which the sound pressure level is calculated. The patent has several
small typographical errors, starting with the assignee’s name.—NAS

6,880,287

43.58.Wc FISHING LURE

Calvin W. Eubanks, Jennings, Oklahoma
19 April 2005 „Class 43Õ42.13…; filed 5 May 2003

As shown, this spinning lure uses the collisions of spinner blades 50

and 60 to create a clicking noise, which, together with the spinning action,
will hopefully interest the notoriously inattentive fish.—MK

6,889,466

43.58.Wc DEER STOMP SIMULATOR

Bruce Randall Hamlet, assignor to Hamlett Environmental
Technologies Company

10 May 2005 „Class 43Õ2…; filed 7 October 2003

Some hunters evidently believe that artificial deer hoof stomps will
attract a susceptible target �and hopefully not other hunters�. Sitting in a tree,

the hunter can pull a cord attached to a spring which hits the ground in a
resounding stomp.—MK

6,882,337

43.60.Bf VIRTUAL KEYBOARD FOR TOUCH-
TYPING USING AUDIO FEEDBACK

Martin Shetter, assignor to Microsoft Corporation
19 April 2005 „Class 345Õ173…; filed 18 April 2002

This is a system for displaying an image of a keyboard on a computer
screen that enables a user to do touch typing in order to enter textual data.
Audio feedback is provided that indicates whether the user’s fingers are
properly striking the keys on the virtual keyboard. By listening to the sounds
generated while typing, the user should be able to tell whether his/her hands
are drifting to one side and adjust the finger position accordingly. If a finger
misses a target area on the virtual keyboard, it will generate a sound differ-
ent from the one that occurs when the finger strikes the desired key squarely.
Presumably a vertical display would either be used sparingly or positioned
horizontally for sustained use.—DRR

6,868,372

43.60.Dh IMAGE AND AUDIO DEGRADATION
SIMULATOR

Craig D. Cuttner and Robert M. Zitter, assignors to Home Box
Office, Incorporated

15 March 2005 „Class 703Õ2…; filed 11 April 2001

In the old days, which for this reviewer is the early 1970s, a producer
of an album would many times prepare a cassette tape of a song or songs
and listen to it in a car to see how the recording sounded in the end user
environment. Today, many producers of video and audio productions can do
this by viewing and listening to program material ‘‘off the air,’’ even though
the signal may never actually be promulgated through the air. This requires
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that the whole signal transmission chain be present and used. The patent
describes a method that uses real time digital signal processing to simulate
the signal path degradation of the signal.—NAS

6,879,864

43.60.Dh DUAL-BAR AUDIO LEVEL METER FOR
DIGITAL AUDIO WITH DYNAMIC RANGE
CONTROL

Edward J. Cleary, Jr., assignor to Tektronix, Incorporated
12 April 2005 „Class 700Õ94…; filed 3 March 2000

Digital television transmits a full bandwidth signal as well as control
signals �DIALNORM, DYNRNG, COMPR� that can automatically control
the audio signal. Display 10 simultaneously presents the digital audio signal,

both compressed and uncompressed, by decoding the digital signal and pre-
senting it using an inner bar and an outer bar on each audio channel
display.—NAS

6,889,085

43.64.Qh METHOD AND SYSTEM FOR FORMING
AN ACOUSTIC SIGNAL FROM NEURAL
TIMING DIFFERENCE DATA

Thomas P. Dawson, assignor to Sony Corporation
3 May 2005 „Class 607Õ54…; filed 20 May 2003

A conventional technique for synthetically generating neural activity in
the human nervous system necessitates surgical implants. These implants
usually interact with and cause neural activity in some portion of the ner-
vous system, such as the neural cortex. Researchers have successfully
mapped audio sensory data to the cochlear channel and visual data to the
visual cortex. A new system is described in this patent that provides a non-
invasive means of generating visual, audio, taste, smell, or touch, within or
onto the neural cortex. This system forms acoustic signals from neural tim-
ing difference data. One embodiment of the system consists of a primary
and a secondary transducer array. The primary array serves as a coherent or

nearly coherent signal source. The secondary array acts as a controllable
acoustic diffraction pattern that shapes, focuses, and modulates energy from
the primary transducer into the neural cortex in a desired pattern. The sec-
ondary transducer emits acoustic energy that may be shifted in phase and
amplitude relative to the primary array emissions. Stimulation of the audi-
tory cortex leads to the sensation of sound.—DRR

6,868,345

43.64.Ri MONITORING AUDITORY EVOKED
POTENTIALS

Erik Weber Jensen, assignor to Danmeter AÕS
15 March 2005 „Class 702Õ32…; filed in Denmark 31 March 2000

This patented technique would measure the intensity of auditory
evoked potentials as a way to determine the level of consciousness of a
subject, specifically, whether the person is sufficiently anaesthetized as to
undergo surgical or other procedures. In use, the patient listens to a series of
clicks presented via headphones. In the suggested arrangement, three EEG
electrodes are attached to the patient’s head, in the middle forehead, the left
forehead, and behind the ear. The EEG signal is analyzed using a singular
value decomposition method, which is presented in detail in the patent. The
resulting index is said to respond within as little as six seconds to changes in
the depth of anaesthesia.—DLR

The following review was previously published in J. Acoust. Soc. Am.
117�5�, 2694 �2005�, with the wrong figure. The correct figure is included
here.

6,829,359

43.66.Qp MULTISPEAKER SOUND IMAGING
SYSTEM

Juan Serrano, assignor to Arilg Electronics Company, LLC
7 December 2004 „Class 381Õ17…; filed 8 October 2002

Some years ago while attending a consumer high-fidelity show, this
reviewer saw a setup, referred to as a ‘‘polyphonic isolator,’’ that fed a
two-channel stereo program to a frontal array of four loudspeakers. The
signal processing was linear time invariant, and the effect was a pleasant
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spread of sound from left to right. This patent proposes much the same
through a combination of simple stereo stage widening �through the use of
careful antiphase crosstalk� and gradual signal panning from left to right
over a number of adjacent loudspeakers. The details of this are clearly
apparent from the figure.—JME

6,882,736

43.66.Ts METHOD FOR OPERATING A HEARING
AID OR HEARING AID SYSTEM, AND A
HEARING AID AND HEARING AID SYSTEM

Thomas Dickel and Benno Knapp, assignors to Siemens
Audiologische Technik GmbH

19 April 2005 „Class 381Õ317…; filed in Germany
13 September 2000

A methodology is proposed for determining automatically whether
wind noise is present in a listening situation and for reducing the wind noise.
Wind noise is judged to be present when the difference in the outputs of the
two hearing aid microphones due to uncorrelated inputs created by wind

noise is less than a preset threshold. In such cases, wind noise is reduced by
switching from directional to omnidirectional mode, by filtering out low
frequency energy from the microphone signals, and/or increasing AGC time
constants.—DAP

6,885,731

43.66.Ts CAPTIONED TELEPHONE WITH
EMERGENCY ACCESS FEATURE

Robert M. Engelke, Madison, Wisconsin et al.
26 April 2005 „Class 379Õ52…; filed 28 July 2003

Captioned telephones provide text by using the services of a relay
interposed between the assisted user and a hearing user. Under normal op-
erations, the assisted user dials a number and the captioned telephone con-
nects with a relay that, in turn, dials the other party. In this system, the
captioned telephone monitors the number being called by the assisted user.

If the user is dialing an emergency number such as 911, the call to the relay
is terminated and a direct connection to the emergency services is initiated
in order to provide the quickest connection. The question, however, is: How
would the user, presumably in need of captioned assistance, be able to
conduct a two-way conversation?—DRR

6,888,948

43.66.Ts PORTABLE SYSTEM PROGRAMMING
HEARING AIDS

Lawrence T. Hagen and David A. Preves, assignors to Micro Ear
Technology, Incorporated

3 May 2005 „Class 381Õ314…; filed 11 March 2002

A host computer connects to a programming interface constructed on a
PCMCIA �PC� card. Programs are downloaded to hearing aids via the PC
card. To accommodate changing acoustical environments, multiple pro-

grams may be downloaded to a portable controller, which, under patient
control, loads one of several programs into the hearing aids via wireless
means.—DAP

6,888,949

43.66.Ts HEARING AID WITH ADAPTIVE NOISE
CANCELLER

Jeff Vanden Berghe and Jan Wouters, assignors to GN ReSound
AÕS

3 May 2005 „Class 381Õ317…; filed 22 December 1999

To increase robustness in adverse signal-to-noise ratio environments, a
modified version of the traditional two-microphone adaptive noise canceller

utilizes a fixed rather than adaptive filter in a first section and an adaptive
filter in a second section.—DAP
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6,889,094

43.66.Ts ELECTRODE ARRAY FOR HYBRID
COCHLEAR STIMULATOR

Janusz A. Kuzma et al., assignors to Advanced Bionics
Corporation

3 May 2005 „Class 607Õ137…; filed 12 May 2000

A cochlear implant is proposed in which electrical stimulation for
high-frequency sounds in the basal end of the cochlea is combined with

acoustic stimulation with or without a hearing aid for lower-frequency
sounds.—DAP

6,891,956

43.66.Ts CERUMEN PROTECTION SYSTEM FOR
HEARING AID DEVICES

Markus Heerlein and Christian Schmitt, assignors to Siemens
Audiologische Technik GmbH

10 May 2005 „Class 381Õ325…; filed in Germany 28 March 2002

The sound outlet of the hearing aid receiver is directed toward the side

wall of the ear canal and is covered with a large, acoustically transparent
membrane that is placed in a plane parallel to the ear canal.—DAP

6,882,732

43.66.Yw INTERNET-BASED AUDIOMETRIC
TESTING SYSTEM

Chris M. Pavlakos, Dayton, Ohio
19 April 2005 „Class 381Õ60…; filed 14 December 2000

Owing to the lack of personal contact, this system for conducting
audiometric tests via the Internet is perhaps ill-advised. The system includes
a client CPU with Internet access at the test site equipped with hearing-test
equipment that produces audiometric tones. A person being tested responds
in some fashion that determines the course of the testing procedure. A re-
mote Internet-based server contains the software that gathers the data and
produces an audiological test report for review by a certified audiologist.—
DRR

6,889,189

43.72.Bs SPEECH RECOGNIZER PERFORMANCE
IN CAR AND HOME APPLICATIONS UTILIZING
NOVEL MULTIPLE MICROPHONE
CONFIGURATIONS

Robert Boman et al., assignors to Matsushita Electric Industrial
Company, Ltd.

3 May 2005 „Class 704Õ270…; filed 26 September 2003

This system allows automotive loudspeakers to be used as microphone
inputs for a speech recognition function. ‘‘Using loudspeakers as micro-
phones improves speech recognition in noisy environments, thus attaining
better recognition performance with little added system cost. The loudspeak-

ers, positioned in physically separate locations, also provide spatial infor-
mation that can be used to determine the location of the person speaking and
thereby offer different functionality for different persons.’’—JME
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6,885,992

43.72.Gy EFFICIENT PCM BUFFER

Vladimir Z. Mesarovic and Miroslav V. Dokic, assignors to Cirrus
Logic, Incorporated

26 April 2005 „Class 704Õ500…; filed 26 January 2001

A methodology is proposed to minimize the memory used for buffer-
ing while decoding audio PCM data. Speed changing without pitch alter-
ation with Advanced Audio Coding �AAC� permits use of a nonuniform size
PCM buffer, as required by available processing capacity and loading/
emptying the output FIFO.—DAP

6,885,993

43.72.Gy METHOD AND SYSTEM FOR REDUCTION
OF QUANTIZATION-INDUCED BLOCK-
DISCONTINUITIES AND GENERAL PURPOSE
AUDIO CODEC

Shuwu Wu et al., assignors to America Online, Incorporated
26 April 2005 „Class 704Õ500…; filed 4 February 2002

Quantization-induced block discontinuities are reduced without large
latency and computation complexity using a boundary analysis and synthe-
sis technique. Data compression is achieved with an adaptive cosine packet

transform. A signal-residue classifier separates strong signal clusters from
noise and weak signals.—DAP

6,891,958

43.72.Gy ASYMMETRIC SPREAD-SPECTRUM
WATERMARKING SYSTEMS AND METHODS
OF USE

Darko Kirovski and Yacov Yacobi, assignors to Microsoft
Corporation

10 May 2005 „Class 382Õ100…; filed 27 February 2001

Audio watermarking is used to identify the content producer to prevent
pirates from using the content without copyright authorization. Proposed is
incorporation and detection of an inaudible watermark in an audio content
sequence. A public key watermark is created by incorporating the private
key watermark provided by the copyright owner into a watermark carrier

signal. The public key watermark is provided to the client to use in a cor-
relation test to determine if the private watermark is present in the water-
marked content sequence.—DAP

6,853,972

43.72.Ne SYSTEM AND METHOD FOR EYE
TRACKING CONTROLLED SPEECH PROCESSING

Wolfgang Friedrich et al., assignors to Siemens Aktiengesellschaft
8 February 2005 „Class 704Õ275…; filed in Germany 27 July 2000

This short patent describes a speech recognition application in which
an eye movement tracker is used together with the speech input to provide
more reliable control over a computer-controlled process or operation. No
specific hardware is mentioned, nor is a specific implementation described.

What is described in text and claims are ways to use the operator’s attention
to details on a visual display, including color, to enhance the performance of
the speech input processing.—DLR

6,862,566

43.72.Ne METHOD AND APPARATUS FOR
CONVERTING AN EXPRESSION USING KEY
WORDS

Yumi Wakita and Kenji Matsui, assignors to Matushita Electric
Industrial Company, Ltd.

1 March 2005 „Class 704Õ2…; filed in Japan 10 March 2000

This elaborate recognition system, described with examples in Japa-
nese, selects key words from the input speech and compares them to se-
lected keywords which are associated with the target concepts to be
recognized.—DLR
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6,856,952

43.72.Ne DETECTING A CHARACTERISTIC OF A
RESONATING CAVITY RESPONSIBLE FOR
SPEECH

Edward O. Clapper, assignor to Intel Corporation
15 February 2005 „Class 704Õ200…; filed 28 February 2001

This is a speech recognizer—of a sort—which collects vocal tract
shape information, rather than audible speech data, from the user. A sensor,
such as an ultrasound transmitter/receiver, is located on a small tube which
projects through the mouth into the oral cavity. This sensor continually
tracks the tract shape, whether the person is actually speaking aloud or just
‘‘mouthing’’ the sounds, and transmits that information to the computer for
spectral or other analysis. No further information is included on the recog-
nition system.—DLR

6,859,777

43.72.Ne HYPERTEXT NAVIGATION SYSTEM
CONTROLLED BY SPOKEN WORDS

Darin Edward Krasle, assignor to Siemens Aktiengesellschaft
22 February 2005 „Class 704Õ270.1…; filed in Germany

14 November 1994

This patent covers an idea which has been bandied about for many
years, practically since the introduction of the Internet, and which is imme-
diately obvious to anyone with any past experiences with voice control—the
idea of operating a browser by voice. In addition to the broad, general claim,
the narrower idea also claimed is that a specific vocabulary and probablility
structure for use by a recognizer would be attached to each hypertext docu-
ment and would be set up to be activated when the document is viewed.—
DLR

6,859,778

43.72.Ne METHOD AND APPARATUS FOR
TRANSLATING NATURAL-LANGUAGE SPEECH
USING MULTIPLE OUTPUT PHRASES

Raimo Bakis et al., assignors to International Business Machines
Corporation

22 February 2005 „Class 704Õ277…; filed 16 March 2000

This elaborate speech recognition and translation system would in-
clude a variety of related capabilities, including word or phrase spotting, and
language understanding and translation. But the capability most strongly
emphasized is the ability to speak a given phrase with various moods, into-
nations, emotions, dialects, accents, loudness, or rates of speech. There is
but the briefest discussion of just how this is all to be done, mainly by
relying on a variety of tables of various sorts. No further details are given.—
DLR

6,868,383

43.72.Ne SYSTEMS AND METHODS FOR
EXTRACTING MEANING FROM MULTIMODAL
INPUTS USING FINITE-STATE DEVICES

Srinivas Bangalore and Michael J. Johnston, assignors to AT&T
Corporation

15 March 2005 „Class 704Õ254…; filed 12 July 2001

This speech recognition system would receive inputs from one or more
nonspeech channels, such as a gesture indicator, in addition to the usual
audio speech channel. The only examples discussed of gesture inputs seem
to involve the speaker pointing at various items displayed on a computer
screen. Several pages of patent text describe a finite state parser used to
analyze such gestural inputs.—DLR

6,871,179

43.72.Ne METHOD AND APPARATUS FOR
EXECUTING VOICE COMMANDS HAVING
DICTATION AS A PARAMETER

Thomas A. Kist et al., assignors to International Business
Machines Corporation

22 March 2005 „Class 704Õ275…; filed 7 July 1999

This patent addresses the problem of separating control commands
from dictated content in a speech recognizer used for dictation. According to
the relatively brief discussion presented here as to how this task is to be
accomplished, a fairly simple finite state grammar would be able to distin-
guish the ‘‘patterns of speech’’ which would be spoken when a control
command is issued. In one short example, a company meeting announce-
ment is parsed to separate the meeting time, place, and subject matter. In a
second example, a set of files pertaining to ‘‘first quarter results’’ is to be
loaded. This hardly seems to be the stuff of novel invention.—DLR

6,885,735

43.72.Ne SYSTEM AND METHOD FOR
TRANSMITTING VOICE INPUT FROM A REMOTE
LOCATION OVER A WIRELESS DATA
CHANNEL

Gilad Odinak et al., Bellevue, Washington
26 April 2005 „Class 379Õ88.1…; filed 29 January 2002

To facilitate reliable recognition of voice commands without a large
amount of computing power, for example, by a mobile phone in a vehicle,
front-end voice recognition processing, including noise and echo cancella-

tion, is performed in the remotely located user system. The preprocessed
output is sent wirelessly to a server which completes the speech recognition
activity.—DAP
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6,885,989

43.72.Ne METHOD AND SYSTEM FOR
COLLABORATIVE SPEECH RECOGNITION
FOR SMALL-AREA NETWORK

James Gordon McLean et al., assignors to International Business
Machines Corporation

26 April 2005 „Class 704Õ235…; filed 2 April 2001

Multiple computing devices, such as several mobile devices commu-
nicating on a network via Bluetooth, share audio data and speech recogni-
tion results. Audio streams are first captured by at least one capturing device

such as a PDA equipped with a microphone. Then, at least one text stream is
produced after audio capture by each recognition device. The text stream
recognized best is ultimately selected.—DAP

6,889,191

43.72.Ne SYSTEMS AND METHODS FOR TV
NAVIGATION WITH COMPRESSED
VOICE-ACTIVATED COMMANDS

Arturo A. Rodriguez et al., assignors to Scientific-Atlanta,
Incorporated

3 May 2005 „Class 704Õ275…; filed 3 December 2001

To increase reliability and the number of commands possible from
voice-activated remote controls of consumer appliances such as televisions,
stereo equipment, and cable and satellite receivers, speech recognition is
performed in a digital home communication terminal �set-top box� rather
than in the remote control. A microphone in the remote picks up the voice
signal and digitally transmits it to the set-top box.—DAP

6,881,889

43.75.St GENERATING A MUSIC SNIPPET

Lie Lu et al., assignors to Microsoft Corporation
19 April 2005 „Class 84Õ616…; filed 3 June 2004

A snippet in this case includes the ‘‘most salient’’ segment of a song.
After generically describing computer hardware in the beginning of the 21st
century, the algorithmic details are exposed. After segmenting the song into

frames, the next step is to select the ‘‘most salient’’ frame. Each frame can
be given a salience value, which is the product of the relative position of the
frame in the song, the frequency of appearance, and the energy, or ampli-
tude, of the frame. The frame frequency is the most complex measure. It
uses a clustering measure across all frames and is computed from the clus-
tering. Next, the song is segmented across ‘‘musical sentences’’ using am-
plitude as a guide for beginning and ending of the sentence. The snippet
must include the most salient frame.—MK

6,881,890

43.75.Wx MUSICAL TONE GENERATING
APPARATUS AND METHOD FOR GENERATING
MUSICAL TONE ON THE BASIS OF DETECTION
OF PITCH OF INPUT VIBRATION SIGNAL

Shinya Sakurada, assignor to Yamaha Corporation
19 April 2005 „Class 84Õ654…; filed in Japan 27 December 2002

At issue is an electronic trumpet. There are two tone generators, one
for the breathy attack �i.e., noise� and one for the steady state and decaying

brass tone. An additional wrinkle is the use of a pitch detector at the quasi-
mouthpiece and a fingering-to-pitch conversion table.—MK

6,881,892

43.75.Wx METHOD OF CONFIGURATING
ACOUSTIC CORRECTION FILTER FOR STRINGED
INSTRUMENT

Hideo Miyazaki et al., assignors to Yamaha Corporation
19 April 2005 „Class 84Õ736…; filed in Japan 19 February 2002

Like adding a body response to a solid body guitar, these inventors
want to add a body response to a stringed instrument like a violin. So, the
idea is to use a mute and measure one frequency response �how is not
detailed�. Then, measure without the mute and compute the difference �in
the frequency domain�. Additionally, they note that the phase is adjusted to
make it minimum phase. Then a FIR filter is designed. The references no-
tably omit previous work on adding body resonance to solid body instru-
ments well before this patent was filed.—MK

SOUNDINGS

2113 2113J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Reviews of Acoustical Patents



6,888,058

43.75.Wx ELECTRONIC MUSICAL INSTRUMENT

Tomomitsu Urai et al., assignors to Yamaha Corporation
3 May 2005 „Class 84Õ737…; filed in Japan 10 January 2002

This patent proposes a mix of equalization and artificial reverberation
applied to electric pianos and synthesizers. As shown, the output of the
loudspeakers 16 is received by the microphones 20. An ‘‘Automatic Adjust-
ment Unit’’ controls the attenuators 32, equalizers 34, FIR filters 36, and

finally reverb 51. The final result is output on the speakers 18. Being a
feedback system, the output of the speakers could result in howling feed-
back. The solution is the use of pink noise by the controller, which adjusts
the attenuators and the equalizers. The FIR filters supply artificial reflections
from the sound board or enclosure.—MK

6,883,639

43.80.Qf STETHOSCOPE

Jack Lam and Yung Hsiang Chen, assignors to Health
& Life Company, Ltd.

26 April 2005 „Class 181Õ131…; filed 19 November 2003

This version of a stethoscope is designed either for multitasking or for
a one-armed physician, in that only one hand is needed to remove the stetho-
scope from the ears. This is achieved by squeezing together the semirigid
separated tubes which connect to the earpieces and which come together

near the distal end �i.e., the chestpiece�. As shown in the figure, this has the
effect of increasing the distance between the earpieces sufficiently for them
to drop away from the ears.—DRR

6,887,199

43.80.Qf BRAIN ASSESSMENT MONITOR

Keith Bridger et al., assignors to Active Signal Technologies,
Incorporated

3 May 2005 „Class 600Õ300…; filed 12 March 2002

This noninvasive brain assessment monitor is designed to detect brain
trauma, strokes, tumors, and changes in brain blood flow patterns resulting
from injury or disease. The device includes a head-mounted brain sensor
that passively detects acoustic signals generated by pulsing blood flow

through a patient’s brain. A reference sensor may be positioned at another
location to sense an arterial pulse, so that the signals from the brain sensor
and the reference sensor may be compared.—DRR

6,887,208

43.80.Qf METHOD AND SYSTEM FOR ANALYZING
RESPIRATORY TRACT SOUNDS

Igal Kushnir and Meir Botbol, assignors to Deepbreeze Ltd.
3 May 2005 „Class 600Õ529…; filed 9 January 2003

This body sound analyzer consists of several transducers strategically
placed over the thorax. Each transducer at a specific location generates a
signal indicative of pressure waves at its respective location. A processor

receives signals from the group of transducers and determines an average
acoustic energy for a least one position over a time interval.—DRR

6,887,203

43.80.Qf OPHTHALMOLOGICAL
ULTRASONOGRAPHY SCANNING APPARATUS

Scott Howard Phillips and Christopher Grant Denny, assignors to
Ultralink Ophthalmics Incorporated

3 May 2005 „Class 600Õ445…; filed in Canada 6 January 2000

This apparatus provides optical scanning of the eye through the use of
a virtual center translocation mechanism that is said to facilitate precise
arcuate motion of an ultrasonic transducer to sustain the focal distance from
the eye and to maintain the ultrasound beam normal to the contour of the
eye. A radius adjustment mechanism is provided to vary the radius of ultra-
sonic scanning to enable positioning of the transducer focal point on se-
lected surfaces of the eye. Centrarion optics are applied to align the ultra-
sonic transducer with the Purkinje �or other optical or geometric� axis of the
eye. A hygiene barrier eyeseal protects the patient from the possibility of
infection.—DRR
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6,884,216

43.80.Vj ULTRASOUND DIAGNOSIS APPARATUS
AND ULTRASOUND IMAGE DISPLAY
METHOD AND APPARATUS

Yasuhiko Abe and Takuya Sasaki, assignors to
Kabushiki Kaisha Toshiba

26 April 2005 „Class 600Õ440…; filed 1 December 2003

A physiological parameter is imaged and an arbitrary line in the image
is selected. Along the line, an ultrasound m-mode record is produced. At a
position selected by a curser in the m-mode image, a temporal and a spatial
profile are produced. The m-mode image, the temporal profile, and the spa-
tial profile are simultaneously displayed.—RCW

6,890,302

43.80.Vj FREQUENCY DOMAIN PROCESSING
OF SCANNING ACOUSTIC IMAGING
SIGNALS

Michael G. Oravecz et al., assignors to Sonoscan, Incorporated
10 May 2005 „Class 600Õ443…; filed 13 November 2001

A target is scanned with a pulsed acoustic beam and a time-domain
signal that results from interaction of the beam with the target is obtained.
The time-domain signal is processed to produce a frequency-domain repre-
sentation of the signal as modified by the interaction. The frequency-domain
representation is displayed, altered, and then reconverted to a time-domain
signal that is also displayed.—RCW
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Measurement of absorption with a p-u sound intensity probe
in an impedance tube (L)

Yang Liua� and Finn Jacobsenb�

Acoustic Technology, Ørsted•DTU, Technical University of Denmark, Building 352,
Ørsteds Plads, DK-2800 Kgs. Lyngby, Denmark

�Received 28 January 2005; revised 4 July 2005; accepted 5 July 2005�

An alternative method of measuring the normal-incidence sound absorption of a sample of material
in an impedance tube is examined. The method is based on measurement of the sound pressure
and the normal component of the particle velocity using a “p-u” sound intensity probe. This
technique is compared with the traditional, well-established “transfer function method” based on
two pressure microphones. The results suggest that the new method can be as accurate as the
established method, but whereas the influence of transducer mismatch on the transfer function
method can be eliminated using a simple “sensor-switching technique,” the method based on
a p-u intensity probe relies on accurate calibration of the probe. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2010387�

PACS number�s�: 43.20.Ye, 43.58.Bh, 43.58.Fm �AJZ� Pages: 2117–2120

I. INTRODUCTION

There are two well-established methods of measuring
normal-incidence absorption coefficients and other properties
in an impedance tube terminated by a sample of the material
under test: the traditional method based on measuring the
standing wave ratio frequency by frequency, and the method
based on two pressure microphones and excitation with a
broadband signal. An early version of the latter method in-
volving measurement of the cross spectrum and the auto
spectra of the two microphone signals was proposed by Sey-
bert and Ross in 1977.1 However, the “two-microphone”
method in prevailing use was developed by Chung and Bla-
ser a few years later.2 This method is known as the “transfer
function method” since it involves measuring the transfer
function between the two microphone signals.2 Both the tra-
ditional standing wave method and the transfer function
method are standardized,3,4 but the transfer function method
is much faster and more convenient than the standing wave
method. Its errors and limitations have been analyzed by
several authors.5,6

A particle velocity transducer called the “Microflown”
has recently become available,7 and various “p-u” sound in-
tensity probes based on combining this transducer with a
small pressure microphone are now in production.8 Our pur-
pose with this note is to examine an alternative to the transfer

function method, based on measuring the sound pressure and
the particle velocity at a point in the impedance tube using a
Microflown sound intensity probe.

II. OUTLINE OF THEORY

The sound field in the tube consists of an incident plane
wave and a reflected plane wave. The transfer function
method is based on2

R =
H12 − e−jks

ejks − H12
ej2kl, �1�

where R is the ratio of the sound pressure of the reflected
wave to the sound pressure of the incident wave at the ter-
mination �at x=0�, H12 is the transfer function between the
two microphone signals, k is the wave number, s is the
distance between the microphones, and l is the distance
between the material under test and microphone No. 1.
The absorption coefficient of the termination is

� = 1 − �R�2. �2�

The method based on measuring the pressure and the
particle velocity is even simpler. Since the sound pressure is

p = pi�ejkl + Re−jkl� , �3�

and the particle velocity is

a�Electronic mail: gordan69@163.com
b�Author to whom correspondence should be addressed; electronic mail:

fja@oersted.dtu.dk
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ux =
pi

�c
�ejkl − Re−jkl� , �4�

where �c is the characteristic impedance of air, it follows
that the reflection factor is

R =
1 − �cHpu

1 + �cHpu
ej2kl, �5�

where Hpu is the transfer function from the sound pressure
to the particle velocity.

In principle both methods require well-matched trans-
ducers. However, in practice amplitude and phase mismatch
between the two pressure microphones used in the transfer
function method are eliminated by the “sensor-switching
technique” suggested by Chung and Blaser.2 This technique
involves measuring the transfer function twice, the second
time with the microphones interchanged. Unfortunately,
there is no similar simple technique for removing mismatch
between the pressure and the velocity transducer; it is neces-
sary to calibrate the device very carefully.

III. ERRORS AND LIMITATIONS

In practice one must allow for small residual calibration
errors of the p-u intensity probe. Uncompensated residual
amplitude and phase mismatch means that Hpu becomes
Hpu�1+��ej�e, where � is the fractional amplitude error and
�e is the phase error. The estimated reflection factor now
becomes

R̂ =
1 − �cHpu�1 + ��ej�e

1 + �cHpu�1 + ��ej�e
ej2kl, �6�

where

Hpu =
ejkl − Re−jkl

ejkl + Re−jkl . �7�

Figure 1 shows estimated absorption coefficients calculated
with an amplitude error of 0.5 dB and a phase error of 2°
for three different values of the “true” reflection factor R,
0.1, 0.5, and 0.9. Obviously the error depends on kl. A
more interesting observation is that phase mismatch is
more serious than amplitude mismatch, and that both er-
rors are much more critical if the sample under test is
strongly reflecting. �The various sources of error in the
transfer function method also have a more serious influ-
ence when the sample under test is strongly reflecting.6� It
is not easy to calibrate the velocity channel of the p-u
probe with smaller errors than 0.5 dB and 2°.9

IV. EXPERIMENTAL RESULTS

In order to compare the new method with the established
transfer function method some experiments have been car-
ried out in an aluminum tube of quadratic cross section with
dimensions 7�7 cm excited by a loudspeaker driven with
random noise and terminated by various samples of materials
at the other end. Since the mounting of the sample under test
is of critical importance for the accuracy of any tube method
of measuring absorption10 the two measurements took place
immediately after each other without remounting the sample.
The two pressure signals needed for the transfer function
method were measured with two Brüel & Kjær �BK� micro-
phones of type 4192, and the pressure and particle velocity
signals needed for the alternative method were measured us-
ing a Microflown 1

2-in. p-u sound intensity probe. This de-
vice measures the sound pressure and the particle velocity
component in a direction perpendicular to the axis of the
transducer; see Fig. 2. A BK “Pulse” analyzer of type 3560 in
the FFT mode was used for all the measurements; postpro-
cessing of the measured frequency responses was done using
MATLAB. The first mode of higher order can propagate in
tube above 2.4 kHz; therefore the frequency range was lim-
ited to 2 kHz. Before the measurements took place the Mi-
croflown velocity channel was calibrated relative to the pres-

FIG. 1. Estimated absorption coefficient with an amplitude error of 0.5 dB
and with a phase error of 2°, calculated assuming a “true” reflection factor
of 0.1, 0.5, and 0.9, with l=30 cm.

FIG. 2. The Microflown 1
2-in. sound intensity probe.
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sure channel by exposing the devise to the sound field
generated by a small loudspeaker at a distance of 4 m in
DTU’s large anechoic room. The calibration procedure has
been described in Refs. 9 and 11.

Figures 3�a� and 3�b� show the results of the two meth-
ods with a highly absorbing termination of the tube, a
30-cm-long wedge of mineral wool terminated by a rigid
cap, measured using different positions in the tube. It is ap-
parent that the wedge absorbs sound very well from 200 Hz
and upwards. The results shown in Fig. 3�a� have been de-
termined with the Microflown probe in the hole nearest the
absorbing material and with the two pressure microphones in
the two holes nearest the material; the results shown in Fig.
3�b� have been determined with the Microflown probe 21 cm
further from the material and with the two pressure micro-
phones in the two holes furthest from the material. The two
methods are in excellent agreement when the transducer po-
sitions closest to the material are used. The agreement is fair,
but less perfect with the other positions. The sharp dip in the
results of the transfer function method at 1.3 kHz is due

to the distance between the microphones �13 cm� being
half a wavelength—at this frequency Eq. �1� becomes
indeterminate—but otherwise the transfer function method is
not affected by the transducer positions. There is no obvious
explanation for the small irregularities observed in all curves
between 680 Hz and 1 kHz, but since all the measurements
are in agreement the explanation may well be related with
mechanical resonances.

Figure 4 shows the apparent absorption coefficient of the
open tube, using the transducer positions closest to the open-
ing. An open tube has the advantage that its reflection factor
can be predicted theoretically, if only for an unflanged tube
of circular cross section.12 At low frequencies the opening of
the tube reflects sound strongly �in antiphase�, but above
1 kHz a significant fraction of the incident sound energy is
“absorbed,” that is, radiated. The two methods are in good
agreement. The fluctuations of the two curves are mainly
caused by background noise from outside of the tube. How-
ever, both curves differ somewhat from the theoretical solu-
tion, in all probability because the expression derived in Ref.
12 is for a tube of circular cross section.

The �small� deviations that have been observed between
the absorption coefficient measured with the transfer func-
tion method and the absorption coefficient determined with
the method based on measurement of sound pressure and
particle velocity may well be due to imperfect calibration of
the velocity transducer.

V. CONCLUSION

A method of measuring normal-incidence absorption co-
efficients with a sound intensity probe that provides the
sound pressure and the particle velocity at the same position
has been examined by comparing with the well-established
transfer function method based on two pressure microphones
in an impedance tube. The results, which also have implica-
tions for in situ measurements of the acoustic impedance of
materials with p-u probes, show that this method can be as
accurate as the transfer function method. However, whereas

FIG. 4. Apparent absorption coefficient of the open tube.

FIG. 3. Absorption coefficient of a wedge of mineral wool. Transducer
positions �a� near the material, and �b� far from the material.
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the influence of transducer mismatch on the transfer function
method can be eliminated with a simple sensor-switching
technique there is no similar way of removing phase and
amplitude mismatch between the two transducers of the
p-u probe; they must be calibrated within a tolerance of
0.5 dB and 2°.
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When calculating biomass estimates using acoustic echo-integration it is necessary to account for
the change in pointing direction of the transducer between transmission and reception. It is shown
that a single correction function can be obtained for a wide range of circular transducers, thus
removing the need for the correction to be recalculated for each individual transducer. This
correction function is also applicable to those transducers whose beam pattern approximates that of
a circular transducer. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2005927�
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I. INTRODUCTION

An important aspect of any quantitative assessment of
fish stocks is the correction of errors associated with the
measurement technique. One source of error in acoustic bio-
mass estimates obtained using echo-integration is the change
in transducer pointing direction between transmission and
reception. The acoustic biomass will be biased low if this is
not accounted for. This problem has been discussed by Stan-
ton �1982� using a circular transducer and by Furusawa and
Sawada �1991� for sinusoidal transducer motion. In general,
however, while the effect of transducer motion is well
known, corrections for it are not widely applied.

One reason for this may be that in some situations the
corrections required are acceptably small, for example when
the targets of interest are close to the transducer or when the
motion of the transducer is minimal. This is certainly not
always the case; Kloser et al. �2001� reported correction fac-
tors on the order of 1.10–1.5 for a survey of orange roughly
and Stanton �1982� obtained corrections of up to 1.64 for a
collection of targets at 400 m. Data from acoustic surveys
around New Zealand frequently require significant correc-
tions, either because the species of interest occur in deep
water �e.g., orange roughy �750–1200 m� and oreos
�600–1200 m� �Paul, 2000�� or because the survey area is
prone to poor weather �e.g., the Campbell plateau to the
south of New Zealand where average wind speeds can ex-
ceed 25 knots�. In addition, if the transducer is in a towed
body, for example to reduce weather-induced surface losses
and shadowing effects, it will tend to move more quickly
than one mounted on a large vessel; Doonan et al. �2003�, for
example, obtained corrections from 1.13 to 1.84 for a survey
of orange roughly using a deep-towed system.

Another possible reason why this correction is not more
widely applied is the need to perform a nontrivial numerical
integration to determine the motion correction factor for each
different transducer beam pattern. While performing these
calculations for a number of circular transducers it was noted
that there was a high degree of similarity in the shape of the
correction function. This suggested that a single relationship
could be obtained which would represent the correction for a
wide range of transducers. A relationship of this nature is
presented, which allows the error due to transducer motion to
be determined without the need to recalculate the correction

for each transducer. Many transducers have a main lobe
which approximates that of a circular transducer and this
work is also applicable to these.

II. METHODS

The motion correction factor, �, is given by

� =
max���

�
, �1�

where max indicates the maximum value and � is the direc-
tivity of the transmit and receive transducers. The directivity,
�, is given by

� = �
0

� �
0

2�

Bt
2��,��Br

2��,��sin � d� d� , �2�

where Bt�� ,�� and Br�� ,�� are the beam patterns of the
transmitting and receiving transducers and are assumed to be
identical apart from being pointed in different directions. �
and � are the azimuthal and zenith angles �Anton, 1988� �see
Fig. 1�; note that these are defined opposite to Stanton
�1982�.

For a circular transducer where the transmit and receive
directions are equal,

Bt = Br = 2
J1�ka sin ��

ka sin �
, �3�

where J1 is the first-order Bessel function of the first kind,
k=2� /�, � being the acoustic wavelength, and a is the trans-
ducer radius. The transducer radius is related to the full-
width half-power beamwidth of the transducer, �, by

�2
J1�ka sin��/2��

ka sin �/2
�2

=
1

2
. �4�

By making the variable substitution z=ka sin � /2, Eq. �4�
becomes

�2
J1�z�

z
�2

=
1

2
. �5�
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Let 	 be the unique solution to Eq. �5�, then 	=ka sin � /2
=1.616 399. . . Defining


 = 	
sin �

sin��/2�
= ka sin � �6�

then allows Eq. �3� to be written as

Bt = Br = 2
J1�
�



. �7�

In the case where the transmit and receive directions are
separated by some angle �, the directivity �, and hence the
motion correction factor �, becomes a function of �. The
separation angle � is the angle between the transmit and
receive transducer normals �see Fig. 1� and, for a real sys-
tem, would be calculated from measured pitch and roll val-
ues using simple trigonometry.

Motion correction factors were calculated for circular
transducers with beamwidths from 1° to 20°. For each trans-
ducer, � was calculated at separation angles from 0° to the
transducer beamwidth. Although � exists for separation
angles greater than this, differences between the theoretical
and real beam patterns mean that the error in the correction
increases substantially. Thus, a separation angle equal to the
transducer beamwidth is a practical upper limit.

It was observed that the graphs of � for transducers of
different beamwidths showed a high degree of similarity
which suggested that a single relationship could be obtained
which would represent the correction for a wide range of
transducers. While there are an infinite number of functional
forms which could be used for �, only three are considered
here. The first, ��sin��� / sin�� /2��, was suggested by observ-
ing that Eq. �7� expresses the integrand of Eq. �2� in a “non-
dimensional” form and furthermore that 	 in Eq. �6� is a
constant. While it should be stressed that there is no direct
connection between them, the form of Eq. �6� suggested
that the functional form ��sin��� / sin�� /2�� could be a

suitable candidate. In addition, two other possibilities
��sin�� /2� / sin�� /2�� and ��� /�� were also investigated.

III. RESULTS

Motion correction factors for circular transducers with
beamwidths of 1°, 10°, and 20° are shown in Fig. 2. Ignoring
the different x axis limits on the plots, it can be seen that �
has a similar functional form over a wide range of beam-
widths.

Figure 3 plots � for circular transducers with beam-
widths from 1° to 20° against sin��� / sin�� /2�. The variation
over this range of beamwidths is less than 1% which sup-
ports the hypothesis that � could be expressed as a function
of sin��� / sin�� /2�. Plotting � against other combinations of
variables, for example sin�� /2� / sin�� /2� and � /�, produces
similar results but with greater variation.

These results show that a single relationship can be ob-
tained which represents the motion correction for a wide
range of circular transducers. While there are potentially
other functional forms with even lower variation across the
range of beamwidths, searching for these would be highly
computationally intensive and beyond the scope of this work.

An analytic approximation to � can be obtained by fit-
ting a constrained polynomial to the mean of the data in Fig.
3. The fit constraints are ��0�=1 and ��1. The fifth-order
polynomial fit is

FIG. 1. Coordinate system used for calculating motion correction factors, �
and � are the azimuthal and zenith angles, respectively. The angle between
the transducer pointing direction on transmission �transmit� and reception
�receive� is the separation angle � from which the motion correction factor
is calculated.

FIG. 2. Motion correction factors, �, versus beam separation angle, �, for
circular transducers with beamwidths, �, of 1°, 10°, and 20°.

FIG. 3. Motion correction factors, �, for circular transducers with beam-
widths, �, from 1° to 20°. For each beamwidth, � was calculated for sepa-
ration angles, �, from 0° to �°.
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� = 0.170 83x5 − 0.396 60x4 + 0.538 51x3 + 0.137 64x2

+ 0.039 645x + 1, �8�

where x=sin��� / sin�� /2�. This polynomial approximation
to � has fit residuals of less than 0.2%.

IV. CONCLUSION

Despite the wide knowledge of the errors due to trans-
ducer motion it is rare to see explicit corrections in the lit-
erature. Correction factors on the order of 1.0–1.3 can be
expected for most acoustic systems �MacLennan and Sim-
monds, 1992�, with larger corrections being necessary as the
angular motion between transmission and reception becomes
comparable to the transducer beamwidth.

It has been shown that the theory of Stanton �1982� can
be generalized to derive a single correction function which is
applicable to a wide range of circular transducers. The same
correction is also applicable to those transducers whose main
lobe approximates that of a circular transducer. This removes
the need for the computationally intensive and complex cal-
culations required to generate a correction function for each
transducer. To perform this correction only knowledge of the
motion and beam pattern of the transducer are required.
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Stimulus-frequency otoacoustic emissions �SFOAEs� are typically derived as the difference in
sound pressure in the ear canal with and without a suppressor tone added to the probe tone. A novel
variation of this method applies a sinusoidal amplitude modulation �AM� to the suppressor tone,
which causes the SFOAE to also be modulated. The AM-SFOAE can be separated from the probe
frequency using spectral methods. AM-SFOAE measurements are described for four normal-hearing
subjects using 6-Hz AM. Because the suppressor modulation is at a higher rate, the AM-SFOAE
technique avoids the confounding influence of heartbeat, which also modulates the probe tone.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2031969�

PACS number�s�: 43.64.Jb �BLM� Pages: 2124–2127

I. INTRODUCTION

Stimulus-frequency otoacoustic emissions �SFOAEs�
are signals that originate within the cochlea at the same fre-
quency as the evoking tonal stimulus, which we call the
probe tone. The separation of the emission from the stimulus
is a challenge for SFOAE measurements because they occur
at the same frequency. To separate these responses, a com-
mon method for SFOAE measurement is to use two inter-
vals, one with and one without a suppressor tone �e.g., Dries-
bach et al., 1998; Schairer et al., 2002; Shera and Guinan,
2003�. The suppressor frequency �fs� is chosen to be close
enough to the probe frequency �fp� to interact with it within
the cochlea, but far enough away that spectral techniques can
be used to distinguish it from the probe within the ear canal.
The suppressor inhibits the cochlear generation of the
SFOAE and causes the SFOAE measured in the ear canal to
be reduced or eliminated. The SFOAE is then extracted from
the response interval without the suppressor by subtracting
the response in the interval with the suppressor. This subtrac-
tion is sometimes called vector subtraction because it in-
cludes both real and imaginary parts of the complex spectral
components at the probe frequency.

A variation on the vector subtraction technique is de-
scribed here, in which the suppressor amplitude is modulated
sinusoidally instead of being presented at a constant level.
When this method is used, the influence of the suppressor on
SFOAE generation varies continuously. As a result, the
SFOAE measured in the ear canal is modulated in its ampli-
tude at the same rate that the suppressor amplitude is modu-
lated. This amplitude modulation allows the SFOAE to be
separated from the probe using spectral techniques instead of
vector subtraction.

II. METHODS

The theory behind the amplitude-modulated �AM�
SFOAE technique is described first for the simpler case of
constant probe level. Our implementation of the AM-SFOAE
technique included an additional variation in probe level
which occurred at a much slower rate than the amplitude

modulation. This probe level variation allowed input/output
�I/O� functions to be measured efficiently, but is not an
essential part of the AM-SFOAE technique.

A. Theory

The total ear-canal pressure can be modeled as the sum
of four components

p�t� = pstim�t� + poae�t� + pignor�t� + pnoise�t� ,

where pignor�t� contains pressure components that are the
result of higher-order distortion sidebands �e.g., due to
nonlinearities in the earphone� that are synchronized to
the stimulus and pnoise�t� contains random pressure com-
ponents �e.g., cable rub, swallowing, and heartbeat� that
are not synchronized to the stimulus. The stimulus pres-
sure waveform includes the probe and suppressor

pstim�t� = pprobe�t� + psuppr�t� .

The probe component is a tone with constant amplitude Ap

and frequency �p=2�fp

pprobe�t� = Ap cos��pt� .

The suppressor component is a tone with constant frequency
�s=2�fs and sinusoidally modulated amplitude

psuppr�t� = As�1 + �s cos��mt��cos��st� ,

where �s is the modulation depth �0��s�1�, �m=2�fm is
the modulation frequency, and As is the unmodulated ampli-
tude of the suppressor. The suppressor component can also
be represented as the sum of three spectral components,

psuppr�t� = As�cos��st� + 1
2�s cos��slt� + 1

2�s cos��sut�� ,

where �sl=�s−�m and �su=�s+�m are lower and upper
sideband frequencies, respectively, relative to the suppres-
sor frequency. For simplicity, the tones and modulation
are specified here as having zero phases.

When the probe and suppressor components combine
within the cochlea, they will interact and produce additional
distortion components due to the vibration of nonlinear ele-
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ments. In addition, we assume that the probe will generate a
reflected component at its tonotopic place. The reflected
component prefl�t� will be modulated in amplitude by the
presence of the suppressor at the tonotopic place where the
probe is represented. We assume that prefl�t� will be at its
maximum amplitude when the suppressor is at its minimum
amplitude and vice versa,

prefl�t� = Ar�1 − �r cos��m�t − tin���cos��p�t − tin�� ,

where tin represents the travel time �of both the probe and
suppressor� to the tonotopic place of the probe and �r is
the modulation depth of the reflected component at the
probe frequency. The reflected component can also be
represented as the sum of three spectral components,

prefl�t� = Ar�cos��p�t − tin�� − 1
2�r cos��pl�t − tin��

− 1
2�r cos��pu�t − tin��� ,

where �pl=�p−�m and �pu=�p+�m are lower and upper
sideband frequencies, respectively, relative to the probe
frequency and Ar is the unmodulated amplitude of the re-
flected component. The reflected component will travel
back to the ear canal, where we observe it as poae�t�. For
simplicity, we choose to ignore the reflected component at
the probe frequency and consider poae�t� to be the sum of
the upper and lower sidebands

poae�t� = Aol cos��plt + �ol� + Aou cos��put + �ou� .

If we assume that poae�t� is related to prefl�t� by an outward
travel time tout and attenuation �out, then Aol=Aou=
− 1

2�out�rAr, �ol=−�pl · �tin+ tout�, and �ou=−�pu · �tin+ tout�.
Note that when �r=1, the sidebands contain half the total
power of the reflected component. Note also that the dif-
ference in phase between the two sidebands provides an
estimate of the round-trip travel time

�ol − �ou = 2�m · �tin + tout� ,

tin + tout =
�ol − �ou

2�m
.

B. Application

To explore the effectiveness of AM suppressors, we rap-
idly �6 Hz� modulated the amplitude of the suppressor while
slowly �0.015 Hz� varying the level of both probe and sup-
pressor. Our stimulus was 131 s in duration and contained
two complete cycles of probe-level variation, ranging be-
tween 0 and 60 dB SPL. The suppressor, which was always
present, varied in level between 30 and 70 dB SPL coinci-
dent with probe-level variation, while simultaneously being
sinusoidally amplitude-modulated �99%� at a much higher
rate of 6 Hz.

Our measurements were made using an ER-10C probe
system �Etymotic Research� and locally developed software
�SYSRES, Neely and Stevenson, 2002�. Frequency-domain
heterodyne analysis �Kim et al., 2001; Guinan et al., 2003�
was used to extract the slow variation of both stimulus and
response component levels from the recorded waveforms.

The level variation of the probe �thick line� and suppres-
sor �thin line� are illustrated in Fig. 1. These responses were
recorded with our measurement system in a 2-cm3 acoustic
cavity and show signs of being influenced by environmental
noise at the lowest probe level. The bandwidth that was used
to analyze the stimulus-component levels for this figure was
wide enough to also reveal the 6-Hz modulation of the sup-
pressor, shown by the rapid excursions of the upper line in
the figure. Figure 2 shows the spectrum of the same cavity
response. The �unmodulated� probe is situated at fp=2 kHz.
The suppressor is centered at fs=1920 Hz with several side-
bands at 6-Hz intervals from 1920 Hz. The spectrum of the
digital stimulus had only one pair of sidebands. The other
sidebands are presumably due to intermodulation distortion

FIG. 1. AM-SFOAE stimulus as a
function of time. The thick line shows
the slowly varying probe level. The
thin line shows the slow variation of
the suppressor level, combined with a
6-Hz amplitude modulation. Only a
portion of the stimulus is shown here.
The entire stimulus was 131 s long
with two complete cycles of slow
variation.

FIG. 2. Spectrum of the AM-SFOAE
stimulus in an acoustic cavity. The
probe was at 2000 Hz and the suppres-
sor was centered at 1920 Hz. The side-
bands at 6-Hz intervals around the
suppressor frequency are due to ampli-
tude modulation of the suppressor.
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imposed by the ER-10C. However, this distortion does not
contaminate the SFOAE measurement, because the cavity
response demonstrates that there is no significant interaction
between probe and suppressor in our measurement system.
This conclusion is based on the observation that there are no
sidebands within 40 Hz of the probe frequency fp.

In addition to cavity measurements, we also made mea-
surements in four normal-hearing ears and one deaf ear. The
deaf ear contained a cochlear implant, which was not acti-
vated at the time of the measurement. The deaf ear represents
a biological system in which an SFOAE should not be
present and provides a test of the linearity of our measure-
ment system.

III. RESULTS

Spectral measurements from a cavity, deaf ear, and nor-
mal ear are compared in Fig. 3. The spectra are centered at

fp=2 kHz and include a 10-Hz range on either side of fp. The
top panel �cavity� demonstrates the absence of interaction
between the probe and suppressor in our measurement sys-
tem as evidenced by the lack of any measurable response at
fp±6 Hz. Likewise, the middle panel �deaf ear� shows no
evidence of the influence of the suppressor, based on the
absence of components at fp±6 Hz. However, the deaf ear
shows clear evidence of modulation at 1.25 Hz, including
harmonics of this frequency. The 1.25-Hz modulation is pre-
sumably due to a heartbeat pulse rate of 75 per minute.
Heartbeat modulation was frequently, but not always, ob-
served in other ears. It was identified by the appearance of
sidebands located 1 to 1.5 Hz relative to the probe fre-
quency. In the lower panel, we see clear evidence of modu-
lation at fp±6 Hz in addition to what is presumed to be
heartbeat modulation. The modulation at fp±6 Hz is due to
interaction between the probe and suppressor within the co-
chlea because it is not evident either in an acoustic cavity or
in the deaf ear �i.e., a nonfunctioning cochlea�. We used the
level of the combined energy from both sidebands �Loae� to
represent the AM-SFOAE level. For the results shown in
Fig. 3, the spectra were computed over the entire 131 s
stimulus interval. As a result, the spectral levels are domi-
nated by the maximum levels attained within that interval. In
the case of a normal cochlea �bottom panel�, the maximum
SFOAE exceeded the noise floor by about 25 dB.

The probe and suppressor levels varied slowly in our
stimuli to allow I/O functions to be determined for the range
of levels over which the probe varied. These I/O functions
were constructed by plotting the time course of the SFOAE
level as a function of the time course of the probe level.
Figure 4 shows SFOAE I/O functions in four normal ears
�superimposed� at each of four probe frequencies. The solid
lines represent the combined energy of the upper and lower
6-Hz sidebands of the probe. Our stimulus actually produced
two I/O functions: one for increasing probe level and one for
decreasing probe level. Upward and downward excursions of
the I/O function were averaged together to produce a single
I/O function. The dashed lines represent the combined noise
energy at both 6-Hz sideband frequencies, obtained by sub-
tracting the first and second halves of the response wave-
form. Although there is variation in the I/O functions across
subjects, some general trends were noted. The SFOAEs were
largest at 4 kHz, but also were systematically present at 1
and 2 kHz. However, at 8 kHz, the SFOAEs were reduced in
two subjects and did not exceed the noise floor at any probe
level in the other two subjects.

FIG. 3. Spectra of AM-SFOAE measurements. The top panel, measured in
a cavity, shows only the 2000-Hz probe frequency. The middle panel, mea-
sured in a deaf ear, show sidebands at 1.25-Hz intervals due to heartbeat
modulation, but no evidence of any modulation due to the suppressor. The
bottom panel, measured in a normal ear, shows evidence of suppressor
modulation at ±6 Hz from the probe frequency, in addition to heartbeat
modulation.

FIG. 4. AM-SFOAE level as a func-
tion of probe level at four frequencies.
The solid lines show the SFOAE lev-
els from four normal ears superim-
posed. The dashed lines indicate the
noise level at the same frequency as
the SFOAE. The line weight varies for
each subject.
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IV. DISCUSSION

The AM-SFOAE technique described above may be at-
tractive because it eliminates the confounding influence of
probe-frequency modulation due to physiological influences,
such as heartbeat. It also eliminates the need for vector sub-
traction, which may be an advantage when maintaining sta-
tionarity across two separate measurements is difficult. When
combined with slow variation of probe and suppressor levels,
the AM-SFOAE method can be used to obtain complete
SFOAE I/O functions in a relatively small amount of time.
However, the AM-SFOAE technique may also be attractive
when used with constant-level probes because vector sub-
traction is not needed.

The AM-SFOAE technique could be used to estimate
the round-trip travel time from the ear canal to the SFOAE
generation site and back to the ear canal. As described above,
this travel time estimate is based on the phase difference
between the sidebands and should be similar to other SFOAE
round-trip travel time estimates �e.g., Shera and Guinan,
2003�. Travel-time resolution might be improved by increas-
ing the modulation rate above 6 Hz; however, the extent to
which travel-time resolution can be improved is limited be-
cause the spectrum of the suppressor with higher modulation
rates will spread to higher frequencies and eventually overlap
the probe frequency. The possible contamination of the re-
sponse due to overlapping spectra makes it unclear whether a
higher modulation rate would be beneficial to the AM-
SFOAE technique.

The suppressor level was selected in this study to keep it
above the probe level without becoming excessively loud at
the highest probe levels. Some attempts were made to deter-
mine suppressor levels that would produce the largest AM-
SFOAE levels in our four subjects; however, the results were
not consistent across subjects or frequencies. Hence, it is still
undetermined what suppressor levels provide the best results
with this technique.

SFOAE I/O functions recently described by Schairer et
al. �2003� were about 10 dB higher in level than those shown
in Fig. 4. This difference might be attributed to two factors.
�1� The sidebands contain only half the power of the total
reflected component, so the AM-SFOAE level would be ex-
pected to be 3 dB lower than the SFOAE level obtained by
vector subtraction. �2� Our suppressor levels were lower than
those used by Schairer et al. and probably did not achieve
100% amplitude modulation of the reflected component
level. Despite the lower I/O function levels, the AM-SFOAE
may still have the advantage of greater signal-to-noise ratio.
The I/O functions in Fig. 4 are sometimes 25 dB above our
measured noise, whereas the Schairer et al. I/O functions
were rarely more than 15 dB above their measured noise.
They attributed the elevated noise at the highest probe levels
to an unknown biological source. In light of the present re-

sults, the increased noise that they observed may have been
due to heartbeat modulation, which was not separated from
the SFOAE by their measurement technique.

A different SFOAE technique that involved amplitude
modulation was recently described by Goodman et al.
�2004�. In that case, the probe �not the suppressor� was
modulated and the purpose of the modulation was to inves-
tigate OAE latency, not SFOAE level. Their latency esti-
mates were based on temporal features of the SFOAE mea-
surement, instead of the spectral methods typically employed
to measure SFOAE latency. Although the use of AM-SFOAE
measurements to estimate travel time was described above as
a spectral method, an alternative approach based on temporal
features should work equally well.

V. CONCLUSIONS

Measurement of SFOAEs using an amplitude-modulated
suppressor appears to be a viable technique which may have
some advantages over other methods. In particular, the spec-
tral separation of the SFOAE allows the contaminating influ-
ence of heartbeat modulation to be eliminated and does not
require vector subtraction to identify the SFOAE.

It is not necessary to vary the probe level to use this
method �although doing so provides a means of obtaining the
entire SFOAE I/O function quickly�. Amplitude-modulated
suppressors may also provide an effective means of measur-
ing SFOAEs with constant probe levels and stimuli less than
1 s in duration.
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This letter presents a method for imaging the palate and extracting the palate contour from
ultrasound images. Ultrasound does not usually capture the palate because the air at the tongue
surface reflects the ultrasound beam back to the transducer. However, when the tongue touches the
palate during a swallow, the ultrasound beam is transmitted through the soft tissue until it reaches
and is reflected by the palate. In combination with tongue contours, the palate contour has the
potential for disambiguation of the tongue surface, registration of images within and across subjects,
and calculation of phonetically important measures. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2031977�
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I. INTRODUCTION

Ultrasound has been used to image the surface of the
tongue during speech and swallowing for more than
20 years, beginning with Sonies et al. �1981�. Ultrasound
provides real-time images of the tongue surface as a video
sequence. Data are easy to collect and the procedure is non-
invasive, making the methodology suitable for use with any
subject, including patients and children. One of ultrasound’s
limitations is that only the upper tongue surface appears in
the image. Information on other vocal tract structures, such
as the palate, would enhance interpretation of the tongue data
by providing a vocal tract reference. This paper presents a
method for using ultrasound to collect palate contours for use
as a reference for tongue movements during speech and
swallowing.

Once palatal contour information is available, it allows
important applications of ultrasound imaging which are not
otherwise possible. For example, Wrench and Scobbie
�2003� and Mielke et al. �2005� use a palate tracing to better
describe subjects’ articulations. The present letter addresses
three applications. First, the palate contour can be overlaid
on raw tongue images to disambiguate the location of the
tongue surface. Second, by providing a reference within
headspace, the palate contour may be used for within and
across subject registration of ultrasound images. Finally, in
combination with tongue contours, the palate contour allows
the computation of phonetically important measures, such as
the location and degree of constrictions in the oral cavity.

II. BACKGROUND

When imaging the tongue the ultrasound transducer is
placed beneath the chin. The ultrasound beam travels upward
through the tongue body and reflects back from the upper
surface because the air has a different acoustic impedance
than the tissue. This reflection produces a white line on the
ultrasound image. Weaker echoes occur between boundaries

of similar densities such as tissue-to-tissue or tissue-to-water.
Tissue-to-tissue interfaces occur between muscles, fat, and
connective tissue within the tongue. A tissue-to-water inter-
face occurs between the tongue surface and the bolus during
a swallow. When either the tongue or a bolus of liquid makes
contact with the hard palate or velum the ultrasound beam
reflects off the palate �see Fig. 1�. The beam reflects off the
near side of the bone or, in the case of the velum, the air on
the nasal side of the soft tissue. Ultrasound images of the
tongue surface and palate are limited anteriorly and posteri-
orly by “acoustic shadows” �black regions� created by refrac-
tion of the ultrasound beam off the mandible and hyoid
bones �see Fig. 1�.

The palate is normally not seen on an ultrasound image
because the ultrasound beam reflects off the air in the vocal
tract and never reaches the palate. However, during a swal-
low the tongue makes full contact with the palate as the
bolus is propelled backward. The palate contour may be ob-
served during either dry �saliva� or wet �liquid bolus� swal-
lows. Wet swallows allow the sound to pass through the wa-
ter and reflect from the palatine bone. However, wet
swallows may introduce an artifact because the ultrasound
beam can reflect off air ingested with the bolus of water.
Since the air stays above the water in the mouth, a bright
reflection occurs and can be mistaken for the palate. Figure 2
shows an ultrasound video frame with a reflection off a bolus
of water that could be mistaken for the palate.

Data from two subjects executing three to five different
kinds of command swallows �e.g., dry, wet, soda, different
size boluses� demonstrate that palatal images can be col-
lected from all types of swallows �Epstein et al., 2004�. Vari-
ability among measured palates is fairly small. There is a
4 mm maximum difference between palate traces for subject
1 across ten swallows; there is a 2 mm maximum difference
for subject 2 across three swallows. Measurement and instru-
mental error account for up to 1 mm. The rest of the vari-
ability may be due to air trapped in the bolus.
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Anecdotally, palate images are sometimes clearer with
wet rather than dry swallows. Consequently, it is useful to
collect several types of command swallows and measure the
clearest one. In addition, continuous swallowing is especially
good because after several swallows the initial air has been
swallowed and only water boluses remain. There is also an-
ecdotal evidence that drinking a glass of water before the
experiment brightens the ultrasound image of the tongue,
possibly because of greater hydration of the tissue �Arch-
angeli, private communication�. Encouraging subjects to
drink water during the experiment may also brighten the
image. Although it is possible for sound to pass through to
the palate by having the subject “press” his/her tongue
against the entire palate at once, subjects often have diffi-
culty doing this well, and full contact cannot be guaranteed,
especially for the velum.

Features of the palate image may vary during the swal-
low and the palate contour may need to be extracted from
multiple frames over time as the bolus passes through the
vocal tract. The data points for the contour are collected from
the front to the back, corresponding to the passage of the
bolus through the tract. Initial frames show good alveolar
edges and later frames good vault and velar edges. To in-
crease accuracy of intra- and intersubject registration, par-

ticular attention should be paid to tracing of palatal land-
marks. Subjects tend to have a bend between the rugae and
the vault �this is also seen on the dental cast�. If no bend is
seen on the palatal contour, the tongue—not the palate—may
have been measured and careful inspection of the images
may show a frame in which the bottom of the white line is
curved and the top bent �see Fig. 3�. This line contains both
tongue and palate data. The lower edge of the palate �be-
tween the two lines� should be extracted if at all possible.
The bend at the velar/palatal junction can also be used as a
landmark by observing frames with velar lowering.

Ultrasound images of the hard palate and velum may not
be directly comparable by visual inspection to a digital mid-
sagittal dental cast representation of the palate for some sub-
jects for several reasons. First, the amount of mucosa cover-
ing the palatine bone is thicker posteriorly than anteriorly
�see Fig. 4�. Ultrasound represents the palatine bone,
whereas the dental cast represents the mucosa. Anteriorly, the
mucosa is quite thin, 1 mm or less. Posteriorly, the mucosa is
thicker and there is a larger distance between the bone and
soft tissue surface. Second, the velum is minimally captured,
if at all, on a dental cast to prevent a gag reflex; however, the
velum is visible on the ultrasound image. Thus the ultra-

FIG. 1. Ultrasound image of the palate and tongue surface during a 3-cc
water swallow. Both the palate and the tongue are visible because of the
partial transmission/reflection of the ultrasound beam by the bolus of water.
The shadow of the jaw bone obscures the most anterior portion of the
tongue.

FIG. 2. Reflection of a bolus of water. A palate contour from a dry swallow
is superimposed on the ultrasound image �small black and white dots�. Note
how the water bolus reflection is below the palate contour along the poste-
rior edge.

FIG. 3. Ultrasound image illustrating bend between rugae and vault of the
palate for subject 2 during a dry swallow. In this frame the tongue contour is
curved and the palate contour has an angular bend �marked by white arrow�.
The lower edge of the palate contour should be extracted.

FIG. 4. A 0.4-mm midsagittal CT slice �iCAT, Imaging Sciences Interna-
tional� of subject sustaining /t/. Note how the palatal mucosa thickens from
anterior to posterior and the thickness of the velum. Figure courtesy of Ian
Wilson, University of British Columbia.
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sound palate extends farther back than the dental cast. In
addition, the velum may be more than 10 mm in thickness
�Kuehn and Kahane, 1990; Kuehn, private communication�.
On the dental cast the oral side of the velum is captured, and
the velum will be in an open position to accomodate the
subject’s breathing. On the ultrasound image the velar reflec-
tion is usually the nasal side since the sound passes through
the tissue and reflects off the air in the nasal cavity. More-
over, the velum is closed at certain times during the swallow.
Thus, the cast reflects the more rounded surface of the un-
evenly thick mucosa and, if captured, a lowered velum. The
ultrasound image reflects the more level palatine bone and
the nasal side of the �possibly raised� velum. A final differ-
ence occurs because the anterior portion of the hard palate,
including the alveolar ridge, is often not visible in the ultra-
sound palate, due to a posterior transducer angle or to obscu-
ration by the acoustic shadow cast by the jaw or by air un-
derneath the tongue. Therefore the ultrasound palate will
likely be shorter anteriorly due to the jaw shadow, and longer
posteriorly due to velar imaging, when compared to the den-
tal cast. However, not all subjects show all the above de-
scribed differences.

Three types of tongue-palate relationships can occur
when comparing a palate contour with tongue contours of
certain speech sounds, such as high front stops �e.g., /t,d/�
and high back stops �e.g., /k,g/�. First, the tongue contour
may appear to merge with the palate contour. This is because
when the tongue touches the palate the ultrasound beam trav-
els through the tongue and reflects off the palate and not the
surface of the tongue. Second, the tongue contour may lie
above the palate contour. Then it is possible that at least part
of the palate contour is an artifact �e.g., air in the bolus of
water�. Finally, the elevated tongue may not appear to touch
the palate. For the back consonants this may be due to varia-
tions in the thickness of the palatal mucosa and velum. For
front consonants the palatine bone may be several millime-
ters higher than the mucosal palate or the point of contact for
front consonants may be obscured by the shadow of the jaw
and the air beneath the tongue. An additional confound exists
for rapid motions, like stop consonants; they tend to be un-
dersampled at the ultrasound frame rate of 30 Hz. Therefore,
it is possible that the maximal frame imaged is not actually
the maximal tongue position for the stop.

III. APPLICATIONS

To demonstrate the use of palates in ultrasound-based
speech research, three applications are described based on
palates and speech articulations collected from 12 archived
data sets �five females and seven males; ages range from
16 to 34 years�. Due to the archival nature of the data, only
dry swallows are available for analysis. The same ultrasound
machine �Acoustic Imaging, Inc., Phoenix, AZ, Model
AI5200S� is used for all 12 subjects. The transducer for all
subjects is a 2.0–4.0 MHz multifrequency convex-curved
linear array transducer that produces 30 90° wedge-shaped
scans per second. Focal depth is 10 cm. Ultrasound and au-
dio data are collected while subjects are seated in a dental
chair positioned supine, then upright. Subjects wear a cervi-

cal collar with ultrasound transducer attached to restrain head
motion and stabilize the transducer. Unless otherwise speci-
fied, the data discussed here are from the upright position.
Palates are collected from either the frame with the most
anterior hyoid bone shadow or reconstructed based on palatal
landmarks �e.g., the palatal bend posterior to the rugae� over
several frames of the swallow. For validation of the extracted
palate contours for subjects 1–5, word-initial /d/ and /g/ are
collected from the words “dash” �“dack” for subject 2� and
“golly” to locate the palates relative to the tongue contours.
Tongue contours for /d/ and /g/ are extracted from the frame
where the tongue reaches the maximum constriction height
before the release burst seen in the simultaneously collected
acoustic signal. Tongue and palate contours are measured
using the Maryland Tongue Analysis Package �MTAP�, con-
sisting of EdgeTrak, a semi-automatic system for the extrac-
tion and tracking of tongue contours �Li et al., 2005�, and
Surfaces, a contour-sequence display and analysis program
�Parthasarathy et al., 2005�. Palate and tongue contours for
subjects 1–5 are displayed in Fig. 5.

The first application is the use of the palate as a refer-
ence for tongue contours. Figure 5 displays tongue and pal-
ate contours for subjects 1–5. Note how the palate contour
disambiguates the location for the constriction for the /g/
tongue contour. Furthermore, the posterior edge of the palate
contour provides a landmark for the division between the
oral and pharyngeal regions of the tongue contour.

The second application is using the palate for registra-
tion across subjects or sessions. Data collected from two sub-
jects or sessions may differ in transducer angle. Imposing the
palate contour on the tongue data makes this rotation clear.
For example, in Fig. 5, the palate for subject 5 appears ro-
tated further forward compared to the other subjects. This
indicates that for subject 5 the ultrasound transducer is ro-
tated backward more than the other subjects when the data
was collected. This is because the ultrasound video display
always positions the transducer as if it were pointed upward;
a backward transducer rotation when transformed in this way
rotates all the imaged data anteriorly. To determine what reg-
istration is needed to overlay two data sets, landmarks on
palatal contours may be aligned. For a single subject’s data,
two landmarks can be used: the intersection of the velum
with the hard palate �in a frame where the velum is lowered�

FIG. 5. Tongue and palate contours for five subjects �centimeter scale�.
Tongue tips are to the right.
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and the angle between the rugae and the vault. Across sub-
jects, caution should be exercised due to different sizes of the
palate and differences in vault angle.

Once these landmarks are identified, they can be used to
spatially align two palates by rotating and translating the
subject’s palate at time 2 to overlay the palate with time 1.
The alignment parameters are then applied to the tongue data
at time 2 to align the two tongue data sets. The following
describes the results of a study aligning palate traces from
subjects 1–12 in upright and supine positions. The rugae
landmark is identified in both palate traces. Palate 2 �supine�
is then rotated and translated to overlay palate 1 �upright�.
The alignment parameters are then applied to the tongue data
at time 2 to align the two tongue data sets. Results of the
alignment indicate that of the 12 palate pairs, eight differed
in anterior-posterior length. Four of these eight have virtually
identical palatal traces �maximal difference of less than
1 mm� and four differ only in velar angle. Three additional
subjects have a maximal difference between 2–5 mm, and
one has two entirely different shapes. There is only one col-
lected swallow per subject, therefore, the nature of the error
for this last subject could not be determined or rectified.

The final application discussed here is to use the palate
contour for the computation of phonetically important mea-
sures, such as the constriction degree and location. For ex-
ample, Fig. 6 shows local differences between the palate and
the tongue contours for subject 1. The local differences are
calculated by first cutting the contour and the palate to the
same length in the x direction. The contours are then resa-
mpled to have 50 points and a nearest-neighbor difference is
calculated for each point. Finally, the contours are divided
into equal length segments �in this example two segments—
anterior and posterior—are used� and average nearest-
neighbor differences are calculated between the palate and
the tongue contour for each segment. As can be seen in the
figure, these differences indicate that for /d/ the palate-

tongue distance decreases from back to front and for /g/ the
distance increases from back to front. Without a palate con-
tour, it would only be possible to make comparisons in loca-
tion directly between /d/ and /g/ and none in absolute vocal
tract constrictions. The advantages of comparing tongue con-
tours to a single reference palate increase when analyzing a
large data set �e.g., several phonemes or an entire sentence�,
the alternative being comparing each phoneme to all the oth-
ers or to an arbitrary reference phoneme or rest position.

IV. CONCLUSIONS

The inclusion of a representation of the hard and soft
palate in an ultrasound image has the potential to increase
our ability to interpret and assess tongue contours. Although
there are some limitations in the collection and interpretation
of ultrasound images of the palate, palate contours are useful
for disambiguation of the tongue surface, across and within
subject registration, and for the calculation of phonetically
interesting measurements in the oral cavity. The addition of
palate information facilitates the reduction and enhances in-
terpretation of the data by providing an oral cavity reference,
subject and session registration, and a second vocal tract
structure for quantitative analyses. With the inclusion of the
palate, ultrasound imaging can present the tongue in its
proper position in the vocal tract.
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This paper focuses on increasing the accuracy of low-order �four-node quadrilateral� finite elements
for the transient analysis of wave propagation. Modified integration rules, originally proposed for
time-harmonic problems, provide the basis for the proposed technique. The modified integration
rules shift the integration points to locations away from the conventional Gauss or Gauss-Lobatto
integration points with the goal of reducing the discretization errors, specifically the dispersion error.
Presented here is an extension of the idea to time-dependent analysis using implicit as well as
explicit time-stepping schemes. The locations of the stiffness integration points remain unchanged
from those in time-harmonic case. On the other hand, the locations of the integration points for the
mass matrix depend on the time-stepping scheme and the step size. Furthermore, the central
difference method needs to be modified from its conventional form to facilitate fully explicit
computation. The superior performance of the proposed algorithms is illustrated with the help of
several numerical examples. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2011149�
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I. INTRODUCTION

Finite element analysis with direct time-stepping meth-
ods has been widely applied to simulate transient acoustics
�see, e.g., Refs. 1–3�. These procedures incur errors due to
discretization, which can be classified into amplitude error
and dispersion error. The dispersion error is caused by the
approximation of wave velocities and results in unwanted
oscillations around the wave front, thus polluting the results.
This phenomenon is especially problematic for large-scale
wave propagation problems; when the wave travels for long
distances, the dispersion error accumulates, and the numeri-
cal artifacts grow, making the solution cluttered. A side effect
of the dispersion error is that the amplitude error also in-
creases as the wave disperses. It is important, therefore, to
minimize the dispersion error to obtain accurate solutions for
long-range propagation problems.

A straightforward way of reducing the dispersion error is
to use a finer mesh and smaller time-step size. However,
such a refinement comes with significant computational
overhead. Other dispersion reduction techniques involve
higher-order finite elements, e.g., Taylor-Galerkin schemes
combined with higher-order spatial discretization4 and an ex-
plicit six-stage time-march with a seven-point spatial
operator.5 These methods also demand a significantly high
computational cost, making some of the large-scale simula-
tions expensive. Space-time discretizations6 fall in the same
category as they require high computational cost. If possible,
it is desirable to reduce the dispersion error for low-order
schemes such as those using low-order finite elements with
standard Newmark or central difference time-stepping tech-
niques. The development of such methods for bilinear quad-
rilateral elements is the subject of this paper.

The fundamental feature of the simulation of transient
waves is the coupling of spatial and temporal discretization
errors. The error in the wave velocity, which is a measure of
the dispersion error, depends on the wavelength error result-
ing from spatial discretization and the frequency error result-
ing from temporal discretization. Numerous dispersion re-
duction methods have been employed to reduce the
dispersion error. The time-stepping algorithms and their in-
fluence on temporal dispersion and dissipation have been
analyzed in the literature �see, e.g., Hughes7�. The dispersion
properties of bilinear quadrilateral elements and linear trian-
gular elements have been analyzed with diagonal and nondi-
agonal mass matrices in uniform meshes.8 Analyses of com-
binations of spatial and temporal discretizations for wave
propagation can also be found in the literature.9,10 Krieg and
Key11 studied temporal dispersion control, realized the op-
posing effect of lumped and consistent mass matrices and
suggested matching the mass computation with the time-
stepping algorithm. However, their method is robust only for
one-dimensional problems and loses accuracy when applied
to higher dimensions. Similar difficulties are also faced by
the semi-empirical method, developed by Wang et al.,12 as
well as the technique of local spatial averaging of the veloc-
ity, introduced by Krenk.13

The inability of the above-mentioned methods to in-
crease the accuracy in a multidimensional simulation is
closely related to the numerical anisotropy; that is, the dis-
persion error is dependent on the direction of the wave
propagation. Since most of the methods are developed for
one-dimensional meshes, they are effective for one or only a
few propagation direction�s�. A desirable dispersion reduc-
tion method needs to eliminate or reduce the velocity error in
all directions simultaneously.

One of the successful approaches for the reducing dis-
persion error in time-harmonic analysis is the modified inte-
gration rules14 �recently, it has been brought to our attentiona�Electronic mail: mnguddat@ncsu.edu
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that this idea has been developed earlier,15 but was not pub-
lished in the open literature�. By simply changing the loca-
tion of the integration points for the system matrix evalua-
tion, the wave-number error and the anisotropy were
decreased significantly. In this paper, the modified integra-
tion rules are extended for transient analysis to reduce the
error in the wave velocity resulting from coupled spatial and
temporal discretization. We found that, provided that the in-
tegration points are chosen carefully, the numerical wave ve-
locity can be made fourth-order accurate, as opposed to the
second-order accuracy obtained from conventional finite el-
ement methods.

The outline of the paper is as follows. Section II con-
tains a discussion of the Galerkin finite element method for
solving acoustic wave problems and the concept of modified
integration rules. Section III presents the dispersion relation-
ships resulting from numerical discretizations in space and
time. Dispersion-reducing schemes are developed for im-
plicit time-stepping in Sec. IV. In Sec. V, modified integra-
tion rules are developed for the half-step central difference
method �hereafter referred to as CDM�, resulting in explicit
computation with fourth-order accuracy. Section VI focuses
on evaluating the performance of the proposed methods with
the help of numerical examples. The paper is concluded in
Sec. VII with some closing remarks.

II. PRELIMINARIES

A. Finite element formulation for scalar wave
propagation

The scalar wave equation governing the propagation of
acoustic and antiplane shear waves is given by

�2u

�t2 − c0
2�2u = 0, �1�

where u is the field variable and c0 is the wave velocity.
Since the primary concern of the paper is dispersion associ-
ated with the propagation of disturbances, we do not con-
sider body forces and assume homogeneous boundary con-
ditions. The initial conditions are given as

u�x,0� = u0�x�,
�u

�t
�x,0� = v0�x� , �2�

where, u0 ,v0 are the initial displacement and velocity, re-
spectively.

Using classical variational calculus, the above differen-
tial �strong� form of the boundary value problem can be con-
verted to the following variational �weak� form:

�v,
�2u

�t2 �
�

+ c0
2��v,�u�� = 0. �3�

The notation, �· , · ��, is used for the inner product over the
domain, �, defined as follows:

�f ,g�� = �
�

fg d� . �4�

For a numerical solution of the above variational boundary
value problem, the �Bubnov� Galerkin finite element method

can be used. Thus, u and v are approximated as uh and vh

that take the form,

uh�x,t� = N�x�U�t� ,

�5�
vh�x,t� = N�x�V�t� ,

where N is the shape function matrix, U is the discretized
field variable �degree of freedom vector�, and V is the dis-
cretized form of v. By substituting Eq. �5� into Eq. �3� we
obtain the semidiscrete system,

MÜ + c0
2KU = 0 . �6�

In the above, K and M are stiffness and mass matrices, re-
spectively. They are obtained by assembling the element ma-
trices that are given by

Ke = �
�e

��N�T � N d�e,

�7�

Me = �
�e

NTN d�e,

where �e is the domain of the element.
The semidiscretized system �6� is commonly solved us-

ing the Newmark method,16 which consists of the following:7

MÜ�n+1� + c0
2KU�n+1� = 0,

U�n+1� = U�n� + �tU̇�n� +
�t2

2
��1 − 2��Ü�n� + 2�Ü�n+1�� , �8�

U̇�n+1� = U̇�n� + �t��1 − ��Ü�n� + �Ü�n+1�� .

The first equation in Eq. �8� is Eq. �6� written at t= tn+1, and
the other two are finite difference formulas describing the
evolution of the approximate solution. The parameters � and
� are the parameters of the method and determine the stabil-
ity and accuracy characteristics of the algorithm. The time-
stepping schemes derived from the Newmark method are
normally implicit, involving the solution of a linear system,
which could be expensive. The explicit CDM can also be
retrieved by choosing �=1/2 and �=0, resulting in a signifi-
cant reduction in computational cost. This paper analyzes the
performance of the explicit CDM method, as well as three
implicit schemes.

For the Newmark methods to be stable, ��1/2 is a
necessary condition. However, for the methods using �
�1/2, the dissipation error is introduced. For structural dy-
namics problems, this numerical dissipation is generally
viewed as desirable and often considered necessary to damp
out erroneous higher modes of semidiscrete structural
equation.7 On the other hand, in wave propagation problems,
this error should be avoided in order to minimize the distor-
tion of the wave fronts. For this reason, we choose �=1/2
for the remainder of the paper. With �=1/2, Eq. �8� can be
rewritten as
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�M + ��t2c0
2K�U�n+1� + �− 2M + �1 − 2���t2c0

2K�U�n� + �M

+ ��t2c0
2K�U�n−1� = 0. �9�

The above linear multistep form is chosen to facilitate the
analysis of the methods developed here.

B. Modified integration rules

Modified integration rules14,15 are successfully used to
reduce the dispersion error in time-harmonics wave propaga-
tion problems and form the basis for the techniques devel-
oped in this paper. The fundamental idea behind the tech-
niques is simple; the integration points are shifted from the
conventional Gauss/Gauss-Lobatto integration points in or-
der to minimize the dispersion error. Specifically, the inte-
grals in Eq.�7� are first transformed into the master-
coordinate system with the help of isoparametric
formulation, and the resulting integrals are evaluated using
the modified integration rules. For a four-node quadrilateral
element, the stiffness and mass matrices in Eq.�7� are each
evaluated using modified 2�2 integration rules. The expres-
sion for the element stiffness and mass matrices are given by

Ke = � �NT�±�K, ± �K� �N�±�K, ± �K�det�J� ,

�10�
Me = � NT�±�M, ± �M�N�±�M, ± �M�det�J� .

In the above, �K and �M are the locations of the integration
points and serve as the parameters of the modified integra-
tion rules. The modified integration rules are justified by the
fact that the integration errors remain second order in spite of
the modifications and do not alter the convergence rate of the
finite element solution. In the case of time-harmonic wave
propagation problems, it turns out that the dispersion error is
reduced by a simple choice of these parameters ��K=�M

=	2/3�. The choice of these parameters is more involved for
transient problems, and is addressed in the remainder of the
paper.

III. DISPERSION ERROR ANALYSIS

In this section, the dispersion error resulting from spatial
discretization �i.e., FEM with modified integration rules�,
coupled with temporal discretization �i.e., the Newmark
method�, is analyzed. For the differential equation �1�, the
general solutions are plane waves of the form
ei�k0x cos 	+k0y sin 	−
0t�, where 	 is the direction of wave propa-
gation with respect to the x axis, 
0 is the circular frequency,
and k0=
0 /c0 is the associated wave number. The wave
modes, Ux,y

�n�, for the approximate problem �the solution of
Eqs.�6� and �9�� take a similar form,

Ux,y
�n� = ei�kx cos 	+ky sin 	−
n�t�, �11�

at time n�t and location �x ,y�, where k and 
 are the ap-
proximate wave number and frequency, respectively. It is
important to note that the propagation velocity for the ap-
proximate solution, c=
 /k, is different from the exact wave
velocity, c0. The error in the wave velocity depends on the
wavelength of the mode, leading to an artificial dispersion of
the wave front.

The error in the wave velocity can be evaluated in the
following way. First, Eq. �9� is written in a form reminiscent
of the finite difference discretization of the governing equa-
tion �1�. This is achieved by multiplying the system matrices
with the displacement vectors and writing the equation asso-
ciated with node �x ,y�, e.g., the multiplication of MU�n+1� in
Eq. �9� results in an expression of

4M0Ux,y
�n+1� + 2Mx�Ux−�x,y

�n+1� + Ux+�x,y
�n+1� � + 2My�Ux,y−�y

�n+1� + Ux,y+�y
�n+1� �

+ Mxy�Ux−�x,y−�y
�n+1� + Ux+�x,y−�y

�n+1� + Ux+�x,y+�y
�n+1� + Ux−�x,y+�y

�n+1� � .

�12�
In the above, the connectivity given in Fig. 1 is utilized, and
M0 ,Mx ,My ,Mxy are elements in the mass matrix and are
given in Eq. �37�. Other matrix-vector multiplications are
similar. We then substitute Eq. �11� into the resulting finite
difference equation and obtain an implicit relationship be-
tween c and c0. Both the finite difference form and the rela-
tionship between c and c0 are lengthy and are not presented
here for the sake of brevity. Instead of writing an explicit
expression for c, we take the Taylor expansion with respect
to k and obtain a simplified, albeit approximate, polynomial
expression of the relative error in the wave velocity:


 c0 − c

c0

 =

k2

24
��x�x2 + �y�y2 − �1 − 12��c0

2�t2�

+ O��k�x�4 + �k�y�4 + �c0�t�4� , �13�

where

�x = 3 cos2 	�M
2 − 2 cos4 	 − 3 sin2 	 cos2	�K

2 ,

�14�
�y = − 2 + 4 cos2	 − 2 cos4	 + 3 sin2	�M

2

− 3 sin2	 cos2 	�K
2 .

Since our goal is to minimize the above-noted error, we at-
tempt to annihilate the leading term by appropriately choos-
ing the integration parameters, �M and �K. While such a
strategy was successful for the time-harmonic analysis14

even on rectangular grids, it turns out that it does not work
for transient analysis. Specifically, for nonsquare grids
��x��y� , �M and �K that are required for dispersion reduc-
tion turn out to be dependent on the direction of the propa-

FIG. 1. Four-element nine-node finite element patch used for dispersion
error analysis.
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gation. On the other hand, for square meshes ��x=�y=h�,
the dispersion-reducing values of �M and �K turn out to be
direction-independent. For this reason, and more importantly
because square meshes are the natural choice for transient
wave propagation analysis, the rest of the paper focuses on
square meshes. The leading-order error in wave velocities for
square meshes is obtained from Eq. �13� and is given by

�kh�2

24

�3�M

2 − 2� − �1 − 12��
c0

2�t2

h2

+ �4 − 6�K
2 �cos2	 sin2	
 . �15�

It is instructive to note that only stiffness integration causes
anisotropy in the leading-order term, which is immediately
eliminated by choosing

�K = 	2/3, �16�

thus reducing the expression further to

�kh�2

24

�3�M

2 − 2� − �1 − 12��
c0

2�t2

h2 
 . �17�

In order to make the above expression zero, we need to
choose

�M =	2

3
+ �1

3
− 4�� c0

2�t2

h2 . �18�

The main difference between time-harmonic analysis14 and
transient analysis is that �M is dependent on the time-step
size. It should also be noted that the above-noted expression
is consistent with the observations for time-harmonic analy-
sis in that when �t approaches zero, the time-harmonic value
of 	2/3 is recovered.

At first glance, Eq. �18� indicates that dispersion reduc-
tion can be achieved in a simple manner, similar to the one
used for time-harmonic analysis. Unfortunately, this is not
the case, as the stability of the time-stepping scheme is al-
tered by the location of the integration points. For �=1/2,
the Newmark method is only conditionally stable if �
�1/4 and the stability condition is given by7

�t 

1


max
	1/4 − �

, �19�

where 
max is the maximum natural frequency of the sys-
tem. 
max can be taken as the square-root of the largest
eigenvalue of K with respect to M for a single finite ele-
ment in the system. For a uniform square mesh with ele-
ment size, h, we obtain 
max by solving the eigenvalue
problem, c0

2Ke−
2Me=0, resulting in


max = max� 2c0

h�M
,

4c0

	3h�M
2 � . �20�

Thus the stability condition, in the form of critical time-step
size, is given by

�t 

h�M

2c0

min�1,	3�M/2�
	1/4 − �

. �21�

Alternatively, written in terms of the dimensionless time-step
size ���c0�t /h�, the stability condition becomes

� 

�M

2

min�1,	3�M/2�
	1/4 − �

. �22�

Therefore, it is important to obtain the appropriate value of
�M satisfying the above condition as well as the dispersion
reduction condition �18�, which is rewritten as

�M =	2

3
+ �1

3
− 4���2. �23�

It turns out that satisfying conditions �22� and �23� is not
always possible and some compromise may be necessary. In
the next two sections, we attempt to balance accuracy and
stability for both implicit and explicit methods.

IV. DISPERSION-REDUCING TECHNIQUES
FOR IMPLICIT METHODS

In this section, we consider three special cases of the
Newmark method: constant average acceleration �CAA� with
�=1/4, linear acceleration �LA� with �=1/6, and Fox-
Goodwin �FOX� with �=1/12. As mentioned earlier, we
choose �=1/2 to eliminate numerical dissipation.

A. Constant average acceleration method

The constant average acceleration method is uncondi-
tionally stable since �=1/4, and it appears that the disper-
sion error can be manipulated without any constraints. It is
easily observed from Eq. �15� that with the conventional in-
tegration points, ��K=�M =	1/3�, the dispersion error is sec-
ond order and dependent on the propagation direction.
Whereas a simple choice of

�K =	2

3
, �M =	2

3
�1 − �2� �24�

removes the leading second-order error completely, and the
remaining fourth-order error is

�kh�4

1440
�3 − 3�4 − �9 − 20�4�cos2 	 sin2 	� . �25�

Although this improvement is impressive, the time-step size
is limited by ��1. Otherwise, �M

2 
0, which is not realistic.
It may be possible to use the negative values of �M

2 to evalu-
ate M, but the resulting matrix is not positive definite, thus
making it susceptible to numerical difficulties in solving the
linear system. This is of significant concern as the current
modification strips away the ability to choose an arbitrarily
high time-step size, if desired.

B. Linear acceleration method

Using �=1/6, the linear acceleration method has a
leading-order error of
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�kh�2

24
��3�M

2 − 2� + �4 − 6�K
2 �cos2	 sin2	 + �2� . �26�

To eliminate it, the only choice is

�K =	2

3
, �M =	1

3
�2 − �2� . �27�

To analyze the stability condition, we first substitute the val-
ues of � and �K

2 into the stability condition �22�, resulting in

� 2 
 3�M
2 min�1,

3�M
2

4
� . �28�

It is observed from Eq. �27� that �M
2 �2/3 and thus,

min�1,3�M
2 /4�=3�M

2 /4. After substituting the value of �M
2

in Eq. �27� into Eq. �28� and simplifying the equation, we
obtain the stability condition of �
0.732. It is clear that
the choice of Eq. �27� reduces the dispersion error while
increasing the critical time-step size; the conventional
method has a critical time-step size of �
0.707. The lead-
ing error becomes fourth order,

�kh�4

1440
��3 − 3�4� − �9 − 5�4�cos2	 sin2	� , �29�

indicating that the proposed procedure is an improvement
over the classical linear acceleration method.

C. Fox-Goodwin method

From Eq.�15�, it is observed that when �=1/12, the
choice of

�K = �M =	2

3
�30�

removes the second-order error for the Fox-Goodwin
method, leaving a fourth-order error of

�kh�4

480
��1 − �4� − 3 cos2	 sin2	� . �31�

It can be shown from Eq. �21� that the critical time-step size
becomes �
1/	2 instead of �
1/2 for the standard Fox-
Goodwin method. Again, the proposed procedure is an
improvement over the Fox-Goodwin method with classi-
cal integration rules.

V. DISPERSION-REDUCING TECHNIQUES
FOR EXPLICIT METHODS

All the implicit methods discussed in the previous sec-
tion, when combined with the proposed modified integration
rules, are only conditionally stable. Even if they were uncon-
ditionally stable, they are not very desirable for wave propa-
gation problems. The accurate simulation of wave propaga-
tion often requires the dimensionless time-step size to be
around unity, indicating that the expense associated with im-
plicit computation may not be necessary. In this section, we
attempt to develop an explicit scheme based on the CDM.

For the CDM, we cannot simply set �=0 and follow the
procedures used in developing the implicit methods, because
any choice of �M �1 will result in a nondiagonal mass ma-

trix, and the scheme is no longer explicit. From Eq. �15� we
observe that the requirements of �M =1 and �=0 in the CDM
demands that �K=	2/3 and �=1 for the second-order error
to be eliminated. But Eq. �22� indicates the critical time-step
size of �
	3/2; i.e., �=1 is not stable. If �=	3/2, the dis-
persion error becomes k2h2 /96, which is not fourth order.
Another choice is to let �K=	1/2, and we have the critical
time-step size, �
1, and the dispersion error, 1

96k2h2 sin2 2	.
Although they are both better than using the conventional
integration rule ��K=	1/3 and �=1� with the leading-order
error of 1

48k2h2 sin2 2	, the second-order error is not elimi-
nated.

A. Modified „half-step… central difference method
„CDM…

In the following, we utilize a modified version of the
central difference scheme �used, e.g., by Krenk13 and Be-
lytschko et al.17�. In Krenk,13 the diagonal mass matrix is
used when an inversion is needed, and a linear combination
of diagonal and consistent mass matrices is used otherwise,
thus retaining an explicit computation. In this paper, we re-
place the linear combination of mass matrices by modified
integration rules. The ideas are similar, but not equivalent.
As illustrated later, the proposed method performs better, es-
pecially because the modified integration rules are employed
even for the stiffness matrix.

In the modified CDM, the semi-discrete equation of Eq.
�6� is written as

DU̇ = MV,

�32�
DV̇ = − c0

2KU,

where D is the diagonal mass matrix and M and K are evalu-
ated using modified integration rules. Based on Eq. �32�,
Krenk13 obtained the following time-stepping procedure:

U�n� = U�n−1� + �tD−1MV�n−1/2�,

�33�
V�n+1/2� = V�n−1/2� − c0

2�tD−1KU�n�.

For the convenience of dispersion analysis, we rewrite Eq.
�33� as an equivalent linear multistep equation,

�U�n+1� − 2U�n� + U�n−1�� + �t2c0
2D−1MD−1KU�n� = 0.

�34�

Since the procedure is different from the one considered in
Sec. III, a dispersion analysis needs to be performed again to
obtain the associated dispersion-reducing integration rule.
Such analysis is performed in the following.

B. Dispersion-reducing integration rule

We substitute the approximate solutions in Eq. �11� into
Eq. �34� to analyze the dispersion relationship. The first term
of Eq. �34� is simply
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2�cos 
�t − 1�Ux,y
�n�. �35�

The matrix multiplications of the second term can be evalu-
ated in the following way, where only the interior is consid-
ered. The element matrices are

De =
h2

4 

1

1

1

1
� ,

Me = 

M0 Mx Mxy My

Mx M0 My Mxy

Mxy My M0 Mx

My Mxy Mx M0

� , �36�

Ke = 

K0 Kx Kxy Ky

Kx K0 Ky Kxy

Kxy Ky K0 Kx

Ky Kxy Kx K0

� ,

where

M0 = h2�1 + �M
2 �2/16, K0 = ��K

2 + 1�/2,

Mx = My = h2�1 − �M
4 �/16, Kx = Ky = − �K

2 /2, �37�

Mxy = h2�1 − �M
2 �2/16, Kxy = ��K

2 − 1�/2.

The global matrices are assembled based on the nodal con-
nectivity. By using a nine-node stencil, shown in Fig. 1 �with
�x=�y=h�, the row associated with the center node �x ,y� in
the global stiffness matrix, K, is

�¯ Kxy 2Ky Kxy 2Kx 4K0 2Kx Kxy 2Ky Kxy ¯ � . �38�

Note that all the omitted components are zero, since they are
not connected to the center node. In vector KU�n�, the com-
ponent corresponding to the center node �x ,y� is then

4K0Ux,y
�n� + 2Kx�Ux−h,y

�n� + Ux+h,y
�n� � + 2Ky�Ux,y−h

�n� + Ux,y+h
�n� �

+ Kxy�Ux−h,y−h
�n� + Ux+h,y−h

�n� + Ux+h,y+h
�n� + Ux−h,y+h

�n� � . �39�

Substituting Eq. �11� and other approximate solutions, the
above expression simplifies to

4�K0 + KxCx + KyCy + KxyCxCy�Ux,y
�n�, �40�

where

Cx = cos�kh cos 	�, Cy = cos�kh sin 	� . �41�

Other components can be obtained similarly.
The multiplication with D−1 is trivial. The evaluation of

M�KU�n�� is similar to the procedure of evaluating KU�n�.
Thus, the second term of Eq.�34� associated with the center
node turns out to be

16c0
2�t2

h4 ��M0 + MxCx + MyCy + MxyCxCy�
��K0 + KxCx + KyCy + KxyCxCy�

�Ux,y
�n�. �42�

After substituting Eqs. �42� and �35� into Eq. �34�, we solve
for the wave velocity c0:

c0 =	 h4�1 − cos ck�t�

8�t2��M0 + MxCx + MyCy + MxyCxCy�
��K0 + KxCx + KyCy + KxyCxCy�

� .

�43�

By substituting Eq. �37� into the above equation and taking
the Taylor expansion with respect to k, we have


 c0 − c

c0

 =

�kh�2

24
��4 − 3�M

2 � − �2 + �4 − 6�K
2 �sin2	 cos2	�

+ O„�kh�4
… . �44�

The choice of integration points to remove the second-order
error is then

�K =	2

3
, �M =	1

3
�4 − �2� , �45�

which leaves a fourth-order error of

�kh�4

1440
��8 − 10�2 + 2�4� − �19 − 10�2 + 5�4�cos2 	 sin2 	� .

�46�

C. Stability analysis

We follow the von Neumann’s method18,19 of stability
analysis, i.e., we let U�n+1�=AU�n�, where A is the amplifica-
tion factor. Considering the equation associated with node
�x ,y�, the first term of Eq. �34� is given by

�A − 2 +
1

A
�Ux,y

�n�. �47�

The second term is given by Eq. �42�, which we denote by
BUx,y

�n�. Eliminating Ux,y
�n� from Eq. �34�, one can obtain A by

solving the quadratic equation,

A2 + �B − 2�A + 1 = 0. �48�

From Eq. �48� it is observed that the product of the two
solutions, 1

2 �−�B−2�±	�B−2�2−4�, is always one. This ob-
servation indicates that A cannot have two distinct real
solutions; otherwise one of the solutions must be larger
than one, and the scheme would be unstable. Thus, we
need �B−2�2−4
0, or 0
B
4. Substituting Eqs. �45�
and �37� into the expression for B in Eq. �42�, we find that
B is a function of Cx , Cy and �. By the definition in Eq.
�41�, the two trigonometric functions satisfy �Cx�
1 and
�Cy�
1. Within this range we find that B increases mono-
tonically when Cx ,Cy decrease from 1 to −1 and � in-
creases from 0 to 1. When Cx=Cy =1, B is always zero.
The maximum possible value of B, which is 4, is reached
at Cx=Cy =−1 and �=0.7587. Thus, the stability condition
is

� 
 0.7587. �49�

It is worth mentioning that one can also evaluate the
mass matrix as a weighted average of lumped and consistent
mass matrices, M=�Mc+ �1−��D. Using a similar proce-
dure, it is found that the optimal combination factor is �
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= ��2−1� /2 and the critical time-step size is �=0.805. Since
the stability conditions are fairly close and considering the
additional computational cost associated with the weighted
averaging, we propose the use of modified integration over
weighted averaging.

It is also interesting to note that Eqs. �45� and �49� imply
that the integration points of the mass matrix are located
outside the element, which is unconventional. This choice,
however, works well and is similar to the unconventional
nonconvex combination �M=1.5D−0.5Mc�, proposed by
Krenk.13

D. Procedure of the modified central difference
method „CDM…

The procedure of the modified CDM is summarized as:

�1� Obtain system matrices, K and M.

�2� Impose initial conditions, U�0� , U̇�0�, and V�1/2�= U̇�0�

+c0
2�tD−1�F�0�−KU�0�� /2.

�3� Perform time-stepping, for n=1,2 ,…,

U�n� = U�n−1� + �tD−1MV�n−1/2�,

V�n+1/2� = V�n−1/2� + c0
2�tD−1�F�n� − KU�n�� .

In the above, F�n� is the discretized force vector at t= tn.
Note that an effective finite difference implementation could
be easily derived from the above finite element implementa-
tion and would have identical accuracy and stability proper-
ties.

VI. NUMERICAL EXAMPLES

The effectiveness of the proposed techniques is illus-
trated using four numerical experiments. The effectiveness of
the proposed implicit methods is tested first with the help of
a single numerical example. On the other hand, due to its
computational efficiency, the proposed explicit method is
tested more extensively using three different examples. For
all the examples the wave velocity is chosen as c0=0.1.

A. Implicit methods

Consider a concentrated load exerted at the center of a
two-dimensional infinite domain. The load pulse is given by

f�t� = �4�1 − �2t − 1��2, 0 � t � 1

0, t � 1.
� �50�

The analytical solution can be obtained using the convolu-
tion integral,

u�x,y,t� = �
0

t

f�t̄�G�x,y,t − t̄ �dt̄ , �51�

where G is the Green’s function,20

G�x,y,t� =
H�c0t − 	x2 + y2�

2�c0
	c0

2t2 − x2 − y2
, �52�

and H is the Heaviside step function.

Due to symmetry, we consider the upper right quadrant
of the domain with a computational domain of size 1�1. No
absorbing boundary conditions are necessary if we let the
wave propagate for only 9 s and it does not hit the compu-
tational boundaries. A 100�100 mesh is used, implying
square elements of size h=0.01. The time-step size is chosen
such that �=0.5. The differences between the proposed meth-
ods and traditional ones lie only in the locations of the inte-
gration points. Instead of using �K=	1/3 and �M =	1/3 for
the standard Galerkin FEM and Newmark methods, the pro-
posed methods use �K=	2/3 and �M =	1/2 , 	7/12 and
	2/3 for CAA, LA, and FOX, respectively �see Sec. IV�.

The results obtained from the proposed methods and tra-
ditional methods are compared with the analytical solution.
The dispersion error expressions in Eqs. �25�, �29�, and �31�
indicate that the error is the highest along the mesh lines, i.e.,
	=0 and 	=90°. Based on this observation, we examine the
displacements along 	=0. Figure 2 shows the snapshot at t
=9 with the radius ranging from 0.6 to 1. It is observed that
the proposed methods perform much better than traditional
ones; they significantly reduce not only the dispersion error,
but also the amplitude error.

B. Explicit method

1. Concentrated load

We reanalyze the model used in the previous example.
The only differences are the use of explicit methods and the
time-step size is now chosen such that �=0.75. The conven-
tional CDM uses �K=	1/3 and �M =	1/3, whereas the pro-
posed method uses �K=	2/3 and �M =	55/48, according to
Eq. �45�. In addition, we consider the dispersion-correction
explicit scheme developed by Krenk,13 which uses a tradi-

tional stiffness matrix ��K=	1/3� and a linear combination
of diagonal and consistent mass matrices, M=1.5D−0.5Mc.

Similar to the implicit case, the displacements �obtained
at t=9 on 	=0� from the analytical solution and the different
explicit methods are plotted in Fig. 3. It is clear that the
proposed method performs the best with respect to capturing
both the phase and the amplitude.

FIG. 2. Displacement variation along 	=0° at t=9 s under concentrated
load. The results are obtained using different implicit methods. The dashed
lines represent results from existing methods, while solid lines represent the
results from the proposed modified integration rules. The results from the
modified integration rules almost overlap with the exact solution.
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2. Gaussian explosion

In order to simulate more realistic loading, we placed a
Gaussian-type explosive source �borrowed from Collino and
Tsogka21� at the center of a two-dimensional infinite domain:

f�x,y,t� = � f1�t�f2�x,y� � 0 � t � 2t0,

x2 + y2 � R2,

0 otherwise.
� �53�

where

f1�t� = − 8�2f0
2�t − t0�e−�2f0

2�t − t0�2
,

�54�
f2�x,y� = �1 − �x2 + y2�/R2�3.

In the above, R is the radius of the load, t0=1/ f0 ,
f0=c0 / �hNL� is the central frequency and NL is the number of
points per wavelength. In this example, the parameters used
are NL=4 and R=0.1. We consider the upper right quadrant
of the domain with a limited size of 2�2. No absorbing
boundary is necessary if we let the wave propagate only for
18 s, before it hits the boundaries. A 100�100 mesh is used,
implying square elements of the size, h=0.02. We choose the
time-step such that �=0.75.

Since the evaluation of the analytical solution is cumber-
some, we used a converged solution as the reference. The
converged solution uses a 400�400 mesh with h=0.005.
The standard Galerkin FEM and the CDM are used with the
time-step size corresponding to �=0.75.

The performances of the CDM, dispersion-correction
explicit scheme �Krenk’s method�, and the proposed modi-
fied integration rules �referred to as MIR in the figures� are
evaluated by comparing them with the converged solution.
Figure 4 shows the contours of the displacements resulting
from the different methods, at time t=18. The conventional
CDM and Krenk’s method result in a noncircular wave front
clearly illustrating the anisotropy in the error, while the
modified integration results in very low anisotropy. We also
take a closer look at the displacement variations along the
line of 	=0 and radius ranging from 1.2 to 2 �Fig. 5�. The
results from the modified integration rules and the converged
solution almost overlap, indicating that both dispersion and
amplitude error are significantly reduced. On the other hand,
the results from the other two methods have significant er-

rors. It is clear that the proposed explicit method has superior
accuracy properties compared to the traditional CDM as well
as the dispersion-correction explicit scheme.

3. Performance on a distorted „quasiuniform… mesh

The proposed modified integration rule is developed
based on uniform square mesh, and is fourth-order accurate
under such conditions. In this example, we test its perfor-
mance on distorted but quasiuniform mesh, again in com-
parison with the traditional CDM and dispersion-correction
explicit scheme.

A point load is applied at the centroid of a trapezoidal
domain. The time history of the load is given by Eq. �53�, but
there is no spatial distribution. The number of points per
wavelength for the central frequency is NL=6. The domain
has a base width of 1.2, the topside width of 0.8, and the
height of 1. The domain is meshed with a 50�50 mapped
mesh consisting of distorted elements, with an average ele-
ment size of h=0.02. The converged solution is obtained by
using 200�200 mesh with an average element size of h
=0.005. The shapes of the elements vary from square to
nearly parallelograms.

Using �=0.5, we let the wave propagate for 5 s. The
contours obtained using the CDM, Krenk and modified inte-
gration methods, as well as the converged one, are plotted in

FIG. 3. Displacement variation along 	=0° at t=9 s under concentrated
load. The results are obtained using different explicit methods.

FIG. 4. Displacement contours at t=18 s due to a Gaussian explosion.

FIG. 5. Displacement variations along 	=0° at t=18 s due to Gaussian
explosion.
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Fig. 6. It is easily observed that the modified integration
method outperforms the other two methods, with the aniso-
tropy also significantly reduced.

VII. CONCLUDING REMARKS

The modified integration rules shift the integration
points to locations away from conventional Gauss or Gauss-
Lobatto integration points with the aim of reducing the dis-
cretization error. It was already shown that such a shift ef-
fectively reduces the dispersion error in simulating acoustic
wave propagation in the frequency domain for square, rect-
angular as well as distorted meshes.14 In this paper, we ex-
tend this idea to time domain analysis. The fundamental dif-
ficulties in simulating transient waves in multidimensions are
anisotropy and the coupling of spatial and temporal discreti-
zation errors. Unfortunately, it turns out that the dispersion
error cannot be significantly reduced for rectangular meshes.
On the other hand, for uniform square meshes it was found
that using the integration points of �±	2/3 , ±	2/3� for the
stiffness matrix evaluation removes the second-order aniso-
tropy. The location of integration points for the evaluation of
the mass matrix depends on the time-step size as well as the
time-stepping algorithm. The integration points are obtained
for various implicit time-stepping schemes �constant average
acceleration, linear acceleration, and Fox-Goodwin�, as well
as for the explicit CDM. The resulting modified integration
rules have fourth-order accuracy with respect to dispersion,
as opposed to conventional second-order accuracy.

While the modifications for the linear acceleration and
Fox-Goodwin methods can be considered beneficial, the
modification for the CAA method imposes an undesirable
limit on the time-step size, and is not advocated. On the other
hand, the modification for the explicit �half-step� CDM im-
poses no additional restrictions, except for the slight reduc-
tion in the stability limit. Since this method attains fourth-
order accuracy while retaining its efficiency and stability, it
is advocated as the method of choice. Numerical experiments
indicate that the proposed methods significantly reduce the
dispersion error not only on uniform square meshes, but also
on distorted �quasiuniform� meshes.

The implementation of the proposed methods in existing
finite element software is straightforward. While the modi-
fied integration rules are developed for two-dimensional
problems, they can be directly extended to three-dimensional
problems. Other possible extensions include the application
to elastic wave modeling and higher-order finite elements.
These possibilities are the subjects of future research.
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The influence of evenly spaced ribs �internal rings� on the acoustic scattering from a finite
cylindrical shell is examined over the dimensionless frequency range 1�ka�42 �where k is the
wave number in water and a the outer radius of the cylinder�. Experimental results, obtained with
a monostatic setup, are discussed in the incidence angle/time and incidence angle/frequency
domains. The physical phenomena that give rise to highlights in the experimental spectra �Bragg
scattering and scattering from Bloch-Floquet waves� are investigated. Fast Fourier Transform �FFT�
processing on different segments of time signals allows us to distinguish influences of these
phenomena. Further, comparison is made between frequency based results and numerical results
provided by, respectively, a theoretical model using the thin shell theory �Tran-Van-Nhieu, J.
Acoust. Soc. Am. 110, 2858–2866 �2001�� and a simple scattering/interference calculation. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2011148�

PACS number�s�: 43.20.Fn, 43.40.Fz, 43.40.Rj �EGW� Pages: 2142–2146

I. INTRODUCTION

The acoustic scattering of an infinite cylindrical shell
excited by an incident plane wave has been investigated by a
number of authors.1–4 These studies have demonstrated that
resonances of an elastic cylinder are closely linked to surface
waves which could propagate on the circumference of the
cylinder �in normal incidence� or adopt a helical path on the
shell �in oblique incidence�. In the case of finite cylindrical
shells, identification of temporal echoes and resonance
modes in frequency spectra linked to axial and radial dimen-
sions of shells and to the propagation of S0 and T0 waves
have been achieved.5–8 Resonances due to the propagation of
the S0 wave in strictly axial incidence have been identified in
Ref. 9. More recently, the propagation of the meridional A0

leaky wave on truncated cylindrical shell has been studied.10

The influence of an internal discontinuity on the acoustic
response of a cylindrical shell has also been investigated.11–13

Thus, in the case of an internal lengthwise rib �plate�, it has
been shown that each type of resonance could be associated
with a particular type of interaction between the shell and the
rib in terms of the components of the coupling forces,
whereas, when considering a lengthwise solder, the key phe-
nomena were the generation of waves by the incident plane
wave on the solder and wave type conversions at the discon-
tinuity.

At the same time, other works have been devoted to the
study of the effects of radial reinforcing ribs on the acoustic
scattering from elastic structures.14–16 These experimental re-
sults, backed up by a theoretical calculation using the thin
shell theory and valid for long ribbed cylindrical shells,17

have shown that subsonic surface waves could play a more
dominant role than that played by supersonic helical waves
through a new scattering mechanism due to the periodicity of
the ribs �Bragg scattering and scattering from Bloch-Floquet
waves�.

This paper is devoted to the study of a finite cylindrical
shell, stiffened by a set of periodically spaced internal rings,
which represents the central part of more complex structures
such as those of submarines. Experiments are carried out in
monostatic configuration.18 Results are discussed in the inci-
dence angle/time and incidence angle/frequency domains.
Two types of data processing Fast Fourier Transform �FFT�
and a scattering/interference calculation are performed to
distinguish phenomena at the origin of Bragg scattering and
scattering from Bloch-Floquet waves.

II. EXPERIMENTAL SETUP

The studied target is an evenly ribbed finite cylindrical
shell made of stainless steel �density �=7900 kg m−3� where
longitudinal and transversal velocities are CL=5790 m s−1

and CT=3100 m s−1, respectively. It is characterized by a
length L=75 cm, an outer radius a=5 cm, and a radius ratio
b /a=0.98 �b inner radius�. The set of 49 evenly spaced in-
ternal ribs �rings� resulting from the machining of a solid
cylinder present the following characteristics �Fig. 1�: thick-
ness lr=1 mm, height hr=0.5 cm, spacing d=1.5 cm. Ex-
tremities are closed by disks of the same thickness as that of
the shell. The air-filled target is horizontally immersed in
water �tank dimensions 30�10�3 m� where sound velocity
is Cwater=1470 m s−1.

Monostatic configuration is used to carry out experi-
ments �Fig. 2�.18 Two acoustic transducers �emitter and re-
ceiver� positioned at 4.5 m from the center of the shell area�Electronic mail: romain.lietard@univ-lehavre.fr
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hung from the same support and are oriented in the direction
of this center. The target conducts a rotation movement with
respect to the normal of its main axis �incidence angle ��.
The emission signal delivered to the broadband emitter trans-
ducer �Van Buren antenna19� is one sinusoïd period of fre-
quency 100 kHz �ka=21, k wave number in water�. The re-
ceiver is a broadband Panametrics transducer �model V3052�
with a central frequency of 100 kHz. The frequency band-
width of the coupled emission/reception signal is given in
Fig. 3. Temporal echoes are acquired at one degree intervals
from normal incidence ��=0° � to an incidence angle some-
where near axial incidence ��=80° �. Before retrieving am-
plified time signals on a micro-computer, an average of 500
sweeps is performed using a numerical oscilloscope in order
to improve the signal/noise ratio.

III. EXPERIMENTAL AND THEORETICAL RESULTS

A. Time analysis

Hilbert transform of time signals obtained from the
ribbed shell is given in Fig. 4. Results are presented in the
incidence angle/time space. Logarithmic amplitude, pre-
sented in grey levels, increases from white to black and the
two symbols on the left side of the figure represent normal
incidence ��=0° � and oblique incidence ��=80° �, bottom
and top, respectively.

At normal incidence we can observe specular reflection
on the shell and also, despite the dimensions of the water
tank �30�10�3 m�, some parasite reflections �on the water
surface�. For oblique incidence angles, reflections on target
extremities �A and B� are observable. We also notice several
geometrical reflections on ribs, and echoes from the T0 heli-

cal wave20 �with an angular limit of nearly 27°� which result
from the first reflection of this wave on the tube extremity.
The continuous black line, corresponding to the reflections of
the incident wave on extremities C and D, represents the
limit between the geometrical reflections and the free reemis-
sion signal. A reinforcement of the amplitude of signals is
also observable for incidence angles varying from 30° to 37°
and time varying from 0.3 to 0.7 ms �asterisked � in the
figure�. Explanation of this reinforcement will be made
thereafter.

B. Frequency analysis

To obtain the first type of experimental spectra presented
in the incidence angle/frequency space �Fig. 5�, we per-
formed a FFT on time signals for each incidence angle after
having removed the specular reflection and reflections on
extremities A and B. The result �scattered pressure� from the
theoretical calculation using the thin shell theory17 is given
in Fig. 6. Although this formalism is derived under several
assumptions �slender and simply supported cylindrical shell,
only the normal component of the force applied by the rings
onto the shell is considered, effects of the extremities are
neglected�, a good agreement between theoretical and experi-
mental spectra can be noticed. Indeed, in addition to scatter-
ing from helical waves �0° ���27° �, we can also observe
Bragg scattering and scattering from Bloch-Floquet

FIG. 2. Monostatic configuration.

FIG. 3. Coupled emission/reception signal bandwidth.

FIG. 4. Hilbert transform of time signals.

FIG. 1. Ribbed shell longitudinal section. The 49 ribs result from the ma-
chining of a full cylinder �L=75 cm,a=5 cm,b /a=0.98 , lr=1 mm,hr

=0.5 cm,d=1.5 cm�.
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waves.14–16 We also observe, on the experimental spectra
�but not on the theoretical ones�, a phenomenon of construc-
tive interference between Bragg, Bloch-Floquet and T0

waves �asterisked � in the figure� for incidence angles vary-
ing from 30° to 37°. This phenomenon is at the origin of the
reinforcement on the time signals �Fig. 4�.

C. Discussion

In fact these two scattering phenomena, although they
are both linked to interferences, do not have the same origin.
Bragg scattering is due to the interference of the geometrical
reflections of the incident plane wave on the rings: it strongly
depends on the spacings between ribs �Fig. 7�a��. Scattering
from Bloch-Floquet waves results from the propagation of
the A0 flexural wave, generated on the ribs by the incident
wave, which scatter each time it meets a rib �Fig. 7�b��. We
distinguish forward Bloch-Floquet waves from backward
ones �direction of propagation opposite to that given by the
projection of the incident wave vector on the shell axis�. This

scattering mechanism allows us to observe this surface wave
which, normally, cannot be generated in this frequency range
on a nonribbed shell �subsonic wave�.

Results from three different calculations are superposed
in Fig. 8. �i� Scattering from helical waves for a nonribbed
finite cylindrical shell is first calculated thanks to a model
using the theory of elasticity.6 �ii� Bragg trajectories are ob-
tained by a simple scattering/interference calculation using
Eq. �1� where n is the index of the insonified and scatterer
rib. �iii� In the case of Bloch-Floquet waves, phase velocity
CA0 of the A0 flexural wave is calculated beforehand by con-
sidering a plate in air �Fig. 9�.21 Bloch-Floquet trajectories
are evaluated using Eq. �2� where n and m are, respectively,
the indices of the insonified rib and that of the scatterer. In
both cases, the x-origin is at the center of the shell �25th rib�.

PBG = P0�
n=1

49

ej2k�n−25�d sin���, �1�

FIG. 5. Experimental spectra.

FIG. 6. Theoretical spectra.

FIG. 7. �a� Bragg scattering; �b� scattering from Bloch-Floquet waves ��1�
forward BF, �2� backward BF�.

FIG. 8. Helical waves, Bragg and Bloch-Floquet trajectories ��1� forward
BF, �2� backward BF�.
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PBF = P0��
n=1

49

ej2k�n−25�d sin�����
m=1

49

ej�m−n� , �2�

with

�m−n = 2�fd�m − n�� 1

CA0
+

sin���
Cwater

� if m � n ,

�m−n = 2�fd�n − m�� 1

CA0
−

sin���
Cwater

� if m � n .

In all the three calculations, the amplitudes are normal-
ized by their maximum values. A good agreement with ex-
perimental spectra �Fig. 5� is obtained and we can clearly
observe the crossing point between Bragg and Bloch-Floquet
waves.

The second type of experimental spectra, or resonance
spectra �Fig. 10�, allows us to differentiate these two scatter-
ing phenomena. Indeed, to obtain these resonance spectra,
we conducted a FFT on the free reemission signal: all geo-
metrical reflections have been removed. Thus, Bragg scatter-
ing has disappeared whereas scattering from Bloch-Floquet
waves and helical waves is still detectable. Hence, we have
experimentally shown that scattering from Bloch-Floquet
waves is linked to the propagation of surface waves �elastic

phenomenon� whereas Bragg scattering is only due to rigid
contributions from the set of evenly spaced ribs �rigid phe-
nomenon�.

IV. CONCLUSION

Measurements of the acoustic scattering from a finite
ribbed cylinder have been reported. They provide further in-
formation about the influence of a set of periodically spaced
rings on the acoustic response from a finite cylindrical shell.
Experimental results show that Bragg scattering and scatter-
ing from Bloch-Floquet waves can be significant phenomena
compared with scattering from helical waves. The two types
of data processing allow us to distinguish the origins of these
two scattering mechanisms. We have also shown that Bragg
and Bloch-Floquet trajectories can be predicted by using,
respectively, a simple scattering/interference calculation and
a coupled flexural propagation wave computation.

A phenomenon of constructive interference between
Bragg and Bloch-Floquet waves has been observed on the
experimental spectra �but not on the theoretical ones�. Expla-
nation for this difference is under investigation.
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The midfrequency enhancement phenomenon for tone burst backscattering by thin spherical shells
in water has been discussed by several investigators. In their works, it is found that the earliest
elastic tone burst echo is enhanced relative to the specular reflection, and this enhancement is mainly
due to the lowest subsonic antisymmetric Lamb wave. In this paper, the tone burst backscattering
obtained from the convolution integral of the incident tone burst and the impulse response by a
submerged spherical shell is investigated to display the midfrequency enhancement. The modified
ray approximations are used to calculate the echo contributions from different Lamb waves. The
numerical results show that the ratio of a /h and the dimensionless echo delay have nearly linear
relationship with the frequency of greatest enhancement. Based on this property, two linear
approximate equations are formulated to evaluate the radius and thickness of a thin spherical
shell. A simple method is developed to estimate the frequency of greatest enhancement
and the corresponding echo delay from a short tone burst echo with a higher carrier
frequency. The evaluated results show that the present method is effective on determination of
the radius and thickness of a thin spherical shell in water. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2040027�
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I. INTRODUCTION

The study of the acoustic scattering from submerged
elastic objects has become increasingly fashionable in the
last three decades. Much of the more recent research work
has an impact upon the general understanding of fluid-elastic
structure interactions and its implications for the inverse
scattering problem. In this context, we note that the fluid-
loaded, elastic spherical shell is the simplest, nontrivial,
three-dimensional example of such a dynamical system. A
thorough and systematic work of the scattering from the sub-
merged elastic spherical shell will surely benefit the physical
understanding of the scattering from the more complicated
elastic structures.

The earliest investigation of the acoustic scattering from
an elastic spherical shell was apparently done by Junger,1

who first introduced the concept of the separation of the scat-
tering solution for shells into two terms, a “rigid body scat-
tering” �background� contribution and a “radiation scatter-
ing” �resonant� contribution. The conceptual separation may

still be regarded as central to resonance scattering theory.
Target resonances and the concept of an elastically reradiated
wave were a recurrent theme in many of the subsequent ar-
ticles concerned with the scattering by elastic objects.2–4

However, in 1978, Flax and co-workers5 formally extended
the quantum-mechanical theory of resonance scattering to
acoustics in the wake of several related studies on the
subject.6,7 A number of articles8–11 on the scattering from
spherical shells have been devoted to refining the back-
ground concept that is inherent in most applications of reso-
nance scattering theory. The fundamental idea here is to iso-
late the reradiation associated with the elastic degrees of
freedom of the object by subtracting a suitably defined back-
ground contribution from the full scattering solution. Al-
though many resonances are quite clearly discernible in
steady-state acoustic backscattering spectra,5 they neverthe-
less interfere with the smooth geometrical background. It
thus appears highly desirable to isolate the individual reso-
nances so that their amplitude heights and widths can be
measured directly and with greater precision. This was
achieved by Maze and Ripoche,12 who utilized the ringing of
resonances caused by the scattering of wave trains of long
duration. Their approach, which led to their and others’ very

a�Electronic mail: hustliw@yahoo.com.cn
b�SMA Fellow, Singapore-MIT Alliance.
c�Electronic mail: http://www.nus.edu.sg/ACES/
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extensive investigations of many examples of resonance
scattering,13 was termed method of isolation and identifica-
tion of resonances. By measuring the angular distribution of
the scattering amplitude, this method also determines the
mode number of each resonance, which constitutes informa-
tion that is indispensable for the determination of surface-
wave phase and group velocities.

Sammelmann et al.14 gave the first reasonable compre-
hensive study of the pole structure of the acoustic scattering
amplitude for a submerged, elastic spherical thin shell in the
low- to midfrequency region. In their paper, they demon-
strated that the dispersion curve for the equivalent of the
lowest order, antisymmetric, flat-plate Lamb wave on a fluid-
loaded, spherical shell bifurcates into two distinct curves
near the transition frequency. The supersonic portion of the
spherical antisymmetric Lamb wave is denoted a0+, while the
subsonic portion is denoted a0−. By way of contrast, the first
symmetric wave s0 is essentially unaffected. They also found
that the form functions for backscattering from thin spherical
shells trended to be enhanced over a rather broad midfre-
quency range ka, and the frequency-thickness product of this
enhancement kh is roughly constant. This midfrequency en-
hancement phenomenon was also discussed by other
authors.15,16 Zhang et al.17 used the modified ray approxima-
tions to investigate the amplitude of the backscattering of
tone bursts by thin spherical shells. It was found that the a0−

wave could be enhanced relative to the specular echo in the
midfrequency range, and the echo amplitude of the a0− wave
obtained by the modified ray approximations could be used
to predict the frequency of greatest enhancement. However,
it is not easy to determine at what carrier frequency the dis-
tinct a0− wave echo is maximized for a tone burst in practice.
An approximate ray synthesis for the amplitude of the guided
wave echo near the midfrequency enhancement was pro-
posed by Marston and Sun.18 In the form of the ray synthe-
sis, the ray contributions near the midfrequency enhance-
ment consist of the specular echo and the first Lamb waves
echoes included the a0−, s0, and a0 waves. This ray model
and the ray approximations17,19,20 were supported by the ex-
periments on the backscattering of the tone bursts,21 the chirp
bursts,22 and the pressure impulse.23

In this paper, we first present a method that is used to
calculate the tone burst response from a spherical elastic
shell in water. In this method, the backscattering response
from a shell is the convolution integral of the impulse re-
sponse and the incident tone burst. The modified ray
approximations17 are used to calculate the echo contributions
of different Lamb waves by a submerged spherical shell. The
calculations of the backscattering echoes of tone bursts and
the echo contributions of Lamb waves both show that the
elastic echo associated with the a0− wave becomes stronger
than the specular reflection in the midfrequency range, and
that is so-called midfrequency enhancement. The calcula-
tions also indicate that both the ratio of a /h and the dimen-
sionless echo delay �T0l have approximately linear relation
with the frequency of greatest enhancement for a thin spheri-
cal shell. This property may be utilized to inverse scattering
problem, and two approximate equations used to calculate
the radius and thickness of a spherical thin shell are formu-

lized based on this property. A novel method is developed to
estimate the frequency of greatest enhancement and the time
delay from a short tone burst echo by a thin spherical shell.
The evaluated results of the radius and thickness are nearly
the same with exact values. It suggests that the present
method is effective to the inverse scattering problem of esti-
mating the radius and thickness of a submerged spherical
shell.

II. BACKSCATTERING OF TONE BURSTS BY A THIN
SPHERICAL SHELL

When a plane wave is incident on an elastic sphere shell
in water, the scattered pressure in the far field at a distance
r�ka2 from the center is given by the real part of

pscat =
a

2r
pince

ik�r−ct�f�x� , �1�

where pinc is the amplitude of the incident plane wave, a is
the outer radius of the shell, and x=ka is the dimension-
less frequency. The form function f for backscattering24 is

f�x� =
2

ix
�
n=0

�

�− 1�n�2n + 1�
Bn�x�
Dn�x�

, �2�

where the functions Bn�x� and Dn�x� are 5�5 determinants
given in Ref. 24.

In this paper, a sinusoidal tone burst is used to investi-
gate the backscattering by thin spherical shell. Suppose the
amplitude of the incident tone burst is unit, and then the
sinusoidal tone burst with an integer number of cycles q is
expressed in terms of the dimensionless time as follows:

s�T� = �sin�x0T� , 0 � T � 2�q/x0

0 otherwise
� �3�

where x0 is the dimensionless carrier frequency of the tone
burst, and T= �ct−r� /a is the dimensionless time. It is appar-
ent that an increment in T of one unit corresponds to the
amount of time that it takes for sound to propagate a distance
equal to the outer radius of the sphere a in the surrounding
water. Consequently the spectrum of the incident wave is
given in terms of the dimensionless frequency

S�x� = �
−�

+�

s�T�eixTdT . �4�

It is well known that the impulse response hI�T� of a
spherical shell is given by the Fourier transforms of its form
function f�x�. Thus, the backscattering response of the tone
bursts by a spherical shell can be obtained by calculating the
convolution integral of the impulse response hI�T� and the
incident tone bursts s�T�. According to the convolution inte-
gral theorem, the amplitude of the backscattering response is
given by

P�T� = hI�T�*s�T� =
1

2�
�

−�

+�

f�x�S�x�e−ixTdx . �5�
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III. AN INVERSE SCATTERING PROCESS BASED ON
THE MIDFREQUENCY ENHANCEMENT

The material properties of the 440C stainless steel shell
considered are listed in Table I together with the sound ve-
locity and density of the surrounding water. Figures 1�a� and
1�b� show the backscattered far-field form functions for the
spherical 440C stainless steel shells with thickness h
=0.02a, 0.04a in the frequency range 0�ka�150. It was
found that the backscattered responses from the thin shells in
a rather broad midfrequency range had been clearly en-
hanced, i.e., at ka=59 for h=0.02a, and at ka=27 for h
=0.04a. This midfrequency enhancement phenomenon had
also been discussed in Refs. 14 and 17. Here, we characterize
the midfrequency range by the requirement that the acoustic
wavelength is small compared to the shell radius, but large
compared to the shell thickness. It was found that the
frequency-thickness product of this enhancement kh was
roughly constant. This is precisely the type of scaling behav-
ior that would be expected, as the phenomenon was associ-
ated with the excitation of a flat-plate Lamb wave. This prop-
erty could be used for inverse scattering problem, and the
detailed method will be introduced in the Sec. IV.

In order to display the midfrequency enhancement phe-
nomenon, the scattering for a 16-cycle sine wave burst is
computed for several carrier frequencies x0 in the range from
50 to 75. The scatterer is a submerged spherical shell with
h=0.02a, and the impulse response used in the computation
is calculated from x=0 to 150. Figures 2�a�–2�c� show the
representative results of a significant elastic contribution to
the scattering that arrives after the specular reflection, which
commences at T=−2. Except for structure near the beginning
and the end of the computed specular reflection, the reflec-

tion had the general appearance of a time-shifted replica of
the incident burst. When the carrier frequency x0 was equal
to 59, Fig. 2�b� showed that the relative elastic amplitude
exceeded 3.0, and the burst response grew steadily and
achieved a constant magnitude. The plots shown in Fig. 2
�and others not reproduced here� suggest that the earliest
elastic response becomes greatest near x0=59, which is the
demonstration of the midfrequency enhancement of the burst
response.

As mentioned in Ref. 17, the echo contribution from the
earliest subsonic Lamb wave a0− is absolutely dominant
compared with those from the other two types of echoes in
the midfrequency range. Therefore, this midfrequency en-
hancement is mainly due to the echo contribution from the
a0− wave. Calculations of the subsonic wave a0− properties
are carried out for the 440C stainless steel spherical shells
with thickness ranging from h=0.02a to h=0.10a. The modi-
fied ray approximations17 are used to calculate the echo am-
plitude 	f0l	 and the corresponding dimensionless echo delay
�T0l associated with the subsonic wave a0−. The principal
parameters needed in the modified ray approximations are
the phase velocity ratio cl /c, the radiation damping param-
eter �l, and the group velocity cgl, where l is an index that
classifies the Lamb waves. The numerical procedure that
makes use of the winding-number integral method to com-
pute these parameters cl, �l, and cgl was discussed
previously17,24,25 and will not be replicated in this paper. The
frequency of greatest enhancement denoted xP for each shell
is estimated from the calculation of the echo amplitude 	f0l	
associated with the subsonic wave a0−. Also the correspond-
ing dimensionless echo delay �T0l at xP is evaluated for each
shell. The calculation results are plotted in Figs. 3�a� and
4�a�, respectively, as a function of xP. It was clear that both
the ratio of a /h and the dimensionless echo delay �T0l had
nearly linear relations with xP. It suggests that we may use a
line to fit the curves plotted in Figs. 3�a� and 4�a�, respec-

TABLE I. Material parameters.

Material
Density
�kg/m3�

Longitudinal velocity
�m/s�

Shear velocity
�m/s�

440 C stainless steel 7.84�103 5.854�103 3.150�103

Water 1.00�103 1.500�103
¯

FIG. 1. Backscattered far-field form function for a thin spherical shell with
a thickness of �a� h=0.02a, �b� h=0.04a in water.

FIG. 2. Backscattering far-field response P�T� from a submerged spherical
shell with h=0.02a by the 16-cycle tone burst having a carrier frequency x
indicated.
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tively. Here, we use the least-squares method to perform the
curve fitting of a /h and �T0l, and the approximately linear
equations are given as follows:

a/h = 0.8001xP + 2.9587, �6a�

�T0l = 4.6514 � 10−3xP + 4.2544. �6b�

It should be noted that these linear relations had already
been mentioned in Refs. 17 and 21. In Ref. 17, Zhang et al.
obtained the simple relations for a SS304 shell in water,
which are a /h
0.8850xp and �T0l
4.4. Compared with the
approximate relations obtained by Zhang et al., Eqs. �6a� and
�6b� improve the accuracy of an approximation of this gen-
eral type for thicker shells by including the constant offset,
as the thicker shells have smaller values of a /h.

The curve fitting results are plotted with solid lines in
Figs. 3�a� and 4�a�, respectively. To demonstrate the quality
of the curve fitting results, the relative errors between the
original data and the curve fitting results are calculated and
displayed in Figs. 3�b� and 4�b�. It was apparent that the
relative errors were very small. Therefore Eqs. �6a� and �6b�
are good approximate expressions to describe the ratio of
a /h and the dimensionless echo delay �T0l as a function of
xP. Meanwhile, these two equations suggest an inverse scat-
tering procedure for estimating the thickness and outer radius
of the spherical shell, as we may measure the frequency of
greatest enhancement �P and the echo delay �t0l in practice,
which are corresponding to the dimensionless variable xP

and �T0l, respectively. The detailed measurement method for
�P and �t0l will be introduced in Sec. IV. Once the values of
�P and �t0l are known, we can rewrite Eqs. �6a� and �6b� by
using the following relations:

xP =
�Pa

c
, �7a�

�T0l =
c�t0l

a
, �7b�

where c is the sound velocity in water.
Substituting Eqs. �7a� and �7b� into Eq. �6b�, then it

yields a quadratic equation with unknown variable a. As a
should be positive, the following expressions for a and h can
be obtained:

a =
�F2

2 + 4F1�P�t0l − F2

2F1�P
c , �8a�

h =
ac

E1�Pa + E2c
, �8b�

where E1=0.8001, E2=2.9587, F1=4.6514�10−3, and F2

=4.2544 are all given in Eqs. �6a� and �6b�. It should be
noted that the values of E1, E2, F1, and F2 in Eq. �8� would
depend on the material properties of the shell considered and
of the surrounding fluid.

Equations �8a� and �8b� clearly show that once the val-
ues of �P and �t0l are obtained, then the outer radius a and
thickness h of the thin spherical shell could be estimated
easily. The delay time �t0l can be given by measuring the
temporal displacement between the central portion of the
elastic echo associated with a0− wave and the center of the
specular reflection from the tone burst response plot. For the
frequency of greatest enhancement �P, however, it is nearly
impossible to determine the position of greatest enhancement
through measuring the amplitude of 	f0l	 for the subsonic
wave a0− at all frequencies in practice. Although we could
measure the response from tone bursts with different carrier
frequencies to determine at what carrier frequency �P the
distinct a0− wave echo is maximized, this method is also
impractical, as too many tests should be done for searching
the frequency �P. Therefore, it is necessary to develop a
practical and effective method to find the frequency �P.

FIG. 3. �a� Comparison between the original data of the ratio of a /h and the
curve fitting results as a function of the frequency of greatest enhancement
xP, which is calculated by the modified ray approximations. �b� Relative
error of the curve fitting results of the ratio of a /h.

FIG. 4. �a� Comparison between the original data of the dimensionless echo
delay �T0l and the curve fitting results as a function of the frequency of
greatest enhancement xP, which is calculated by the modified ray approxi-
mations. �b� Relative error of the curve fitting results of the dimensionless
echo delay �T0l.
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IV. ESTIMATION OF RADIUS AND THICKNESS
OF A THIN SPHERICAL SHELL

In Sec. III, we make use of a long tone burst with
16 cycles to investigate the echoes from spherical shells. The
advantages of using long tone burst are that the most energy
carried by long tone burst is concentrated on a very narrow
frequency band centered on the corresponding carrier fre-
quency, and the other frequencies’ components of long tone
burst will be very few and can be neglected. Therefore, we
may only excite the elastic response from the spherical shell
in the very narrow frequency band of interest. The normal-
ized spectrum of a 16-cycle tone burst with carrier frequency
x0=80 is shown in Fig. 5�a� to demonstrate this point. Mean-
while, Fig. 5�b� shows the normalized spectrum of a 3
-cycle tone burst with the same carrier frequency. It was
found that the bandwidth of the main lobe shown in Fig. 5�b�
was much broader than that shown in Fig. 5�a�. Also the
sidelobe of the normalized spectrum of a 3-cycle tone burst
had a significant magnitude. Suppose that the carrier fre-
quency x0 of a short tone burst is higher than the frequency
of greatest enhancement xP. It could be expected that the
elastic response associated with the a0− wave at xP would be
excited by the sidelobe of the short tone burst, and may have
an appreciable magnitude as a consequence of midfrequency
enhancement.

Figures 6�a� and 6�b� show the echoes of a 3-cycle tone
burst from the spherical shell with h=0.02a and 0.05a, re-
spectively. In the calculations of Figs. 6�a� and 6�b�, the short
tone burst has the same carrier frequency x0=80. It was
found that the specular reflection had the same carrier fre-
quency with the incident burst. However, it was apparent that
the a0− wave packets as marked in Figs. 6�a� and 6�b� had a
frequency shifting that was also discussed by Zhang et al.17

for a shell with h=0.05a, and the corresponding carrier fre-
quencies of these two a0− wave packets could be estimated
from the plot easily. The estimated results are listed in Table
II. Table II also lists the estimated results of dimensionless
echo delay �T0l and the corresponding exact results calcu-
lated by the modified ray approximations. The estimation

procedure of the carrier frequency for the a0− wave packets
is to estimate the average period of the a0− wave packets
first, and then calculate the frequency by the inverse of the
average period. The estimated echo delay is obtained by es-
timating the temporal displacement between the center of the
specular reflection and the central portion of the a0− wave.
Table II clearly showed that the estimated results were nearly
the same with the exact values. It suggests that when the
carrier frequency of a short tone burst is higher than the
frequency of greatest enhancement for a spherical shell, the
a0− wave packet excited by the sidelobe could be used to
exactly predict xP and �T0l. It is always possible to perform
the estimation as the a0− wave packet normally has an ap-
preciable magnitude as a consequence of midfrequency en-
hancement. The magnitude was, of course, much lower than
that of the wave packet shown in Fig. 2�b�, where x0 lay at
the frequency of greatest enhancement. There is another ad-
vantage of using a short tone burst to investigate the spheri-
cal shell, which is to maximally avoid the overlapping
among the different types echoes in time. This property
makes the a0− wave easier to be discerned in the echoes. It
should be noted that the estimated results listed in Table II
are all dimensionless as the dimensionless results are conve-
nient to be compared with the exact results obtained by the
ray approximations. In practice, the echo from a spherical
shell is a function of time and has temporal dimension. But
there is no practical difficulty to estimate �P

m and �t0l
m in

temporal dimension using the aforementioned method.

FIG. 5. Normalized spectrums of the �a� 16-cycle and �b� 3-cycle incident
tone bursts with the same carrier frequency x=80.

FIG. 6. Backscattering echo P�T� for a 3-cycle tone burst with a carrier
frequency x0=80 for a submerged spherical shell with �a� h=0.02a and �b�
h=0.05a.

TABLE II. Comparison of the frequency of greatest enhancement xP and the
dimensionless time delay �T0l obtained by the estimation method and the
modified ray approximations for thin spherical elastic shells.

h

Estimated results Exact results

xP
m �T0l

m xP �T0l

0.02a 59.5 4.456 59.3 4.500
0.05a 21.3 4.381 21.0 4.382
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The backscattering echoes from the spherical shells with
different thickness are computed for a 3-cycle tone burst.
The carrier frequency of the 3-cycle tone burst for all the
shells is x0=80, except for the shell with h=0.04a. Because
the frequency of greatest enhancement xP of this shell is 27.1
as shown in Fig. 3�a�, and the amplitude of the spectrum of
the tone burst is very low in the vicinity of x=27.1 �see Fig.
6�b��, this tone burst cannot excite an appreciable a0− wave
from the spherical shell with h=0.04a. Therefore, we
changed the carrier frequency of the tone burst to x0=50 for
this shell. In practice, a short tone burst with higher carrier
frequency is used to investigate the spherical shell. If the a0−

wave packet is too weak to be discerned, then we may need
to change the carrier frequency until the a0− wave packet has
appreciable amplitude.

The radius of the spherical shell in the computations is
1 m, and the thickness of the spherical shell is from
0.020 to 0.100 m, which are listed in Table III. Table III also
lists the estimated results of �P

m and �t0l
m, which are all esti-

mated from the plots of the backscattering echoes from these
shells. Substituting these estimated results into Eqs. �8a� and
�8b�, then it is easy to calculate the evaluated results of the
radius and thickness of these shells, which are also shown in
Table III. It was apparent that both the evaluated radius ā and

the evaluated thickness h̄ were very close to the exact values,
and the maximum relative errors were only 1.56% for ā and

3.31% for h̄. It shows that this method is very effective for
estimating the radius and thickness of spherical shell in wa-
ter.

V. CONCLUSIONS

This paper presents a simple method to estimate the ra-
dius and thickness of a thin spherical shell in water making
use of the midfrequency enhancement phenomenon. The cal-
culations of the backscattering echoes from submerged
spherical shells show that the ratio of a /h and the dimension-
less time delay associated with the a0− wave have nearly
linear relation to the frequency of greatest enhancement. This
property is used to inverse scattering problem, and two ap-
proximate equations are formulated for this purpose. We also

develop a simple method to obtain the frequency of greatest
enhancement and the corresponding echo delay from the
backscattering echo using a short tone burst. In this method,
the a0− wave packet from a thin spherical shell is excited by
the sidelobe of the spectrum of the incident short tone burst,
and may have an appreciable magnitude. The estimated re-
sults obtained by this method have very high precision and
could be used to exactly predict the frequency of greatest
enhancement and the corresponding echo delay. These two
estimated values are used to substitute into two approximate
equations obtained earlier �Eqs. �8a� and �8b�� to calculate
the radius and thickness of the spherical shell, and the evalu-
ated results are very close to the exact values. It indicates
that this method is greatly valid to estimate the radius and
thickness of a thin spherical shell in water.

The emphasis of the discussion so far has been on the
backscattering from a thin spherical shell. In addition to
spherical shell, there are other structures, such as prolate
spheroidal shells, where the a0− wave should also radiate a
toroidal wave front and produce a stronger than specular
contribution to the backscattering. But the curvature of the
shell would affect the magnitude of the a0− wave and the
frequency of greatest enhancement. Therefore, further re-
search is necessary.
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We present an analytical-numerical method to simulate time-harmonic ultrasonic scattering from
nonhomogeneous adhesive defects in anisotropic elastic laminates. To that end, we combine the
quasistatic approximation �QSA� with a very high-order �tens or hundreds of terms� regular
perturbation series to allow modeling of nonuniform interfacial flaws. To evaluate each term in the
perturbation series, we use a recursive algorithm based on the invariant imbedding method. It is
applicable to solve wave propagation problems in arbitrarily anisotropic layered plates and it is
stable for high frequencies. We demonstrate examples of convergence and divergence of the
perturbation series, and validate the method against the exact solution of plane wave reflection from
a layered plate immersed in water. We present a further example of scattering of a Gaussian beam
by an inhomogeneous interfacial flaw in the layered plate. We discuss how results of our simulations
can be used to indicate the frequencies and angles of incidence where scattering from potential
defects is strongest. These parameters, presumably, offer the best potential for flaw
characterization. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2036147�
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I. INTRODUCTION

In this paper we address the problem of ultrasonic scat-
tering in adhesively bonded anisotropic laminated materials
�i.e., composites�. Specifically, the goal here is the develop-
ment of a systematic modeling procedure that can be used to
design ultrasonic inspection methods to detect nonuniform
adhesive flaws. The precise problem we solve is that of time-
harmonic scattering from nonuniform adhesive flaws at the
interfaces of an anisotropic elastic multi-layered medium.

The problem under consideration presents several mod-
eling challenges: treating the disparate length scales in the
problem, utilyzing a technique that is both numerically stable
and efficient at high frequencies, and modeling the adhesive
layer itself. Any successful treatment of the problem consid-
ered here must take account of all these potential pitfalls.
While standard solutions exist to overcome some of these
potential difficulties, there is no solution yet published that
treats them all.

In any adhesive bond, there are two adherends: the ad-
hesive layer itself and the two interfaces between the adhe-
sive layer and the adherends. In aerospace applications, ad-
herend thickness is typically measured in milimeters, an
adhesive layer has a typical thickness measuring hundreds of
microns, while the surface layer associated with the interface
of adhesion is just a few microns thick. In most cases deg-

radation of this thin interfacial layer, rather than of the bulk
of adhesive, leads to catastrophic failure.1 Furthermore,
wavelengths of interest can range from about 0.1–−10 mm,
with propagation distances stretching tens of centimeters.
This broad range of physical dimensions makes the problem
ill suited to standard domain discretization computational
modeling procedures. On the other hand, the relatively
simple geometry �plane parallel layered plates� makes the
problem seemingly well suited to an analytical approach.
This is because exploiting the translational symmetry in the
problem allows it to be transformed into a one-dimensional
problem.

Several analytical approaches exist to model wave
propagation in plane layered media. In choosing a method,
consideration must be given to its numerical stability at high
frequency, and, if a large number of layers is to be treated, to
its efficiency in scaling with the number of layers. For ex-
ample, the most straightforward approach may be the “direct
approach,” in which a big matrix relating unknown quantities
at each interface to each other interface is constructed and
inverted.2 Clearly the size of this matrix grows with N, the
number of layers being considered. In composite materials,
N can be quite large, and so techniques that scale efficiently
with N are advantageous. The Thompson-Haskell transfer
matrix technique yields an algorithm that is O�N�, but is
known to be numerically unstable at high frequencies.3,4 The
major difficulty occurs when one or more wave type is eva-
nescent. The source of instability lies essentially in evaluat-
ing the exponential of a matrix operator, a task that leads to
difficulties in many areas.5 Nevertheless, ways to improve

a�Electronic mail: leider@bu.edu
b�Electronic mail: abraga@mec.puc-rio.br
c�Electronic mail: barbone@bu.edu
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the numerical stability of transfer matrix approaches have
been proposed; see, e.g., Ref. 6 and references therein. Al-
ternatively, several efficient O�N�, stable recursive reformu-
lations of the problem have been discovered and generalized
over the past half-century.7–10 In the recursive algorithms,
one solves first for an operator characterizing the domain,
�e.g., global impedance or global reflection tensor� and dif-
ferent methods differ essentially in the choice of that opera-
tor, and the associated operands. The latest, called “the stiff-
ness matrix method” was presented recently in Refs. 11–13.

In the present work we choose a recursive method that is
an adaptation of the invariant imbedding method7 to the
present application. Like the other recursive methods, this
technique is both stable8 and efficient. We have used it suc-
cessfully before to model wave propagation in solids with
arbitrarily anisotropic plane layers,14 plane layered piezo-
electric solids,15 and cylindrically layered elastic solids.16

The interface between the adhesive and the adherend is
modeled here by treating it as a separate layer with its own
constitutive properties. By considering the layer to be infini-
tesimally thick, we can replace the layer by a set of equiva-
lent tangential and normal springs. The springs connect the
adhesive to the adherend, and enforce continuity of the trac-
tion and �approximately� displacement vectors. This ap-
proach to model an imperfect interface was apparently first
proposed by Baik and Thompson,17 who called it the quasi-
static approximation �QSA�. Since its introduction, many au-
thors have worked to validate the approximation, both theo-
retically and experimentally, and it is now commonly used to
represent imperfect interfaces between adherends.18–22

Our chosen model for the adhesive interface deserves
some comment. We represent the interface as a continuous
distribution of springs, as seen in Fig. 1, with a given stiff-
ness. Thus “flaws” in the interface are modeled by making
the springs more compliant than their normal values. That is,
an adhesive flaw is modeled as a region with lower than
normal stiffness. Stiffness, however, is a fundamentally dif-
ferent material property than is strength. Our working hy-
pothesis in developing the method presented here is that
bond stiffness and bond strength are correlated. One micro-
scopic mechanism that might explain such a correlation is

the accumulation of small voids or microcracks at the inter-
face. The voids serve both to diminish the interface stiffness
and as nucleation sites for fracture.23

In this paper, we consider localized adhesive flaws.
Within the QSA approximation, local imperfections in the
adhesive interface are modeled by local changes in the spring
stiffness representing the interface. This spatial inhomogene-
ity breaks the translational invariance upon which depend the
analytical methods described above. The same transform
methods therefore lead to a convolution integral equation.
We circumvent this difficulty through a high-order regular
perturbation expansion, expanding about the undegraded
bond stiffness, K0. Nakagawa et al.24 recently considered a
similar problem of an inhomogeneous fracture between two
identical half-spaces. Those authors solved directly a dis-
cretization of the integral equation, and also considered itera-
tive series solutions corresponding to the two special cases
K0=0 ,�. The perturbation method presented below can be
thought of as an iterative solution of the convolution integral
equation.

The perturbation method we present below results in a
series representation of the scattered pressure as a function of
the perturbation parameter, �. In any given example, this
series will converge for some values of � and diverge for
others. Within the radius of convergence, the perturbation
series defines the scattered field as a function of �. Outside
the radius of convergence, the series diverges. The perturba-
tion method is not necessarily useless outside the radius of
convergence, however. Analytic continuation can, in princi-
pal, be used to extend the definition of the scattered pressure
field throughout the complex � plane, beyond the radius of
convergence of the original series. Though this idea is not
explored in this paper, it is worthwhile recognizing the pos-
sibility of applying such “summation techniques” to the se-
ries obtained by the method presented here.25

Ultrasonic inspection of adhesive interfaces is frequently
based on the frequency dependence of the reflected field.
This technique takes advantage of a relation between spectral
minima of the reflection coefficient and the quality of the
bond.21,22,26,27 This technique has been proven to be very
sensitive to local material flaws. Its primary disadvantage is
that it requires each point of the plate to be investigated
separately. Other authors have investigated the use of Lamb
waves and other guided waves20,28–30,32 to probe bond
strength, and leaky Lamb waves31,33,34 have been employed
in related inspection contexts. In these cases, one measures
the attenuation and phase or group velocity of propagating
modes, and relates the measured quantities to interface prop-
erties or other properties of interest. Lamb and guided wave
techniques can be used to inspect a large area rapidly, but
they lack the sensitivity of the reflection coefficient methods.

In what follows, we present a semianalytical method to
predict the sound scattered from a layered plate with adhe-
sive flaws. The method is suitable for modeling both of the
common ultrasonic inspection approaches described above.
In the next section we begin our presentation with the prob-
lem formulation, and discuss the role of the quasistatic ap-
proximation for the adhesive interface. We then formally
solve the problem by constructing a high-order perturbation

FIG. 1. Quasistatic approximation �QSA�. When the ratio of the incident
wavelength to the interface-thickness is large, the interfaces of adhesion can
be modeled as a distribution of transverse and normal springs.
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expansion of the exact solution. The perturbation parameter
is the strength of the inhomogeneity in the adhesive layer.
We then present the recursive-invariant imbedding algorithm
to solve for each term in the perturbation expansion. We
validate the method and explore the issue of convergence in
the context of plane wave reflection from a uniform layered
plate, for which an exact solution exists. We show how to use
our results to indicate the frequencies and angles of inci-
dence at which the scattered field is most sensitive to local-
ized interface defects. We end with an example of scattering
from an inhomogeneous adhesive defect in the immersed
plate, and highlight the phenomenon of spectral spreading of
the incident field.

II. PROBLEM FORMULATION

We consider a layered elastic structure submerged in an
acoustic fluid. The solid consists of N layers, bonded to-
gether by adhesive bonds. We assume that the z axis is nor-
mal to the layering, and designate the plane z=0 to be the
“bottom” of the plate, and z�0 “upward,” as indicated in
Figs. 1 and 2. In the fluid regions, z�z0=0 and z�zN�0,
the fluid pressure satisfies

�2p + k2p = 0, �1�

p = pup + pdown, �2�

pup = 0, z � 0 �3�

pdown = pinc = known, z � zN. �4�

In �2� we have decomposed the pressure field into up- and
downgoing components, respectively. The conditions �3� and
�4� thus represent radiation conditions. In the equations
above and in what follows, we assume and suppress a time
dependence of e−i�t.

The nth layer of the solid is supposed to occupy zn−1

�z�zn, and have elasticity tensor Cn and density �n. There-
fore, the stress � and displacement u in the nth layer satisfy

� · � + �n�2u = 0, zn−1 � z � zn, �5�

� = Cm:�u, zn−1 � z � zn. �6�

We note that the nth layer may be either a structural layer
or an adhesive layer.

Making use of the quasistatic approximation for the in-
terface condition gives us the following boundary condition
at the interface between the nth and �n+1�th layers:

K�u�zn
+� − u�zn

−�� = t�zn
+� , �7�

t�zn
+� = t�zn

−� . �8�

Here, K is a diagonal spring matrix of both normal and tan-
gential spring constants, u�zn� is the displacement vector,
and t is the traction vector acting on the xy plane.

Depending on the application, and, in particular, on the
frequency range of interest, Eqs. �7� and �8� may be given
different interpretations. At high frequencies, where the
wavelength is comparable to or shorter than the adhesive
layer thickness, then Eqs. �7� and �8� are used to model the
interface between the adhesive layer and the adherend. The
matrix K is then interpreted as the interface stiffness. In this
case, the adhesive layer itself is modeled as a separate elastic
layer of finite thickness. At lower frequencies, where the
wavelength is much longer than the thickness of the adhesive
layer, Eqs. �7� and �8� may then be used to model the entire
adhesive layer. In this case, the matrix K represents the stiff-
ness of the adhesive layer. In either case, the precise values
of K can be written in terms of the elastic and geometrical
properties of the layer, as described in Ref. 18.

Imperfections in the adhesive bond between layers may
be modeled by a reduction in spring constants in K. Since
imperfections tend to be localized in space, this implies that
K�x ,y� must be allowed to depend upon the position in the
layer. Therefore, we write

K = K0 + �K1�x,y� . �9�

Here, K0 is constant and K1�x ,y� is a function of the in-plane
position coordinates �x ,y� and is normalized to the same
magnitude as K0. With the magnitude of K1 fixed, the di-
mensionless parameter � represents the magnitude of the de-
fect. In the following, we determine the asymptotic expan-
sion of the solution about the point �=0. In many cases of
interest, the resulting series expansion converges. The issue
of convergence is discussed in more detail in Sec. IV.

FIG. 2. General problem consisting of a layered plate immersed in an acous-
tic fluid, in the context of the QSA. The layered plate is infinite in the x and
y directions and has its constituent layers joined by adhesive layers. There is
an interface of adhesion between each adherent and adhesive layer. Inter-
faces of adhesion are represented by springs. Roman numerals are used to
address each medium while arabic numerals are used to address each inter-
face. N is the total number of layers plus two half-spaces and n stands for
the nth layer or interface. The symbols h1 ,h2, etc. represent the thicknesses
of the layers. In the figure, only one of the interfaces of adhesion, the nth
one is considered to be defective.
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We shall seek a solution of the scattering problem in a
power series in �. To that end, we expand the displacement
and traction fields in the standard way:

u = u0 + �u1 + �2u2 + �3u3 + . . . , �10�

t = t0 + �t1 + �2t2 + �3t3 + . . . . �11�

Substituting �9�–�11� into the boundary conditions �7�
and �8� leads to the following sequence of boundary condi-
tions for each power of �. For O�1� through O��2�, we obtain

K0�u0�zn
+� − u0�zn

−�� = t0�zn
+� , �12�

t0�zn
+� = t0�zn

−� , �13�

K0�u1�zn
+� − u1�zn

−�� + K1�u0�zn
+� − u0�zn

−�� = t1�zn
+� , �14�

t1�zn
+� = t1�zn

−� , �15�

K0�u2�zn
+� − u2�zn

−�� + K1�u1�zn
+� − u1�zn

−�� = t2�zn
+� , �16�

t2�zn
+� = t2�zn

−� , �17�

etc. The field equations in each layer �5� and �6� remain
unchanged in form and are satisfied by each term in the
series �10� and �11�.

As seen in expressions �14� and �16�, the terms
K1�um�zn

+�−um�zn
−�� can be understood as traction sources, or

surface forces acting along the interface of adhesion. To sim-
plify the notation we will define �m for use in later sections
of this paper:

�m
n = K1�um−1�zn

+� − um−1�zn
−�� . �18�

The equations above show that the O�1� terms satisfy
the equations in a medium with no adhesion defects. This
term will be called the specular field. Further, the terms of
O��n� are determined from the terms of O��n−1�. More pre-
cisely, the O��n� terms satisfy the equations for a layer with-
out defects, but with an acoustic source term determined
from the defect and the O��n−1� field. Thus, in order to solve
for each term in the series, we need to consider the field-
radiated by sources embedded in a plate without defects. The
terms can be calculated in succession until the sum con-
verges. We refer to the sum us

n=�u1
n+�2u2

n+�3u3
n+¯ as the

scattered field.
When � is very small, the series may be accurately trun-

cated after a single term. The resulting approximation is the
well-known Born Approximation. In other cases, several
terms are required to produce an accurate representation of
the scattered field. In cases where the series diverges, the
sum of a finite number of terms may no longer accurately
represent the scattered field. Even in these cases, however,
the first term or two often gives at least a qualitatively cor-
rect depiction of the scattered field in our experience. See the
example in Sec. IV C.

III. RECURSIVE SOLUTION ALGORITHM

For each perturbation order, we need to solve only for
the field-radiated �or reflected� from a perfectly bonded lay-

ered plate with known forcing. More precisely, each pertur-
bation order um and tm in Eqs. �10� and �11� satisfies �5� and
�6�:

� · �m + �n�2um = 0, zn−1 � z � zn, �19�

�m = Cm:�um, zn−1 � z � zn. �20�

In addition, at z=zn, the following interface condition must
be satisfied:

K0�um�zn
+� − um�zn

−�� + �m
n = tm�zn

+� = t1�zn
−� . �21�

Here, �m
n is known in terms of K1 and um−1 via Eq. �18�.

In this section we present a variant of the invariant im-
bedding method well suited to solve precisely this problem at
each perturbation order. Our formulation accommodates
forcings at any interface in any spatial direction. We follow
the methodology described by Braga and Herrmann.10

Sources embedded within the layered structure are included,
as described in the context of piezoelectric media by Honein
et al., Ref. 15. The technique is adapted here to accommo-
date spring boundary conditions, and the backward sweep is
described in detail. Below we present a brief sketch of the
method. For details, the reader may refer to Refs. 10 or 15.

We work with the impedance tensor at the surface of the
solid. The impedance is really a nonlocal linear operator,
giving the traction in terms of velocity. Due the x translation
invariance in our problem, however, the image of the imped-
ance operator under Fourier transformation is a simple rank-
two tensor.

The invariant imbedding procedure is as follows. Begin
at the “bottom” of the plate �z=0�, where the plate is in
contact with a known substrate. The next step is to consider
a single elastic layer overlying the substrate with known sur-
face impedance and traction sources. The goal is to compute
the surface impedance and traction sources acting on the top
surface of the layer, in terms of the corresponding values on
the bottom of the layer and the properties of the layer itself.
After this, we perform a similar calculation with the elastic
layer replaced by a “spring” interface that models the adhe-
sion interface.

This gives us all the ingredients we need to solve the
problem. We build these into a loop, in which the impedance
and traction sources at each interface in the structure are
successively computed, starting at the bottom of the plate
and ending at the top. Once the surface impedance and trac-
tion sources at the top are known, we impose the conditions
of continuity of pressure and normal velocity at the top fluid
interface. This formally completes the solution as both the
incident and radiated pressures in the fluid above the plate
are known.

To evaluate the fields inside the plate, we must propa-
gate the whole solution back down into the plate. We call this
part of the solution the “backward sweep.”
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A. Elastic layer

We will work with the Fourier transform of the field
variables. Therefore, we introduce the transformed displace-
ment, stress, and traction, respectively, ū�z ;��, �̄�z ;��, and
t�z ;��, so that

u�x,z� = �
−�

+�

ū�z;��exp�i�x�d� , �22�

��x,z� = �
−�

+�

�̄�z;��exp�i�x�d� , �23�

t = �̄�z;�� · n . �24�

Equations �22�–�24� apply to each perturbation order m,
which has been suppressed. The unit vector n is normal to
each interface and points in the positive z direction, regard-
less of the orientation of the surface.

Here we consider an elastic layer with thickness h rest-
ing on a substrate. The bottom of the layer is located at z
=z0. The top of the layer is z=z1=z0+h. The substrate upon
which the layer rests has a known surface impedance G0 and
traction source field F. Thus, at z=z0, the interface between
the elastic layer and the substrate,35

t̄ = − i�Goū + Fo. �25�

Our goal in this section is to evaluate the equivalent surface
impedance and source field at the top surface of the elastic
layer, while taking account of the substrate impedance and
the elastic properties of the layer itself.

We decompose the total displacement and traction fields
into upgoing and downgoing fields, viz.,

ū�z� = ū1�z� + ū2�z� , �26�

t̄�z� = t̄1�z� + t̄2�z� . �27�

Here, ū1�t̄1� and ū2�t̄2� denote the sum of all upgoing dis-
placement �traction� and down-going displacement �traction�
waves in the solid, respectively.

From the exact solution of the elastodynamic equations
of motion �19�, we may define the matrix operators M1, M2

and Z1, Z2. M1 and M2 propagate the up- and downgoing
displacement fields in the solid:

ū j�z� = M j�z − z1�ū j�z1� . �28�

The propagator matrices M j contain only propagating or de-
caying exponentials, which helps to keep the method numeri-
cally stable. They depend only on the local material proper-
ties, the x wave number, and the frequency, as shown in Eq.
�A18�. Similarly, the local impedance tensors Z j defined in
�A19� relate up- and downgoing tractions to the correspond-
ing displacement fields:

t̄ j�z� = − i�Z jū j�z� . �29�

Explicit expressions for these quantities can be found in
Refs. 10 and 15.

We now compute the reflection tensor at the bottom of
the layer using the boundary condition �25� and the elasto-

dynamic solution in the layer. Substituting �27� and �26� in
�25�, and eliminating t̄ j using �29�, gives a relation between
ū1 and ū2. Solving for the upgoing �reflected� field in terms
of the downgoing �incident� field gives

ū1�z0� = R�z0�ū2�z0� + i��Z1 − �Go�−1Fo, �30�

R�z0� = − �Z1 − Go�−1�Z2 − Go� . �31�

The tensor R�z0� introduced above is called the reflection
tensor of the interface at z=z0.

By forward and back propagating the up- and downgo-
ing waves up to z=z1, we can write a relation analogous to
�30� valid at the top of the layer:

ū1�z1� = R�z1�ū2�z1� + SFo, �32�

R�z1� = M1�h�R�z0�M2�− h� , �33�

S = iM1�h���Z1 − �Go�−1. �34�

Here we introduced S, which transports traction sources at
z=z0 into displacement sources at z=z1.

Finally, the total displacement and traction fields at z
=z1 are resummed to give the total impedance looking into
the layer on the substrate:

t̄�z1� = − i�G1ū�z1� + F1, �35�

G1 = �Z2 + Z1R�z1���I + R�z1��−1, �36�

W = �Z1 − G1�S , �37�

F1 = − i�WFo. �38�

Equation �35� is of the same form as the given boundary
condition at the bottom of the layer, Eq. �25�. These results
show how the impedance of a layered elastic structure can be
computed, layer by layer. The matrix W transports the ef-
fects of sources below a given elastic layer to the boundary
condition at the top of the layer. The adhesion interfaces are
modeled next.

B. Adhesion interfaces

Here we consider an adhesion interface in contact with
an elastic layer. The layer may be an adherend, or may be a
layer of the adhesive itself, depending on the frequency
range of interest. The adhesion interface is modeled as a
layer of springs, as described earlier. The interface condition
is

K0�ū�zn
+� − ū�zn

−�� + �̄n = t̄�zn
+� = t̄�zn

−� . �39�

Here, as earlier, the superscript + indicates the values of the
field variables above the interface, while the superscript �
indicates those below. At the bottom of the interface, the
adhesion interface is assumed to be in contact with an elastic
layer, at the surface of which the following impedance
boundary condition holds:

t�zn
−� = − i�G−ū�zn

−� + F−. �40�
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To find the equivalent boundary condition at the top of
the adhesive interface, we solve �39� for ū�zn

−� and substitute
into �40� to find

t̄�zn
+� = t̄�zn

−� = − i�G+ū�zn
+� + F+, �41�

G+ = �I + i�G−K0
−1�−1G−, �42�

F+ = G−K0
−1�̄n + �I + i�G−K0

−1�−1F−. �43�

C. Forward sweep

By using the results of this and the previous subsections,
we can now determine the impedance of a layered plate with
the lamina joined by adhesion interfaces modeled according
to the QSA. The procedure is roughly as follows. We begin
by considering a single elastic layer overlaying a half-space.
The half-space occupies the region z�0 and has known im-
pedance. We may now use �36� to determine G1 �see Fig. 2;�
the total impedance at z=h1, of the elastic layer/half-space
system.

Next, we add a spring layer to the top of the elastic
layer. We then compute G1+ the total impedance of the ad-
hesion interface/elastic layer/half-space system, by using
�42�. We continue to find the impedance of the system for
each additional layer added to the system by alternately us-
ing Eqs. �36� and �42�. Eventually we compute GN, the total
impedance of the entire laminated plate in contact with the
upper half-space, and the corresponding transported source
vector.

1. Getting started

To begin the forward sweep, we need the initial imped-
ance values for a half-space. For an elastic half-space in
which the radiation condition is satisfied at infinity, G0=Z2.
For a traction-free surface at the bottom of the plate, we take
G0=0. For a fluid half-space, a straightforward calculation
gives the impedance as follows:

G0 = Zfn ‹ n, Zf =
� f�

	
. �44�

The function 	=	�� ,��=��2 /cf
2−�2 is the wave number

in the z direction. The sign is chosen in accord with the
radiation condition; cf denotes the sound speed in the
fluid.

2. Scattering and radiation from top surface

Once we can compute GN and FN, the impedance and
transported acoustic sources at the top surface of the plate,
we can formulate the reflection and radiation problem there.
The boundary conditions in terms of the fluid pressure p̄ and
fluid normal displacement wf at the top interface are

t̄N = − p̄n, and n · ūN = wf . �45�

These conditions enforce the continuity of traction and nor-
mal displacement at the fluid/solid interface. Of course, we
also have our impedance condition on the top surface of the
solid:

t̄N = − i�GNū + FN. �46�

Substituting �45� into �46� and solving for ū gives

ū = �i�GN�−1�p̄n + FN� . �47�

Equation �47� can be used later to give the total displacement
field at the top of the plate, once the total pressure is known.

As in every other layer, we decompose the pressure into
downgoing �incident� and upgoing �radiated� fields,

p̄ = p̄inc + p̄rad. �48�

Following steps analogous to those that lead to Eqs. �30� and
�31� leads us to

p̄rad = rp̄inc −
ZsZf

Zs + Zf
n · �GN�−1FN, �49�

r =
Zs − Zf

Zs + Zf
, �50�

Zs = †n · �GN�−1 · n‡−1, �51�

where r is the scalar representing the reflection coefficient at
the plate’s upper surface related to the z displacement com-
ponent.

The right-hand sides of �49�–�51� are all known. At this
point, the solution at a given perturbation order is formally
known. Thus, in terms of p̄rad� p̄m

rad given in �49�, the radi-
ated pressure field is given by

pm
rad�x,z� = �

−�

+�

p̄m
rad���exp�i�x + i	z�d� . �52�

In �52�, we reintroduced the perturbation order m in pm
rad to

re-emphasize that the calculation just described must be
repeated at each order. In order to compute the solution at
order m+1, however, we must know the interior displace-
ment field at order m in order to evaluate the forcing terms
in �18�. We call that procedure the “backward sweep,” and
describe it in the following.

D. The displacement vector at each interface

The backward sweep starts with the evaluation of the
displacement vector at the fluid/solid interface shown at the
top of Fig. 2. We recall that this was computed in Eq. �47�.

We then have the following problem. Given ū�zn�, the
total displacement field at interface n, determine ū�zn−1�, the
total displacement field at the interface below, z=zn−1. To do
that, we use �25�, evaluated at z=zn, to get

− i��Z1 − Go�ū1�zn� − i��Z2 − Go�ū2�zn� = Fn. �53�

We combine �53� with ū1+ ū2= ū to solve for ū2:

ū2�zn� = �Z1 − Z2�−1��Z1 − Go�ū�zn� +
1

i�
Fn	 . �54�

We can now use �28� and �32� to propagate the solutions
to the interface below. This yields

ū2�zn−1� = M2�zn−1 − zn�ū2�zn� , �55�
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ū1�zn−1� = R�zn−1�ū2�zn−1� + Sn−1Fn−1. �56�

Once we have the solution at ū�zn−1
+ �, as given in �55�

and �56�, we need to propagate the solution across the spring
interface to evaluate ū�zn−1

− �. This is most easily accom-
plished using the continuity of traction, and the previously
evaluated impedance tensors. In particular, �41� directly
gives t�zn−1

− �= t�zn−1
+ �. Then t�zn−1

+ � can be used in �40� to find

ū�zn−1
− � =

1

i�
�Gn−1

− �−1�Fn−1
− − t�zn−1

+ �� . �57�

This completes one full stage of the backward sweep. The
total displacement field is advanced through each layer and
each interface, in turn, starting with the total solution at the
top of the plate. Once the backward sweep is completed for
perturbation order m, the forcing �m+1 can be calculated by
Eq. �18�. Thus, the next term in the series for u can then be
computed.

IV. EXAMPLES

We present some simulation results in this section. All
the examples chosen correspond to ultrasound inspection of
a layered plate immersed in water. The plate is supposed to
be composed of three layers: a copper layer with 3 mm
thickness, an epoxy layer with 200 
m thickness acting as
the adhesive layer, and an aluminum layer with 3 mm thick-
ness. The plate is shown schematically in Fig. 3. It has, con-
sequently, two internal adhesion interfaces: one between the
copper and epoxy layers, interface b, and another between
the epoxy and aluminum layers, interface a. The mechanical
properties of its constituent materials are shown in Table I.
We have applied our method to many different layered struc-
tures, including plates with several adhesive layers and plates
with anisotropic layers. While the details of the response
changes from case to case, many of the qualitative features
are the same as in the simple case that we present here.

The adhesion interface layers are assumed to have nomi-
nal thicknesses of 3 
m each. When intact, they have the
same mechanical properties as the epoxy. Accordingly, by
the QSA model �Rokhlin and Huang�,18 these interfaces can
then be represented by the following spring stiffness matrix:

K0 = 
0.4259 0 0

0 0.4259 0

0 0 1.8457
�1 � 1015 Pa/m. �58�

We emphasize again that both normal and tangential springs
are included in the model.

Here, each assumed bond defect models a “kissing
bond.” This is a region at the interface in which there is a
strong contact between the two media, but poor adhesion.
The contact allows the bond to transmit normal traction and
displacement, without the ability to transmit shear traction or
in-plane displacement. We modeled this defect by changing
only the xx component �i.e., the in-plane component� of the
original adhesion interfacial stiffness.

A. Selecting the angle of incidence

The sensitivity of the scattered field to the presence of
the defect depends strongly on the angle of incidence. Trial
and error combined with some intuition has revealed a useful
rule of thumb to predict an angle of incidence that is sensi-
tive to a given flaw. Angles of maximum sensitivity to a
given flaw seem to coincide with minima of the plate reflec-
tion coefficient. This is, of course, consistent with the notion
that the incident field excites leaky Lamb modes in the plate.
Not all modes, however, are sensitive to the flaw. We deter-
mine which modes are sensitive to a given type of adhesive
flaw by computing the reflection coefficient from a plate with
a uniformly diminished adhesion interface. By comparing
the two reflection coefficients, that for the ideal plate and that
for the uniformly degraded plate, we can identify those
minima in the reflection coefficient that are most shifted. In
this way we effectively identify which incident angles will
most strongly couple to leaky-Lamb waves that interact with
the interfacial flaw.

The magnitude of the reflection coefficient at 4.9 MHz
for our example plate as a function of angle of incidence is
shown in Fig. 4. Again, two reflection coefficients are plot-
ted: the solid line represents the reflection coefficient for the
plate with the original adhesion stiffness; the dashed line
represents the same for the plate with the xx component of
the adhesion stiffness at interface a reduced by half. Several
minima in the reflection coefficient exist at this relatively
high frequency, but most of these are the same for both
plates. The minima near the angles of 3.82° and near 13.34°
both shift, however, and so these are selected as interesting
angles of incidence. These regions are magnified in Figs. 5
and 6 to show the shift more clearly. The larger shift near
3.82° indicates a stronger interaction with the incident wave,
and thus stronger scattering than at 13.34°. Since stronger
scattering gives slower convergence in the Born expansion,
we have reason to expect a priori that convergence for the
3.82° case will be slower and limited to a smaller amplitude
defect than that for the 13.34° case.

FIG. 3. The modeled plate. It is composed of three layers, a copper layer
with 3 mm thickness, an epoxy layer with 200 
m thickness acting as the
adhesive layer, and an aluminum layer with 3 mm of thickness. It has con-
sequently two adhesion interfaces, labeled a and b.

TABLE I. Mechanical properties of material constituents.

Material Density �Kg/m3� P-wave speed �m/s� S-wave speed �m/s�

Aluminum 2700 6320 3130
Copper 8930 4660 2660
Epoxy 1200 2150 1030
Water 1000 1480 0
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B. Series convergence and validation: Reflection
from uniform plate

As a test of our code and to explore the limits of con-
vergence of our technique, we consider plane wave reflection
from a plate with a “uniform defect.” That is, we consider
�K1=const. In this case the exact solution is simply a re-
flected plane wave, and the reflection coefficient can be
evaluated exactly. The accuracy of the perturbation solution
is easily assessed, therefore, by simply comparing the ampli-
tude of the reflected field for the exact and perturbation so-
lution.

The angle of 3.82° was selected as the incident angle for
the first example. The defect magnitude ��K1xx� is 17% of
the original interfacial stiffness xx component. To be precise,
�K1xx=−0.17K0xx. The negative sign indicates that the
strength of the interface is diminished. The defect is located
at interface a.

The reflected field magnitude as a function of N, the
number of terms in the perturbation series, is plotted with o’s
in Fig. 7; the solid line in that figure shows the exact reflec-
tion coefficient. We see that the series has practically con-
verged after about 40 terms, and that a single term is highly
inaccurate. Furthermore, the oscillatory nature of the plot
indicates that the convergence is highly nonmonotonic. This
means that it is not always the case that adding another term
improves the accuracy. For example, going from five to six
terms makes things worse, not better. For smaller magnitude
defects �0��K1xx�−0.17K0xx� that we tried, the series
seems to converge. The closer �K1xx is to zero, the fewer the
number of terms required before the partial sums stabilize.

The slow convergence of the perturbation series in the
last example implies that we are near the convergence
boundary of the series. Indeed, as we increase the magnitude

FIG. 4. Plane wave reflection coefficient at 4.9 MHz versus the angle of
incidence. The solid line represents the reflection coefficient for the plate
with original adhesion stiffness, while the dashed line represents the same
for the plate with the stiffness of adhesion-interface a �the in-plane or xx
component� reduced by one-half.

FIG. 5. Detail of Fig. 4 near 3.8°.

FIG. 6. Detail of Fig. 4 near 13.3°.

FIG. 7. A comparison between the exact and perturbation method solution.
The partial sums for the perturbation series truncated at different terms,
representing the amplitude of the total �specular+scattered� reflected pres-
sure field, is represented by the open circles “�.” The exact solution is
represented by the solid line. The homogeneous defect’s magnitude is 17%
of the original interfacial stiffness xx component and the angle of incidence
is 3.82°.
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of the defect from 17% to 17.5%, we see that the series no
longer converges; Fig. 8. �To be mathematically precise, the
partial sums have not stabilized, even after 150 terms, and
the terms appear to be growing in magnitude. We have veri-
fied �not shown� that they continue to grow up to 1500
terms.� This divergent behavior persists for all homogeneous
defect magnitudes that we investigated above 0.175K0xx, at
this angle of incidence and frequency. That the convergence
behavior changes with the angle of incidence �and other pa-
rameters� is shown in the next example.

We now change the angle of incidence to 13.34°, and
increase the defect magnitude from 17.5% to 40% of the
original interfacial stiffness xx component. Figure 9 shows
the partial sums converging toward the exact reflection coef-
ficient. The series has sensibly converged after about 60
terms. As before, we see the convergence is strongly non-
monotonic. It is interesting to note that this convergence oc-

curs for a defect magnitude larger than that where diver-
gence occurred in the previous example. We explain this by
the fact that the scattering from this defect at this angle of
incidence appears to be weaker than at the previously con-
sidered angle of incidence. This is consistent with our obser-
vation made in connection with the plot of reflection coeffi-
cients shown earlier. To understand this physically, consider
the limiting case in which an incident wave was totally re-
flected before reaching a defect. In that case, the reflection
coefficient would be completely independent of the defect
amplitude and the series would converge after exactly one
term. Therefore, what seems to govern convergence is not
really the defect magnitude but the magnitude of the scat-
tered field, or the degree of interaction between the incident
field and the defect.

As in the previous example, the relatively slow conver-
gence of this last case implies we are near the convergence
boundary. Increasing the defect magnitude from 40% to 44%
causes the series to diverge, as shown in Fig. 10.

In other applications, we accommodate inhomogeneous
defects and nonplane waves incident via Fourier transforma-
tion. In this context, the examples shown above represent a
single incident Fourier mode and a single defect mode �wave
number zero�. To a certain extent, therefore, these examples
�plane wave/homogeneous defect� are also representative for
cases where either the incident field is not a plane wave or
the defect is not homogeneous, or both. In such cases the
interaction between the incident wave and defect can be un-
derstood as a superposition of interactions between incident
plane waves and homogeneous �in k space; periodic in physi-
cal space� defects. Thus, for such cases, the perturbation se-
ries behavior illustrated previously �and confirmed in many
other cases not shown here�, indicating divergence or con-
vergence to the exact solution, persists. If the series diverges,
it does so due to the growth of some wave numbers, presum-
ably the most strongly scattering. Beyond simple superposi-
tion of wave number effects, there is one additional impor-
tant effect that ought to be considered. That is the tendency

FIG. 8. The same as in the last figure, except the defect magnitude has
increased from 17% to 17.5% of the original interfacial stiffness �xx com-
ponent�.

FIG. 9. A comparison between the exact and perturbation method solution.
Here the angle of incidence has changed to 13.34°, and the homogeneous
defect’s magnitude is 40% of the original interfacial stiffness xx component.

FIG. 10. The same as in the last figure, except the defect magnitude has
increased from 40% to 44% of the original interfacial stiffness �xx compo-
nent�.
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for “spectral spread” due to scattering of incident waves
from one wave number to another. Thus the series might
diverge due to the growth of wave numbers that are not
present in the incident field, but are present in the scattered
field. The spectral spreading phenomenon is demonstrated in
a later example.

As shown and discussed above, the convergence behav-
ior of the series depends essentially on the “degree of inter-
action” between the defect and the incident field. The “de-
gree of interaction” itself depends basically on three factors:
the x wave number, the defect’s magnitude, and the defect’s
length. The dependence on the x wave number and defect
magnitude are demonstrated in the examples above. The de-
pendence on the defect’s size can be understood in the con-
text of scattering strength: for a given defect magnitude, the
strength of the scattered field increases with the defect size.
Thus, the series for larger defects tend to diverge at a lower
magnitude than smaller defects. Indeed, below we show a
converging example for a defect of smaller geometric size
but a larger magnitude than one of our diverging cases just
discussed.

We conclude our discussion of convergence by noting
that while it is possible to identify the factors that affect
convergence, it is difficult to predict a priori whether our
perturbation series will converge or not. For each problem,
therefore, it is necessary to check the sequence of partial
sums to ensure that convergence is reached.

C. Simulation with a Gaussian defect and a Gaussian
incident wave beam

In this simulation, for interface a we assumed that the xx
component of �K1 is a Gaussian curve with maximum value
equal to 90% of the original interfacial stiffness; i.e., only
10% of the original stiffness remains at the peak of the de-
fect. The length of the defect is approximately 5 mm, as
shown in Fig. 11. We chose the incident field to be an ob-
liquely incident 4.9 MHz time harmonic Gaussian beam,

with a beam waist about 20 mm wide. The angle of inci-
dence is 3.82° and the incident field is represented schemati-
cally in Fig. 12.

The spectra of the specular reflected and the scattered
pressure fields in the upper fluid half-space are plotted in
Figs. 13 and 14, respectively. In this example the perturba-
tion series is convergent and we show the sums of the first 2,
30, and 50 terms of the perturbation expansion in �, �10� and
�11�. While the first two terms give a quantitatively inaccu-
rate representation of the scattered field spectrum, the spec-
trum is qualitatively correct: it shows peaks in many of the
right places, and the peaks themselves have approximately
the right relative amplitudes. The fact that the sums after 30
and 50 terms are identical shows that the partial sums have
stabilized and that this series is apparently convergent. Com-
paring Figs. 13 and 14 shows that the spectrum of the scat-
tered field is much broader than the spectrum of the specular
field, the latter having roughly the same spectral width as the
incident field. This broadening effect is associated with scat-
tering of the incident signal by the defective interface, as

FIG. 11. A defect representing a local “kissing bond,” where only the xx
component of the original stiffness of adhesion is affected. It is located in
interface a, its maximum value is 90% of the original stiffness of adhesion
and its length is about 5 mm.

FIG. 12. The acoustic incident field. It is a time-harmonic Gaussian beam
with about 20 mm of length and incident at the plate’s top surface at an
angle of 3.82°.

FIG. 13. Spectrum of the reflected pressure field. The wave number is
nondimensionalized with respect to the wave number in the fluid.
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mentioned earlier. The strong peaks in the scattered field are
due to excited leaky waves, and correspond to the minima in
the reflection coefficient identified in Fig. 4. The scattered
field spectrum also shows significant amplitudes for negative
propagation directions. These are associated with negative
components of an x wave number, indicating pronounced
backscattering in the incident direction.

V. SUMMARY AND CONCLUSIONS

We presented an analytic-numerical method to simulate
the interaction of ultrasonic waves with imperfectly bonded
plates. The primary ingredients in our solution are the QSA
approximation for the adhesion interfaces, the perturbation
method to account for nonuniform flaws, and the invariant
imbedding method to give us numerical stability, even for
evanescent wave components at high frequencies. These
combine to give us a recursive algorithm to evaluate dis-
placements and generalized stress �pressure� fields in general
problems consisting of composite layered plates. The algo-
rithm is equally well suited to treating anisotropic as well as
isotropic layers.

We illustrated our perturbation method in Sec. IV by
simulating ultrasonic scattering from an imperfectly bonded
plate. This example showed that ultrasound can reveal the
presence of kissing bonds. Such simulations can be used
more generally in the design of ultrasound inspecting sys-
tems by exploring the design parameter space, such as trans-
ducer placement, frequency, angle of incidence, beam width,
pulse length, etc. For the pulse length, an additional Fourier
transform is required.

As an example of the above idea, we have identified an
empirical rule of thumb for identifying the optimal incident
angle. Our experience indicates that this works quite well,
though we have yet to confirm our current explanation as to

why it works. As inspection success depends strongly on the
choice of such parameters, any systematic way to select these
is highly desired.
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APPENDIX A: HOMOGENEOUS ANISOTROPIC MEDIA

Here we derive the operators M j and Z j for plane waves
propagating in a homogeneous anisotropic layer. The waves
are assumed to propagate in the x−z plane, which need not
be aligned with crystallographic axes of the anisotropic solid.
We first rewrite the transformed �22�–�24� momentum �19�
and constitutive �20� equations in the Stroh formalism:

�

�z
�̄�z,�� = iN����̄�z,�� . �A1�

Recall that � is the x wave number. The state vector � is
defined as:

�̄�z,�� = � ū�z,��

it̄�z,��

 , �A2�

and N is the linear operator, given by

N = � − �X2
−1X1 − X2

−1

− �2�I + �2Y1 − �2Y2X2
−1X1 − �Y2X2

−1	 . �A3�

Here, X1, X2, Y1, and Y2 are defined in terms of the
elasticity tensor elements as

X1 = 
c51 c56 c55

c41 c46 c45

c31 c36 c35
� , �A4�

X2 = 
c55 c54 c53

c45 c44 c43

c35 c34 c33
� , �A5�

Y1 = 
c11 c16 c15

c11 c16 c15

c51 c56 c55
� , �A6�

Y2 = 
c15 c14 c13

c65 c64 c63

c55 c54 c53
� . �A7�

The propagator matrix for a homogeneous anisotropic
medium is given by

M�z� = eiNz. �A8�

If we denote by kzI
�I=1,2 , . . . ,6� the eigenvalues, and by �

the sextic matrix whose columns are the eigenvectors of N,
then the 6-tensors N and M may be written as

N = ��diag�kz1
,kz2

, . . . ,kz6
���−1, �A9�

M = ��diag�eikz1
z,eikz2

z, . . . ,eikz6
z���−1. �A10�

FIG. 14. Spectrum of the scattered pressure field. Note �a� the breadth. The
spectrum is significant over a broader wave number range than that depicted
in Fig. 13; �b� the peaks. These are coincident with the modes identified in
the plot of the reflection coefficient, Fig. 4; �c� the “backscatter.” The am-
plitudes of waves traveling in the negative x direction are significant. These
radiate strongly at the leaky angles; and �d� the convergence. The partial
sums after 30 and 50 terms are practically identical.
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Clearly, then, the eigenvalues of N are the wave num-
bers in the direction of z, while its eigenvectors, denoted here

by �̄I, are the polarization vectors. The eigenvalues of N, or
the wave numbers in the direction of z, can be decomposed

into two subgroups. We order the eigenpairs �kzI
, �̄I� in such

a way that the first three are associated with the waves that
propagate or are attenuated in the z-positive direction, i.e.,
for I=1,2 ,3 ,kzI

is such that Re�kzI
��0 or Im�kzI

��0. On the
other hand, for I=4,5 ,6 ,kzI

is such that Re�kzI
��0 or

Im�kzI
��0. We use the term “upgoing” wave to refer a par-

tial wave with a wave number in the first subgroup, whereas
waves with wave numbers in the second subgroup are re-
ferred to as “downgoing” waves.

We decompose the matrix � into four �3�3� submatri-
ces as follows:

� = �A1 A2

L1 L2
	 . �A11�

The state vector at z=0, �̄�0�, may be expressed as a linear
combination of the six linearly independent eigenvectors of
the fundamental elasticity tensor, i.e.,

�̄�0� = �c, where c = �c1

c2

 . �A12�

In the expression �A12�, c1 and c2 are three-dimensional con-
stant vectors. Thus it follows that the solution at any z may
be written as

�̄�z� = �A1 A2

L1 L2
	��1�z� 0

0 �2�z� 	�c1

c2

 , �A13�

where

�1�z� = �diag�eikz1
z,eikz2

z,eikz3
z�� , �A14�

�2�z� = �diag�eikz4
z,eikz5

z,eikz6
z�� . �A15�

The decomposition of the total displacement and traction
fields into upgoing �ū1 , t̄1� and downgoing �ū2 , t̄2� compo-
nents, Eqs. �26� and �27�, thus follows with were

ū j�z� = A j� j�z�c j , �A16�

t̄ j�z� = − iL j� j�z�c j . �A17�

Evaluating �A16� at z=0 and eliminating c j gives �28�
with

M j�z� = A j� j�z�A j
−1. �A18�

Likewise, eliminating the constants c1 and c2 from ex-
pression �A17�, and using �A18� gives �29�, with the local
impedance tensors defined by

Z j =
1

�
L jA j

−1. �A19�

The formulation described above is unsuitable for iso-
tropic media. It has to do with the fact that for an isotropic
medium, two or more of matrix N’s eigenvalues are equal.
For such cases, by taking advantage of the fact that the two
wave speeds in the medium �longitudinal and transverse� can

be directly determined, the determination of matrices A j, L j,
� j�z� is straightforward. Expressions for the propagator ma-
trices, M1�z� and M2�z�, and impedance matrices, Z1 and Z2,
can then be obtained through �A18� and �A19�.
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Energy pass bands in a ribbed cylindrical shell
with periodic asymmetries
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The addition of periodically spaced structures to a cylindrical shell causes energy to propagate at
additional wave numbers via a phenomenon known as Brillouin folding. As a result, a load
representing one axial mode on a cylindrical shell with circumferentially spaced discontinuities, for
example stringers, has distinct energy pass bands and stop bands. Similarly, an excitation
representing one circumferential mode on a cylindrical shell with axially spaced discontinuities, for
example ribs, also has distinct energy pass bands and stop bands. Discontinuities in both directions
lead to energy pass bands when a point force is applied. In this paper, periodically spaced point
masses in the axial and circumferential directions are added to a submerged, ribbed, finite
cylindrical shell and analyzed via the finite element method. It is seen that Brillouin folding occurs
and, in certain circumstances, the energy is split into pass bands and stop bands. For the frequency
and circumferential modes where the subsonic energy is most narrowly focused in the axisymmetric
shell, a distinct peak in radiated power occurs for the shell with point masses. The energy in this
peak is about the same for several examples of different amounts of nonaxisymmetric mass. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2011807�

PACS number�s�: 43.20.Ks, 43.40.At, 43.40.Ey, 43.30.Jx �ANN� Pages: 2167–2172

I. INTRODUCTION

Structures with periodicity and the acoustic noise they
generate have received much interest in the last several
years. Maidanik and Dickey1 compute the response of infi-
nite fluid-loaded plates with ribs that are regularly spaced. In
so doing, they observe replication of the flexural dispersion
relations, which is commonly called Brillouin folding.2

Mead3 makes a similar calculation and observes that the rep-
lication of the normally subsonic flexural dispersion relations
leads to flexural energy that is supersonic and is strongly
coupled to the fluid in radiation problems. Photiadis also
shows strong coupling of the flexural energy to the fluid for
scattering off of ribbed plates4 and ribbed, infinite cylindrical
shells.5 Houston et al.6 later showed this experimentally for
ribbed, finite cylindrical shells.

As the work graduates into cylindrical shells, the struc-
tural response is often decomposed into circumferential Fou-
rier modes. This is tantamount to determining the response to
a load that is a single circumferential mode. For such a load,
the flexural dispersion relations tend to break into distinct
pass bands and stop bands, as demonstrated by Maidanik and
Becker7 with their calculations on ribbed, infinite cylindrical
shells and by Photiadis et al.8 experimentally and Marcus et
al.9 computationally on finite, ribbed cylindrical shells. For
an excitation comprising many circumferential modes, dis-
tinct stop bands do not occur. Energy gets onto the shell at
every frequency.

In this paper, the addition of circumferential periodicity
�equally spaced point masses� to a cylindrical shell that al-
ready has axial periodicity �equally spaced ribs� causes Bril-
louin folding and the formation of pass bands in both direc-
tions. This leads to significantly more acoustic radiation than
occurs with periodicity in just one direction. The total radi-

ated power is about 10 dB higher over a broad frequency
range in this paper and in previous work.10 In Sec. II, the
response of a load on an infinite cylindrical shell with line
masses along the length shows pass bands. In Sec. III, a load
on a submerged, finite, ribbed cylindrical shell is shown to
admit energy to the structure for all of the frequencies in this
study. In Sec. IV, the addition of periodically spaced point
masses to the finite shell of Sec. III leads to pass bands and
stop bands as well as increased acoustic radiation in the pass
bands. Finally, Sec. V summarizes these findings.

II. INFINITE SHELL WITH LINE MASSES

Just as a Dirac delta function applied in the time domain
causes a response at all times,11 a line discontinuity on a
cylindrical shell causes a response at all angles, and conse-
quently at all circumferential modes. With the circumferen-
tial modes coupled, resonances that occur at high-order
modes will be evident at low-order modes. This is demon-
strated with an analytical model of an in vacuo, infinite cy-
lindrical shell with 11 line masses that are equally spaced
circumferentially. The equations of motion use Donnell’s for-
mulation and are readily available12,13 for the axisymmetric
shell. For the inclusion of line masses, the kinetic energy
becomes

T = �
0

2� �
0

1 �h

2
�� �u

�t
�2

+ � �v
�t
�2
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�t
�2	R2 ds d�

+ �
0

2� �
0

1 M

2L


i=1

nm �� �u

�t
�2
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�t
�2
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�t
�2	

���� −
2�i

nm
�R ds d� . �1�
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The first term, representing the shell, can be found in Ref. 13
on p. 36, while the second term represents the line masses. �
is the density, h is the shell thickness, and u, v, and w are the
axial, circumferential, and radial displacements, respectively.
t is time, R is the shell radius, s is the radius normalized
length dimension, � is the circumferential angle, M /L is the
mass per unit length for one line mass, and nm is the number
of line masses. The potential energy, V, is the same as for the
axisymmetric shell, so equilibrium is satisfied with

��
t0

t1

�T − V� dt = 0. �2�

Applying the Euler-Lagrange equations to the integrand of
Eq. �2� yields three equations of motion. The Euler-Lagrange
term for the kinetic energy of the u equation is

−
�

�t
� �T

���u/�t�� = − �hR2�2u

�t2

��1 + 

i=1

nm M

L�hR
��� −

2�i

nm
�	 . �3�

The derivation follows the same pattern for the v and w
equations, so the result is the same as in Ref. �12� except
with the term in brackets in Eq. �3� appearing as a coefficient
to the acceleration terms. Since our problem has no axial
displacement, the u equation disappears and the others sim-
plify to

�2v
��2 +

�2w
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�2v
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�5�

where � is Poisson’s ratio, E is Young’s modulus, and ���� is
the applied radial force. v and w are Fourier expanded in
angle and time, and a Fourier integral over the equations
gives two equations and two unknowns for each Fourier an-
gular mode number. The line mass terms in Eqs. �4� and �5�
give rise to terms that couple the modes to each other. Most
of the terms integrate to zero, but the terms that couple
modes that add or subtract to a multiple of nm are nonzero. In
this study, nm is 11 and the highest mode is 30.

The shell to be analyzed has a radius of 0.0692 m, a
thickness of 0.635 mm, and the shell is made of nickel. Its
line masses have a mass per unit length of 3.14 kg/m. Figure
1 shows the normal velocities from a radial line load versus
frequency and circumferential mode. The curved white line
shows the response when the shell has no line masses. The
response for the line mass calculation is seen as having
moved down from the curved white line, because the shell
now has more mass, and broken into individual pass bands.
Also, the response is folded �flipped horizontally� as well as

replicated every 11 modes, as one would expect from Bril-
louin folding.2 This creates several zigzag patterns. These
patterns do not overlap �they have stop bands�; otherwise
they would have discontinuous group velocities �the slopes
of the curves�, which is not physically possible.14 Because
the patterns do not cross, the curves flatten at what would
have been crossings. This is most obvious at the low-
frequency end of Fig. 1.

The straight white line in Fig. 1 is an overlay corre-
sponding to the sonic line for water. If the shell were sub-
merged, the energy to the left of this line would radiate to the
far field. Since most of this energy comes from replicating
the high circumferential modes, the energy that would radi-
ate is much greater than if there were no line masses.

The most important observation of this section is that the
addition of line masses causes pass bands, the lowest of
which are the most narrow in frequency. Since part of the
pass bands would be supersonic if the shell were submerged,
the pass bands represent a potential acoustic radiation path.

III. AXISYMMETRIC SHELL

The axisymmetric shell of this section is shown in Fig.
2. It is a cylindrical shell with 80 straight frames and a cone-
sphere endcap. The radius, thickness, and material are the
same as for the infinite shell of Sec. II. The load is a point
load at halfway between frames 38 and 39. The load is ap-
plied at 295 frequencies from 122 Hz to 36 kHz. The finite

FIG. 1. Normal velocities from a radial line load on an in vacuo, infinite
cylindrical shell with 11 periodically spaced line masses. Colors refer to the
dB level normalized so that the maximum value is 0.

FIG. 2. Axisymmetric shell cross section.
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element mesh for the bay with the load is displayed in Fig. 3.
It uses four quadratic elements per frame and six quadratic
elements per bay. It has five layers of external, quadratic
acoustic elements which vary in thickness depending on the
frequency. The first four layers are one-fourth of a wave-
length thick and the last layer is infinite. The response to the
load is already documented.9,10 Only the results relevant to
the current paper are discussed here. For the above param-
eters, surface velocities are obtained along the cylindrical
section of the shell, but broken down by circumferential
mode. For each of these modes, Brillouin folding is evident.
Figure 4 presents the rms average along the length of the
shell of the surface normal velocities plotted against fre-
quency and circumferential mode number. The straight line
indicates the sonic line for axial mode zero. The sonic lines
for higher axial modes are to the left of this line. This means
that the velocities to the right of this line are subsonic and,

for the most part, do not radiate to the far field of the external
fluid. �We note that for a finite shell, a small fraction of the
subsonic energy leaks to the far field.15�

Figure 4 also has black curves superimposed to denote
certain types of vibration. A close look at the deformations
reveals that the frames bend without any axial bending of the
shell when at curve ab. In contrast, along curve ef, the frames
bend while the shell bends with one half wavelength between
frames. Finally, curve cd denotes when the shell bends as it
does along curve ef, but with the frames twisting. Hodges,
Power, and Woodhouse16 report the same behavior in the
analysis of a t-framed cylindrical shell in air. Of interest here
is the narrow band between curves ab and cd above where
they cross. In Hodges et al.,16 as well as the current paper,
many discrete resonances occur in this band. According to
Ashcroft and Mermin,17 there will be as many resonances as
there are frames. Due to symmetry, the shell in this paper
will have only half as many resonances, 40 per circumferen-
tial mode. These resonances can be thought of as energy
states as discussed in references on statistical energy analy-
sis, such as that by Lyon.18 Each state has an equal amount of
energy, so, for each mode, the pass band between curves ab
and cd represents 40 frequencies at which the structure has
an equal amount of energy, all of which is subsonic. The pass
band just below this band also has 40 frequencies per mode,
but these are frame resonances and couple weakly to the
fluid. Although interesting, they play only a small role in
acoustic radiation. Hodges et al.16 do not get such a pass
band at this frequency, because they use t frames, which are
much stiffer in bending than are straight frames.

The most relevant aspect of Fig. 4 is that energy gets
onto the shell at every frequency, with most of the energy at
subsonic modes. In the next section, a non-axisymmetric fea-
ture is added to this shell to generate frame energy pass
bands and stop bands and to couple this frame energy to
supersonic modes.

FIG. 3. Finite element mesh for one bay of the axisym-
metric shell. The arrow depicts the radial point force.

FIG. 4. The rms average of the surface normal velocity of a submerged,
axisymmetric, framed cylindrical shell from a point load. Colors refer to the
dB level re :1 m/s for a 1-N load. Velocities to the right of the white line do
not radiate.
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IV. NON-AXISYMMETRIC SHELL

In Sec. II, line masses were added to an infinite cylin-
drical shell to generate circumferential pass bands and stop
bands. In this section, point masses are added to the finite
shell of Sec. III. Eleven point masses are placed equidistantly
on the inner edge of each frame, for a total of 880 point
masses. Each point mass weighs 3.08 g, so the mass per unit
length is the same as for the line mass in the infinite shell of
Sec. II.

Figure 5 presents the rms average along the length of the
non-axisymmetric shell of the surface normal velocities plot-
ted against frequency and circumferential mode number.
These values are shown as colors from blue to red. To help
determine a pattern in this plot, the pass band between curves
ab and cd in Fig. 4 is shown in Fig. 5 as a curved white line.
When point masses break the symmetry of this structure, we
should expect to see Brillouin folding of this curve, but not

the lower one in Fig. 4, since it represents frame resonances,
which do not couple efficiently to shell motion. The expected
Brillouin folding is shown as several gray curves in Fig. 5.
For the upper third of the spectrum, the gray curves appear to
trace the velocity patterns for the non-axisymmetric shell. At
about 21 kHz, the pass band is quite flat. This is also the
frequency where the pass band in Fig. 4 is the narrowest. At
21 kHz in Fig. 5, a significant amount of energy is to the left
of the straight white line, the sonic line for axial mode 0.
This means that we should expect an increased amount of
radiation to the far field.

Figure 6 shows the radiated power spectral density for
the axisymmetric shell �solid curve� and the non-
axisymmetric shell �dashed curve�. The dashed curve is
higher than is the solid curve at the upper half of the spec-
trum, as expected, since a great deal of energy is Brillouin
folded into the supersonic region for the non-axisymmetric
shell. The highest part of the dashed curve is at 21 kHz and
is about 2 kHz wide. This frequency range is also where
modes 13–16 have the highest velocity in Fig. 5. These are
also the modes in Fig. 4, for the axisymmetric shell, with the
most narrow pass bands. It appears that these four narrow
bands are giving rise to the radiated power peak at 21 kHz.

To demonstrate that the largest peak in the radiated
power of the non-axisymmetric shell is due to energy states
from the axisymmetric shell, the non-axisymmetric analysis
is performed for point masses that are two, five, ten, and
twenty times the mass of the above analysis. Figure 7 shows
the radiated power for these and the original non-
axisymmetric cases. In every plot, the highest peak is at 21
kHz and it becomes higher and narrower as the size of the
point masses increases. The area under the peak is computed
and plotted in Fig. 8. The resulting power spectral density
shows very little variation with the amount of non-
axisymmetric mass. This implies that the energy must be
from an axisymmetric part of the motion. The point masses
merely couple the motion to the radiating modes and the
amount of mass is relatively unimportant, but cannot be zero.

FIG. 5. The rms average of the surface normal velocity of a submerged,
framed cylindrical shell with 11 periodically spaced point masses per frame
from a point load. Colors refer to the dB level re :1 m/s for a 1-N load.
Velocities to the right of the white line do not radiate. The white and gray
curves are derived from the axisymmetric shell results in Fig. 4.

FIG. 6. Radiated power spectral density from a point
load on a submerged, framed, axisymmetric, cylindrical
shell with and without 11 periodically spaced point
masses per frame. Magnitude refers to the dB level
re :1 W/Hz for a 1-N load.
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The dashed curve in Fig. 8 shows the power spectral density
when there are 12 point masses per ring. The behavior is still
roughly constant as non-axisymmetric mass varies.

One can get a rough idea of how the energy states in the
narrow pass bands contribute to the radiated power by noting
that each band has 40 states. One may assume that the states
in each band from modes 13–26 in Fig. 4 are equally distrib-
uted in frequency across the band. This is not in general true,
but the bands are so narrow that the inaccuracies from this
assumption are small. This yields a list of 560 resonant fre-
quencies. According to Lyon,18 each frequency has an equal
amount of energy. Figure 9 shows a histogram of these fre-
quencies. The first two peaks come from modes 13 and 14.
Subsequent modes give rise to much lower peaks. Figure 6,
representing the non-axisymmetric analysis, shows a single
peak near the frequencies corresponding to modes 13 and 14
in Fig. 4. Based on Fig. 5, this peak is apparently from
modes 13–16. The fact that there is only one peak in Fig. 6
may be due, in part, to frequency spreading of modes 13 and
14, which are coupled to the fluid in the non-axisymmetric
analysis. In addition, modes 15 and 16 may have moved
downward in frequency due to the tendency for dispersion
curves to flatten when Brillouin folded, as discussed in Sec.
II. Figure 9 is only qualitative, but gives a general idea of
how the power spectral density can increase when circumfer-
ential modes are coupled.

This section shows that when periodically spaced point
masses break the axisymmetric geometry of the structure,
subsonic energy that is narrowly focused in frequency in the
axisymmetric case is coupled to radiating modes. This en-
ergy reaches the acoustic far field in an amount that is almost
completely independent of the amount of non-axisymmetric
mass.

FIG. 7. Radiated power spectral density from a point load on a submerged,
framed, axisymmetric, cylindrical shell with 11 periodically spaced point
masses per frame. Each plot represents point masses of different amounts.
Magnitude refers to the dB level re :1 W/Hz for a 1-N load.

FIG. 8. Power in 20-kHz peak from a
point load on a submerged, framed,
axisymmetric, cylindrical shell with
several �11 or 12� periodically spaced
point masses per frame.
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V. SUMMARY

An infinite cylindrical shell and a finite, framed cylin-
drical shell have their circumferential symmetries broken
with line masses and point masses, respectively. Computa-
tions on these structures reveal circumferential Brillouin
folding in both cases. Since the finite shell already has axial
Brillouin folding from the frames, a point load applied to it
produces energy pass bands. At the frequencies where the
subsonic energy is narrowly focused in the axisymmetric
case, this energy is coupled to the far field for the non-
axisymmetric case. At the frequency where the subsonic en-
ergy is most narrowly focused, the radiated power has a dis-
tinct peak. The amount of energy comprising this peak is
roughly constant with respect to the amount of non-
axisymmetric mass.
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Modifications of the equation for gas bubble dynamics in a soft
elastic medium

Evgenia A. Zabolotskaya,a� Yurii A. Ilinskii, G. Douglas Meegan, and Mark F. Hamilton
Applied Research Laboratories, The University of Texas at Austin, Austin, Texas 78713-8029

�Received 23 March 2005; revised 23 June 2005; accepted 4 July 2005�

A model equation for the oscillation of a pressurized gas bubble in a nonlinear incompressible
elastic medium �Emelianov et al., J. Acoust. Soc. Am. 115, 581 �2004�� is extended to include
effects of surface tension, viscosity, weak compressibility, and confinement by an elastic shell. The
significance of this work is that starting from first principles, the full nonlinearity of the
incompressible elastic medium surrounding the bubble and forming its shell is taken into account.
Measurements of equilibrium radius as a function of external pressure for a gas bubble in a
tissue-like gel are also presented. A general approach to including hysteresis is also discussed.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2010348�

PACS number�s�: 43.25.Yw, 43.25.Dc �AJS� Pages: 2173–2181

I. INTRODUCTION

In a previous paper,1 a model equation was derived in
Rayleigh-Plesset form for the oscillation of a pressurized gas
bubble in a nonlinear incompressible elastic medium. In the
present paper, the model is augmented to include effects of
surface tension, viscosity, weak compressibility, and confine-
ment by an elastic shell. Augmented forms of the Rayleigh-
Plesset equation have been derived previously that include
such effects for a gas bubble in a liquid. See, for example,
Leighton2 for discussion of viscosity and surface tension,
Prosperetti3 for weak compressibility, and Church,4 Khismat-
ullin and Nadim5 for shells. What distinguishes the present
contribution from earlier work is that the theoretical frame-
work accounts for the full nonlinearity of the elastic medium
surrounding the bubble and forming its shell.

The model equation for nonlinear bubble dynamics in a
soft elastic medium presented in Ref. 1 was derived using
Lagrangian mechanics. A simple situation was considered in
that paper, namely, a gas bubble oscillating in a nonlinear
incompressible elastic medium. Effects such as surface ten-
sion, viscosity, and compressibility were not taken into con-
sideration. Lagrangian formalism allows inclusion of addi-
tional effects, for example, surface tension that changes the
potential energy in the system, and viscous losses that can be
taken into account by introducing a dissipative function.
Moreover, the energy approach provides a relatively easy
and natural way to derive a dynamic equation for an encap-
sulated bubble with a nonlinear shell of arbitrary thickness in
nonlinear elastic media. The present formulation will form a
basis for subsequent modeling of complex interactions of
bubbles with one another in elastic media, in constrained
media, and with particles, e.g., to address phenomena con-
nected with cavitation in lithotripsy,6 and with the possibility
of sonar-induced bubble growth in humans and marine
mammals.7

We thus use the theoretical model based on Lagrangian
mechanics to include surface tension, viscosity, and the ef-
fect of an encapsulating elastic shell. A general method for
including effects of hysteresis is presented. A different ap-
proach is applied to take into account weak compressibility
of the elastic medium. In this case, a dynamical method
proves to be more useful for identifying the leading order
contribution due to compressibility. The mathematical model
also accounts for equilibrium gas pressure in the bubble that
differs from the equilibrium pressure in the elastic medium
far away from the bubble. Measurements are presented
showing the dependence of equilibrium radius on external
pressure for a gas bubble in a tissue-like gel.

II. BASIC RELATIONS

The starting point is a model equation derived previ-
ously for a gas bubble surrounded by an incompressible non-
linear elastic medium.1 When in equilibrium, the gas pres-
sure in the bubble is denoted Pg, and the pressure infinitely
far away is P�. For Pg= P� the medium is unstrained and the
equilibrium radius is R0; for Pg� P� it is R1. The model for
the bubble dynamics was obtained from Lagrange’s equation

d

dt� �L

�Ṙ
� −

�L

�R
= 0, �1�

in which

L = T − U �2�

is the Lagrangian, and the bubble radius R�t� is taken to be
the generalized coordinate. The kinetic energy T accounts for
motion in the elastic medium, with the kinetic energy of the
gas assumed to be negligible. The potential energy U con-
tains contributions due to gas pressure in the bubble �Ug�, the
pressure infinitely far away from the bubble �U��, and the
strain energy in the elastic medium �Ue�. The resulting dy-
namical equation for the bubble was expressed in Rayleigh-
Plesset form as1a�Electronic mail: zhenia@arlut.utexas.edu
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RR̈ +
3

2
Ṙ2 =

1

�
�Pg�R1

R
�3�

− P� − Pe�R�� , �3�

where � is the ratio of specific heats for the gas inside the
bubble, and Pe is an effective pressure resulting from elas-
ticity, defined by

Pe�R� =
1

4�R2

�Ue

�R
. �4�

Explicit expressions for Pe are provided in Ref. 1. The equi-
librium radius R1 is determined by solving

Pe�R1� = Pg − P�. �5�

By definition, R1=R0 for Pg= P�.

III. SURFACE TENSION

The contribution due to surface tension on a gas bubble
confined in an elastic shell immersed in liquid was consid-
ered by Church4 and subsequently in an elastic medium in
the linear approximation by Alekseev and Rybak.8 For com-
pleteness and consistency with the Lagrangian approach em-
ployed in the present paper, the effect of surface tension is
considered here. It is assumed that changes in the density of
the medium are sufficiently small that the surface tension �
is constant. The potential energy stored in surface tension is
U�=4�R2�, resulting in an effective pressure

P��R� =
1

4�R2

�U�

�R
=

2�

R
. �6�

Equation �1� thus becomes

RR̈ +
3

2
Ṙ2 =

1

�
�Pg�R1

R
�3�

− P� − Pe�R� −
2�

R
� . �7�

Surface tension reduces the natural frequency of the
bubble.4,8

IV. VISCOSITY

Lagrange’s equation for a dissipative system is

d

dt� �L

�Ṙ
� −

�L

�R
= −

��

�Ṙ
, �8�

where � is a dissipative function. For an isotropic solid, the
dissipative function density �per unit volume� is given by9

� = ��vik − 1
3	ikvll�2 + 1

2
vll
2 , �9�

where � and 
 are shear and bulk viscosity coefficients, re-
spectively, 	ik is a Kronecker delta, and

vik =
1

2
� �vi

�xk
+

�vk

�xi
� , �10�

where xi and vi are position and velocity components in Eu-
lerian coordinates. Equation �9� is of the same form as for
liquids, and for incompressible media it reduces to

� = �vik
2 . �11�

As the bubble motion is purely radial, the corresponding
radial coordinate r and particle velocity v are introduced,
such that vi /v=xi /r and thus

�vi

�xk
=

v
r

	ik +
xixk

r

�

�r
�v

r
� , �12�

whereby

vik
2 = 3

v2

r2 + 2v
�

�r
�v

r
� + r2� �

�r
�v

r
��2

. �13�

For incompressible media v= ṘR2 /r2 and therefore

� =
6�Ṙ2R4

r6 . �14�

The dissipative function is the integral of � over the elastic
medium surrounding the bubble,

� = 4�	
R

�

�r2dr = 8��RṘ2, �15�

so that from Eq. �8�,

d

dt� �L

�Ṙ
� −

�L

�R
= − 16��RṘ . �16�

Equation �7� thus becomes

RR̈ +
3

2
Ṙ2 =

1

�
�Pg�R1

R
�3�

− P� − Pe�R� −
2�

R
− 4�

Ṙ

R
� .

�17�

The term associated with viscosity is the same as that in the
Rayleigh-Plesset equation for bubble oscillations in an in-
compressible viscous liquid.2

V. HYSTERESIS

Experiments were performed to verify the model pre-
sented in Sec. II for a gas bubble in a tissue-like gel under
equilibrium conditions. The equilibrium radius R1 was mea-
sured as a function of the external pressure P� and compared
with Eq. �5�. Surface tension may be neglected because of
the relatively large size of the bubble, and viscosity may be
neglected because the motion is quasistatic. Hysteresis was
observed in these experiments. An equation for estimation of
energy loss associated with hysteresis is derived on the basis
of the equation for bubble dynamics.

A. Measurements of R1 versus P�

The experiments were performed using tissue-like phan-
toms having low shear moduli. The phantoms were prepared
using 7.5% and 15% gelatin �300 bloom, from swine skin�,
resulting in samples for which the shear moduli are �
=18 kPa and �=39 kPa �±2 kPa�, respectively, as measured
by standard methods. As the gelatin cooled, the samples were
stirred very slightly until several small air bubbles about 1
mm in diameter were formed, after which the sample was
allowed to continue to cool with no stirring. Following sev-
eral attempts and visual inspection of the samples, individual
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bubbles separated by at least 10 diameters from their nearest
neighbor or surface were identified, and a surrounding cube
of gelatin was excised. The resulting samples were about
3 cm�3 cm�3 cm, each containing a single bubble in its
center.

The cubic samples were placed in a small cylindrical
pressure vessel with a circular Pyrex window, as shown in
Fig. 1. The static pressure in the vessel was controlled by a
vacuum pump and pressure gauge. The bubble was observed
through the window and its cross section was measured with
a microscope. In some cases and at some static pressures, the
bubbles were slightly elliptical in cross section. The diameter
was determined by taking the average of the major and mi-
nor dimensions, which were typically within 10% of each
other.

Data from two experiments �one with �=18 kPa and the
other with �=39 kPa� are shown in Fig. 2�a� as dashed lines.
The data were collected after the bubbles were exposed to
several pressure cycles over the range of 0.45–1 atm in an
attempt to minimize effects of hysteresis. Despite this effort,
hysteresis is nevertheless observed, which is typical of
stress-strain relationships for tissues and tissue-like
materials.10

The results are compared with predictions based on Eq.
�5� with Pg=1 atm, shown in Fig. 2�a� as solid lines. Moon-
ey’s constitutive relation for incompressible media was used
to evaluate Pe�R1�, given by Eq. �36� in Ref. 1, in which we
let the adjustable parameter 
=0, with � as indicated in Fig.
2�a�. The general trend of the measurements follows the pre-
dictions. For comparison, the limiting case of a bubble in a
liquid is indicated by the prediction for �=0. The data and
model show that larger shear moduli lead to reduced bubble
deformation, as expected.

Hysteresis was investigated in greater detail by extend-
ing the range of P� down to 0.05 atm. The resulting mea-
surements are presented as dashed lines in Fig. 2�b� for the
sample with �=39 kPa. For these measurements, the sample
was not put through pressure cycles prior to data collection.
The history of the pressure variations follows the arrows in
the plot. Not only is hysteresis observed, but also permanent
deformation, i.e., the bubble becomes larger with each pres-
sure cycle. This indicates that the gelatin is undergoing per-

manent deformation, or that gas is diffusing into the bubble,
or both. For comparison, predictions are shown for �
=39 kPa and 
= ±1 �the most extreme values of 
 allowed
in the Mooney relation�. Hysteresis results in divergence
from the theory at large negative pressures.

B. Hysteretic losses

For periodic motion in a medium that exhibits hyster-
esis, Pe in Eq. �17� becomes a two-value function of radius

and must be replaced by the functional Pe= Pe�R , Ṙ / 
Ṙ
�. The
functional accounts for the fact that the path in the �Pe ,R�
plane depends on whether the bubble volume is increasing or
decreasing, i.e., it is history dependent. For example, the
model presented by Ostrovsky11 for resonant oscillations in

hysteretic material can be used to define Pe�R , Ṙ / 
Ṙ
�.
From Eq. �17�, where Pe is now a functional, the equa-

tion for energy conservation can be derived by multiplying

all terms by 4��R2Ṙ:

d

dt
�T + Ug� = − 2� − �P� + Pe + P��V̇ , �18�

where T and Ug are the kinetic and potential energies intro-
duced in Sec. II, � is the dissipative function given by Eq.
�15�, and V= 4

3�R3 is bubble volume. Equation �18� de-
scribes energy changes due to viscous losses �2��, the work

done by the external pressure per unit time �P�V̇�, by surface

tension �P�V̇�, and by elasticity �PeV̇�. When the elastic ma-

FIG. 1. Experimental setup for measuring the dependence of equilibrium
bubble radius on external atmospheric pressure.

FIG. 2. Measurements of equilibrium bubble radius R1 as a function of
atmospheric pressure P� �dashed lines�, compared with predictions based on
Eq. �5� calculated using the Mooney potential function for incompressible
elastic media to evaluate the function Pe �solid lines�: �a� for different values
of shear modulus, with 
=0 in the Mooney potential; �b� demonstrating
hysteresis associated with three consecutive pressure cycles, with 
= ±1 in
the Mooney potential.
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terial exhibits no hysteresis and Pe depends only on the in-
stantaneous value of the bubble radius, then the term

PeV̇ = 4�R2ṘPe =
dUe

dt
�19�

characterizes the changes in the elastic energy.
For a periodic process, integration of Eq. �18� with re-

spect to time gives

− � �P� + P��dV = 2� � dt + � PedV . �20�

The left-hand side of Eq. �20� is the work done, averaged
over one period, by the external pressure P� and surface
tension. The right-hand side describes energy losses due to
viscosity and hysteresis. For a material without hysteresis the
last term in Eq. �20� accounts for the elastic energy variation,
which is zero when averaged over one period.

The integral �PedV is the area of the hysteresis loop in
the �Pe ,V� coordinates, and it corresponds to energy losses
per period due to hysteresis. If the hysteresis loop at low
frequencies is assumed to be the same as, or close to, the
loop at zero frequency, as in static experiments, then the
energy losses per unit time are

Ehys =
�

2�
� PedV , �21�

where � is angular frequency. Equation �21� is used to esti-
mate energy losses associated with hysteresis. We present it
to demonstrate that Eq. �17� does not violate conservation of
energy. Losses due to hysteresis are thus proportional to �,
as distinguished from losses due to viscosity, which are pro-
portional to �2. Hysteretic losses thus dominate viscous
losses at low frequencies.

VI. COMPRESSIBILITY

The most comprehensive theoretical study of how weak
compressibility affects bubble dynamics in liquid was con-
ducted by Prosperetti and Lezzi.12,13 Effects of weak com-
pressibility on bubble dynamics in elastic media were con-
sidered by Alekseev and Rybak8 and by Ostrovsky.14 The
analysis by Alekseev and Rybak was in the linear approxi-
mation. Ostrovsky allowed for nonlinearity in the bubble dy-
namics, but the elastic response of the medium was de-
scribed in the linear approximation. In the analysis to follow,
nonlinearity is taken into account in both the bubble dynam-
ics and the elasticity.

A. Momentum equation

In contrast with previous sections, where Lagrange’s
equations and Lagrangian coordinates have been used, the
analysis here will be performed using a dynamical approach
rather than an energy approach, and Eulerian coordinates
will be used. There are two reasons for this change in ap-
proach. First, soft elastic media with shear moduli ���
�where � is a Lamé constant� are dynamically similar to
liquids. Second, the method developed by Prosperetti3 for

including the effect of compressibility in the equation of mo-
tion for a bubble in liquid can be applied here.

The momentum equation in Eulerian coordinates is

�v̇l =
��kl

�xk
, �22�

where �kl is a stress tensor in Eulerian coordinates, � is the
instantaneous �not initial� density of the solid, xk are Eulerian
coordinates, and vl are velocity components at the point with
coordinates xl. The dot indicates the total time derivative:

v̇i =
�vi

�t
+

�vi

�xk
vk. �23�

Equation �22� is referred to as the Cauchy equation. The
Cauchy equation is supplemented by the continuity equation:

��

�t
+

���vk�
�xk

= 0. �24�

The next step is calculation of the stress tensor �kl.

B. Cauchy stress tensor

For finite deformations it is convenient to work with
Green’s deformation tensor

Gk�l� =
�xk

� x̃k�

�xk

� x̃l�
, �25�

which can be expressed through the strain tensor, e.g.,
Gk�l�=2ũk�l�+	k�l�, here ũk�l� is the strain tensor in Lagrang-
ian coordinates and 	k�l� is the Kronecker delta.15 Tildes and
primes are used to distinguish Lagrangian coordinates and
indices, respectively, from their Eulerian counterparts. The
relation between an Eulerian stress tensor and a Green defor-
mation tensor is

�kl = 2�
��

�Gk�l�

�xk

� x̃k�

�xl

� x̃l�
, �26�

where � is an internal energy per unit mass.
For an isotropic solid, the internal energy density can be

expressed as

� = ��I1,I2,I3� , �27�

where I1 , I2 , I3 are the principal invariants of Gk�l�.
15

Equation �26� now takes the forms

�kl = 2�� ��

�I1

�I1

�Gk�l�
+

��

�I2

�I2

�Gk�l�
+

��

�I3

�I3

�Gk�l�
� �xk

� x̃k�

�xl

� x̃l�

= h0	kl + h1gkl
−1 + h2gkm

−1gml
−1

= �h1 + h2I1�gkl
−1 + �h0 − h2I2�	kl + h2I3gkl, �28�

where

h0 = 2�0I3
1/2 ��

�I3
, h1 = 2�0I3

−1/2� ��

�I1
+ I1

��

�I2
� ,
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h2 = − 2�0I3
−1/2 ��

�I2
, �29�

and

gkl =
� x̃k�

�xk

� x̃k�

�xl
. �30�

For incompressible media I3=J2=1 and thus �=�0, such that

�kl = − P	kl + 2�0� ��

�I1
+ I1

��

�I2
�gkl

−1 − 2�0
��

�I2
gkm

−1gml
−1,

�31�

or

�kl = − P	kl + 2
�E
�I1

gkl
−1 − 2

�E
�I2

gkl, �32�

where E=�0� is the energy density per unit volume, and the
pressure P is the isotropic, scalar part of the stress tensor
P	kl and depends only on coordinates.

We now assume spherical symmetry and express Eq.
�32� as a function of radial coordinates. Given that

xk =
r

r̃
x̃k�	kk� =

r

r̃
x̃k �33�

one obtains

�xk

� x̃k�
=

r

r̃
	kk� +

xkxk�

r2 � �r

� r̃
−

r

r̃
� , �34�

such that

gkl
−1 =

�xk

� x̃k�

�xl

� x̃k�
=

r2

r̃2	kl +
xkxl

r2 �� �r

� r̃
�2

−
r2

r̃2� . �35�

Setting �x1 ,x2 ,x3�= �0,0 ,r� in Eq. �30� yields

gkl
−1�0,0,r� = 
r2/r̃2 0 0

0 r2/r̃2 0

0 0 ��r/� r̃�2 � , �36�

and thus

grr
−1 = � �r

� r̃
�2

, g��
−1 = g��

−1 =
r2

r̃2 , gr�
−1 = gr�

−1 = g��
−1 = 0.

�37�

Components of the stress tensor can now be calculated using
Eq. �32� and taking into account that

�r

� r̃
=

r̃2

r2 �38�

for incompressible media:

�rr = − P + 2
�E
�I1

r̃4

r4 − 2
�E
�I2

r4

r̃4 , �39�

��� = ��� = − P + 2
�E
�I1

r2

r̃2 − 2
�E
�I2

r̃2

r2 , �40�

and �r�=�r�=���=0.

C. Equation of motion

Equation �22� becomes, in spherical coordinates �see
Ref. 15, p. 163�,

��rr

�r
+

2

r
��rr − ���� = �r̈ . �41�

Using the relations ṙ=R2Ṙ /r2 and dR /dr=r2 /R2 for incom-
pressible media one obtains

r̈ =
2RṘ2 + R2R̈

r2 −
2R4Ṙ2

r5 . �42�

The normalized bubble volume

w = 1
3R3, �43�

which is actual bubble volume divided by 4�, permits Eq.
�42� to be written more compactly as

r̈ =
ẅ

r2 − 2
ẇ2

r5 . �44�

Substitution of Eqs. �39�, �40�, and �44� in Eq. �41� and
integration from r to � yields

�rr
� − �rr
r = �� ẅ

r
−

ẇ2

2r4� − 4	
r

� � �E
�I1

+
r2

r̃2

�E
�I2

�
�� r2

r̃2 −
r̃4

r4�dr

r
. �45�

Equation �45� couples a stress in a elastic medium with mo-
tion of a bubble wall.

For application of Eq. �45� to bubble dynamics, indi-
vidual terms are specified as follows. At r=� the pressure is
designated P�, such that

�rr
� = − P�. �46�

The remaining terms in Eq. �45� are evaluated at r=R. For a
gas bubble we have

�rr
R = − Pg�w1

w
��

, �47�

where w1=R1
3 /3. The integral may be rewritten with r=R

and dr= r̃2dr̃ /r2 as

4	
R

� � �E
�I1

+
r2

r̃2

�E
�I2

�� r2

r̃2 −
r̃4

r4�dr

r

= 4	
R0

� � �E
�I1

+
r2

r̃2

�E
�I2

�� r̃

r
−

r̃7

r7�dr̃

r̃
= Pe, �48�

where Pe is defined by Eq. �4�. Substitution of Eqs.
�46�–�48� in Eq. �45� yields

ẅ

R
−

ẇ2

2R4 =
1

�
�Pg�w1

w
��

− P� − Pe�w�� . �49�

Equation �49�, obtained following a dynamical approach
in Eulerian coordinates, coincides with Eq. �3�, derived using
Lagrangian mechanics and Lagrangian coordinates. The ad-
vantage of a dynamical approach is that it allows one to
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include weak compressibility. Indeed, according to Eq. �45�
the term �ẅ /r contributes mostly to stress in the medium.
The other terms on the right-hand side decay more rapidly
than 1/r and are significant only near the bubble. For weakly
compressible media, the term �ẅ /r is associated with radia-
tion; see the discussion in Ref. 16. This technique is similar
to the one introduced by Lorentz to estimate the force on a
charged particle due to its own radiation.17

The stress field produced by acoustic radiation is taken
to be the diverging spherical wave

�rr
rad�r,t� = − �

ẅ�t − r/cl�
r

, �50�

where cl is the longitudinal wave speed, and it is assumed
that the bubble radius is small in comparison with the char-
acteristic radiated wavelength. The radiated stress field is
evaluated at the bubble wall and expanded as a power series
in R /cl to obtain16

�rr
rad�R,t� � −

�

R
ẅ�t� +

�

cl
w��t� . �51�

Modification of Eq. �49� to account for weak compressibility
thus amounts to replacing ẅ /R by ẅ /R−w� /cl, such that

ẅ

R
−

w�

cl
−

ẇ2

2R4 =
1

�
�Pg�w1

w
��

− P� − Pe�w�� . �52�

The new term w� /cl accounts for radiation damping.
Substituting w= 1

3R3 everywhere except in the compress-
ibility term yields

RR̈ +
3

2
Ṙ2 −

w�

cl
=

1

�
�Pg�R1

R
�3�

− P� − Pe�R�� �53�

in place of Eq. �3�. Since differentiation of the bubble vol-
ume yields

w� = 2Ṙ3 + 6RṘR̈3 + R2R� , �54�

the term w� /cl equals the expression derived by Prosperetti3

to account for weak compressibility in a liquid. Effects of
surface tension and viscosity can be taken into account in Eq.
�53� precisely as they appear in Eq. �17�.

The appearance of a third-order time derivative of the
radius in Eq. �53� creates problems in numerical integration
of this equation. The third-order time derivative can be elimi-
nated and the order of Eq. �53� can be reduced by using
approximations based on expansions in powers of 1 /cl. Thus
noting that

RR̈ +
3

2
Ṙ2 =

1

�
�Pg�R1

R
�3�

− P� − Pe�R�� + O�1/cl� �55�

and

w�

cl
=

1

2cl
Ṙ3 +

1

cl
RṘR̈

+
1

�cl

d

dt
�R�Pg�R1

R
�3�

− P� − Pe�R��� , �56�

one obtains instead of Eq. �53�

�1 −
Ṙ

cl
�RR̈ +

3

2
�1 −

Ṙ

3cl
�Ṙ2

=
1

�
�1 +

Ṙ

cl
��Pg�R1

R
�3�

− P� − Pe�R��
+

R

�cl

d

dt
�Pg�R1

R
�3�

− P� − Pe�R�� . �57�

Equation �57� is similar to Keller’s equation for bubble os-
cillations in a slightly compressible liquid.13 In Ref. 3 the
third-order equation was derived from Keller’s equation.

Both Eqs. �53� and �57� describe bubble dynamics in
slightly compressible elastic media. The terms for surface
tension and viscosity are included as in previous sections.

VII. ELASTIC SHELL

An equation of motion for an encapsulated bubble in an
incompressible liquid was derived by Church4 and presented
in Rayleigh-Plesset form. In his analysis, the elastic response
of the shell was described by a linear constitutive relation.
Subsequent investigations of an encapsulated bubble sur-
rounded by liquid were conducted by Alekseev and Rybak8

entirely in the linear approximation, and by Khismatullin and
Nadim5 using a linear constitutive relation for the shell. Here
we assume both the shell and surrounding elastic medium to
be nonlinear.

A. General equation

The geometry of an encapsulated bubble is shown in
Fig. 3, where the instantaneous values of the inner radius,
outer radius, and thickness of the shell are R�t� , Rs�t�, and
h�t�, respectively, with Rs=R+h. The corresponding equilib-
rium values are R1 , Rs1, and h1 for Pg� P�, and R0 , Rs0, and
h0 for Pg= P�. Both the shell and the surrounding medium
are assumed to be incompressible. Therefore the volume of
the shell is constant, and Rs�t� is related to R�t� by

Rs
3�t� = R3�t� + Rs1

3 − R1
3. �58�

The kinetic energy in the system �in the shell and sur-
rounding medium, but ignoring the kinetic energy in the gas�
is

FIG. 3. Equilibrium and time varying dimensions for a gas bubble sur-
rounded by an elastic shell.
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T =
�s

2
	

r=R

r=Rs

v2dV +
�m

2
	

r=Rs

�

v2dV , �59�

where v= ṙ. Here and in the following, subscript s shall be
used to identify material properties of the shell, and subscript
m for those of the outer medium, as indicated in Fig. 3. With

v= ṘR2 /r2 in incompressible media and dV=4�r2dr one ob-
tains

T = 2��sṘ
2R3 + 2���m − �s�Ṙ2R4

Rs
. �60�

Since Ṙs= ṘR2 /Rs
2 and dRs /dR=R2 /Rs

2, the equation of mo-
tion for an encapsulated bubble can be presented as

F�R�RR̈ +
3

2
G�R�Ṙ2 =

1

�m
�Pg�R1

R
�3�

− P� − Pe�R�� ,

�61�

where

F�R� =
�s

�m
+ �1 −

�s

�m
� R

Rs
, �62�

G�R� =
�s

�m
+ �1 −

�s

�m
��4

3
−

1

3

R3

Rs
3� R

Rs
. �63�

Following multiplication by �m /�s, the left-hand side of Eq.
�61� becomes equivalent to the left-hand side Eq. �5� derived
by Church.4

For thick shells, h1�R1, the resulting inequality R /Rs

�1 reduces Eqs. �62� and �63� to F=G=�s /�m, and the den-
sity of the surrounding medium �m cancels out of Eq. �61�.
For thin shells, h1�R1, Eqs. �62� and �63� are

F�R� = 1 + � �s

�m
− 1� h

R
, G�R� = 1 + � �s

�m
− 1� h2

R2 , �64�

through leading order in the small parameter h /R.
We now include the effects of surface tension and vis-

cosity. From Eq. �6� it follows that the effective pressure due
to surface tension is

P� =
2�g

R
+

2�m

Rs
, �65�

where �g is the surface tension at the inner, gas-shell inter-
face, and �m is the surface tension at the outer, medium-shell
interface. From Eq. �15�, with shell viscosity �s in the region
R�r�Rs and medium viscosity �m for r�Rs, the dissipa-
tive function is found to be

� = 8�RṘ2��s�1 −
R3

Rs
3� + �m

R3

Rs
3� . �66�

Following Secs. III and IV and combining the results in Eq.
�61� yields

F�R�RR̈ +
3

2
G�R�Ṙ2

=
1

�m
�Pg�R1

R
�3�

− P� − Pe�R� −
2�g

R
−

2�m

Rs

− 4
Ṙ

R
��s�1 −

R3

Rs
3� + �m

R3

Rs
3�� . �67�

It remains to evaluate the effective pressure Pe�R�, defined
by Eq. �4�, due to strain energy stored in shear deformation
of both the shell and medium.

B. Elastic effects

The total strain energy Ue is the volume integral over the
strain energy densities Es for the shell and Em for the sur-
rounding medium. Elastic energy densities are normally ex-
pressed in Lagrangian coordinates, again distinguished from
Eulerian coordinates by tildes, and related to one another as
follows:

r3 = r̃3 + R3 − R0
3. �68�

The strain energy in the two elastic media is thus

Ue�R� = 4�	
r̃=R0

r̃=Rs0

Esr̃
2dr̃ + 4�	

r̃=Rs0

�

Emr̃2dr̃ , �69�

which reduces to the single integral in Eq. �10� of Ref. 1 in
absence of the shell. Following precisely the same steps that
lead to Eq. �33� of Ref. 1, but for the two integrals here
instead of the single integral there, one obtains

Pe�R� = 4	
R0

Rs0 � �Es

�I1
+

r2

r̃2

�Es

�I2
�� r̃

r
−

r̃7

r7�dr̃

r̃

+ 4	
Rs0

� � �Em

�I1
+

r2

r̃2

�Em

�I2
�� r̃

r
−

r̃7

r7�dr̃

r̃
, �70�

where I1=2�r / r̃�2+ �r̃ /r�4 and I2=2�r̃ /r�2+ �r / r̃�4 are the first
and second invariants of Green’s deformation tensor.

Equation �70� is a general relation for incompressible
media. In particular, it is valid for arbitrarily large deforma-
tion. Previously, Mooney’s constitutive relation for Em was
used to calculate Eq. �70� and its derivatives for radial dis-
placements up to ten times their equilibrium value.1

We proceed here using the expansion of the elastic en-
ergy density introduced by Landau and Lifshitz,9 which in-
cludes terms through cubic order in the Lagrangian strain
tensor. For an incompressible medium their expansion re-
duces to18

E = �L2 + 1
3AL3, �71�

where � is the shear modulus and A is one of the third-order
elastic constants. Measurements of A for soft tissue-like me-
dia are provided by Catheline et al.19 The invariants L2 and
L3 become1
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L2 = 1
2 ��r/r̃�2 − 1�2 + 1

4 ��r̃/r�4 − 1�2,

L3 = 1
4 ��r/r̃�2 − 1�3 + 1

8 ��r̃/r�4 − 1�3. �72�

Equation �71� is an expansion about the unstrained equilib-
rium state corresponding to R=R0, i.e., for which Pg= P�,
and the coefficients � and A are defined accordingly. An
unstrained initial state is therefore presumed in what follows,
for which the appropriate dimensionless radial perturbation
is

�0�t� =
R�t� − R0

R0
. �73�

Combining Eqs. �68� and �71�–�73� yields1

E = 6��R0
6

r̃6 �0
2 + 2

R0
6

r̃6 �0
3 − 5

R0
9

r̃9 �0
3� − 2A

R0
9

r̃9 �0
3 �74�

through third order in �0. Equation �69� may now be inte-
grated to obtain

Ue = 8�R0
3��s + ��m − �s�

R0
3

Rs0
3 ��0

2

− 4�R0
3��s +

1

3
As − 4��m − �s�

R0
3

Rs0
3

+ �5��m − �s� +
1

3
�Am − As�� R0

6

Rs0
6 ��0

3, �75�

substitution of which in Eq. �4� yields, with R0
2 /R2�1−2�0,

Pe = 4��s + ��m − �s�
R0

3

Rs0
3 ��0

− �11�s + As − 4��m − �s�
R0

3

Rs0
3

+ �15��m − �s� + �Am − As��
R0

6

Rs0
6 ��0

2. �76�

Although restricted to small values of �0, the expressions for
Ue and Pe are valid for a shell of arbitrary thickness.

For a thick shell, terms multiplied by powers of
R0 /Rs0�1 may be ignored, and Eq. �76� reduces to

Pe � 4�s�0 − �11�s + As��0
2, h0 � R0. �77�

This result is equivalent to Eq. �63� of Ref. 1, except with
elastic constants of the shell replacing those of the medium.
Properties of the medium surrounding the shell have no in-
fluence on the bubble dynamics in this case. For a thin shell,
with �R0 /Rs0�n�1−n�h0 /R0�, Eq. �76� reduces to

Pe � �4�m + 12��s − �m�
h0

R0
��0

− �11�m + Am + 6�13��s − �m� + �As − Am��
h0

R0
��0

2,

h0 � R0, �78�

to first order in h0 /R0.

C. Quadratic approximation

Equation �61� is evaluated here in the quadratic approxi-
mation with respect to displacement from equilibrium. The
dimensionless displacement

�1�t� =
R�t� − R1

R1
�79�

is used to account for perturbations about the equilibrium
bubble radius R1 in the general case where the encapsulated
bubble may be pressurized, such that Pg� P� in equilibrium.
The outer equilibrium radius Rs1 is related to other equilib-
rium radii by

Rs1
3 = R1

3 + Rs0
3 − R0

3. �80�

We set P�= P0+ pac�t� in Eq. �67� to account for an applied
acoustic pressure pac�t�, where P0 is now the pressure at
infinity in the absence of sound. Expansion of Eq. �67� to
quadratic order in �1 then yields

�̈1 + 	�1�̇ + ��g
2 + �e

2 − ��
2�1/2�1

= b�1
2 −

3G1

2F1
�̇1

2 − �1 +
H1

F1
��1�̈1 + 	�2��̇ −

�g
2pac�t�
3�Pg

, �81�

where

�g
2 =

3�Pg

�mF1R1
2 , �e

2 =
Pe��R1�
�mF1R1

,

��
2 =

2

�mF1R1
3��g + �m

R1
4

Rs1
4 � , �82�

are components of the natural frequency,

	�1 =
4

�mF1R1
2��s�1 −

R1
3

Rs1
3 � + �m

R1
3

Rs1
3 � , �83�

	�2 =
4

�mF1R1
2��s�1 −

R1
3

Rs1
3 ��1 + 3

R1
3

Rs1
3 �

− �m�2 − 3
R1

3

Rs1
3 � R1

3

Rs1
3 � �84�

are the viscous damping coefficients at linear and quadratic
order, respectively,

b =
1

2
�3� + 1��g

2 −
R1Pe��R1�
2Pe��R1�

�e
2 − ��

2

+
4�mR1

�mF1Rs1
4 �1 −

R1
3

Rs1
3 � �85�

is the nonlinearity coefficient associated with gas compress-
ibility, elasticity, and surface tension, and

F1 =
�s

�m
+ �1 −

�s

�m
� R1

Rs1
, �86�

G1 =
�s

�m
+ �1 −

�s

�m
��4

3
−

1

3

R1
3

Rs1
3 � R1

Rs1
, �87�
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H1 = �1 −
�s

�m
��1 −

R1
3

Rs1
3 � R1

Rs1
�88�

are coefficients connected with inertia. Primes on Pe denote
derivatives with respect to R. The natural frequency of the
bubble is seen to be ��g

2+�e
2−��

2�1/2, from which �mF1 may
be identified as an effective density of the material surround-
ing the bubble. Although the results are limited to small dis-
placements, 
�1
�1, they are valid for arbitrary equilibrium
gas pressure Pg and shell thickness h0.

For Pg= P�, the initial states of the elastic media are
unstrained, and the equilibrium bubble radius is R1=R0. In
this case, replace subscript 1 by 0 everywhere in Eqs.
�81�–�88�. Equation �76� may then be used to obtain explicit
expressions for the derivatives of Pe that are needed to evalu-
ate �e and b:

Pe��R0� =
4

R0
��s + ��m − �s�

R0
3

Rs0
3 � , �89�

Pe��R0� = −
2

R0
2�11�s + As − 4��m − �s�

R0
3

Rs0
3

+ �15��m − �s� + �Am − As��
R0

6

Rs0
6 � . �90�

Church4 derived an equation similar to Eq. �81� for the case
in which the host medium is a liquid ��m=0�, the shell is
unstrained in equilibrium �Pg= P��, and the elastic response
of the shell follows linear stress-strain theory. The linearity
in stress is with respect to strain, corresponding to the ab-
sence of third-order elastic constants in his result. Since
strain is a quadratic function of displacement, however,
Church’s results do not correspond to setting Pe�=0 in our
results. While our results agree with his for the linear terms,
i.e., for the natural frequency and viscous losses, there is
some inevitable disagreement in the quadratic terms.

VIII. SUMMARY

A model equation derived previously to describe gas
bubble dynamics in a nonlinear incompressible elastic
medium1 was modified to include surface tension, viscosity,
weak compressibility, and the presence of an elastic shell.
Measurements are reported that show the dependence of

equilibrium radius on external pressure for a gas bubble in a
tissue phantom. The measurements demonstrate the effect of
hysteresis. An approached is discussed for taking hysteresis
into account in the equation of motion for the bubble.
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Sound radiation due to unsteady interaction between an inviscid vortex �which models a turbulent
eddy� and a finite length flexible boundary in a two-dimensional space is studied using potential
theory and the matched asymptotic expansion technique. The Mach number of the vortex
propagation is kept below 0.15. Results suggest that the monopole field created by the volumetric
flow induced by the vibrating flexible boundary dominates the overall acoustic power radiation. The
longitudinal dipole directly due to the transverse vortex acceleration is only important when the
vortex is moving over the flexible boundary. The longitudinal dipole resulting from the boundary
vibration gains slightly in importance in the strong vortex case, but the corresponding transverse
dipole remains negligible for the cases considered in the present study. The two longitudinal dipoles
give rise to biased radiation directivities on both sides of the flexible boundary. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2011127�
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I. INTRODUCTION

Air conditioning and ventilation system is a major noise
source in any commercial building. The associated air duct-
work conveys turbulent flows from the fans to the interior
workplaces. The ducted elements will affect the turbulence
thus generated and the propagation of noise. Understanding
the flow-structure-acoustics interactions is therefore of prime
importance in modern building noise control.

The study of the interaction between structural vibration
and acoustics has attracted the attention of many researchers
in the past few decades. For instance, Frendi and Robinson,1

Cummings,2 and Huang3 studied the duct wall vibration in-
duced by a downstream traveling plane acoustic wave in the
absence of a mean flow. Blake4 and Leppington et al.5 ex-
amined the acoustic radiation by vibrating panels, while Wu
and Maestrello,6 Dowell,7 and Howe8 investigated the acous-
tic responses of a plate subject to a distributed surface pres-
sure loading �which is used to simulate the effects of a tur-
bulent boundary layer�. The scattering of sound by a panel in
the absence of a flow was also studied by many researchers,
for instance, Abrahams9 and Leppington.10 In addition,
Graham11 showed theoretically that the curvature of a panel
has significant influence on its sound radiation. Ffowcs
Williams and Lovely12 proved that the presence of a steady
low Mach number mean flow tends to amplify the sound
generated by surface vibration. Davies13 studied the overall
sound power radiated from panels excited by a turbulent

boundary layer and compared his predictions with experi-
mental results. However, details of the flow-structure-
acoustics interactions were not presented.

The turbulent air flow inside air conditioning ductwork
induces pressure fluctuations on the duct walls, resulting in
the vibration of the latter which in turn radiates sound to both
the duct interior and the external environment �breakout
noise�.14 However, corresponding studies on the effect of
flow turbulence on noise generated by flow-induced struc-
tural vibrations is rarely found. The effect of turbulent flow
on the effectiveness of the duct noise control using flexible
membranes proposed by Huang3 is also not clear.

The air flow inside any ductwork in a building is of very
low Mach number ��0.1�. The acoustic analogy15,16 works
well in the estimation of the aerodynamic sound production
at such low Mach number condition provided that the flow
field and the associated solid surface vibration are precisely
known. However, the exact coupling between the turbulent
flow with the duct wall cannot be analytically handled such
that one has to turn to computational technique whose accu-
racy might still be subject to query. The computations are
also very resource demanding. Vortices, though, are drastic
simplifications of the real flows, and have been adapted ex-
tensively in the study of sound generation by turbulent flows
in the presence of a solid object because of their simplicity
such that analytical solutions can be obtained in some cases.
Typical examples of these studies include Howe,17

Obermeier18 and the more recent work of Leung and So19

and Tang and Lau.20

In the present investigation, a vortex is chosen to repre-
sent a turbulent eddy, and the motion of a flexible boundarya�Electronic mail: besktang@polyu.edu.hk
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in an otherwise rigid plane under the actions of this vortex is
calculated. The sound so radiated into the far field on both
sides of this boundary will be analyzed in detail. The effects
of the mechanical properties of the boundary will also be
examined. It is hoped that the present results can provide
information for improved duct noise control design and con-
tribute to the fundamental understanding of the flow-
structure-acoustic interaction.

II. THEORETICAL MODEL

A. Motions of the vortex and the flexible boundary

Since air viscosity and compressibility are of secondary
importance for low Mach number flow noise generation,21 an
incompressible inviscid vortex model is adopted in the
present study. Figure 1 illustrates the schematic of the
present study model. A vortex of strength �circulation� � is
initially located far upstream of the flexible boundary of
length L at a distance d above the rigid plane. The initial
speed of the vortex, Ui, therefore equals � / �4�d�22 and is in
a direction parallel to the rigid plane. The flexible boundary
is at rest initially. The movement of the vortex creates a time
varying fluid pressure on this boundary, causing it to vibrate
and this vibration eventually gives rise to a fluctuating ve-
locity field, which affects the motion of the vortex.

It is assumed that the vibration amplitude of the flexible
boundary, ��x ,��, is small compared to d �and y0� and this
boundary is modeled as a rigid surface with distributed fluc-
tuating velocity v�x ,�� �=�� /���, where � denotes the near
field time. The edges of this flexible boundary are kept fixed
and thus ��−L /2 ,�� /d=��L /2 ,�� /d=0. The induced veloc-
ity at the vortex position �x0 ,y0� due to the boundary vibra-
tion, Vi, can be determined using potential theory22 as

Vi =
x̂

�
�

−L/2

L/2 v�x0 − x�
�x0 − x�2 + y0

2dx +
ŷ

�
�

−L/2

L/2 vy0

�x0 − x�2 + y0
2dx ,

�1�

where the caret denotes unit vector in the direction indicated.
The vortex velocity, V, is thus

V =
�

4�y0
x̂ + Vi. �2�

Owing to the very thin flexible duct wall compared to its
length in practice, the effect of the bending stiffness is usu-
ally insignificant when compared to that of the tension within

the wall. For a wall thickness of 0.5 mm, which is the usual
value for a flow duct, and a duct length of say 10 mm, the
error of neglecting the bending term is less than 0.3%. The
longer the duct length, the smaller this error will be. There-
fore, for simplicity, the time variations of v�x ,�� are obtained
by solving the dynamic equation governing the forced vibra-
tion of a membrane,3 or

M
�2�

��2 = T
�2�

�x2 − D
��

��
− �p , �3�

where M, T, and D denote the surface density, the tension
per unit spanwise length, and the damping coefficient of the
membrane, respectively, and �p represents the differential
air pressure between the upper and lower side of the mem-
brane, which is

�p = − �
��

��
=

��

2�

�

��
tan−1� 2y0�x − x0�

�x − x0�2 + ��2 − y0
2��

−
2�

�

�

��
�

−L/2

L/2 ���

��
log ��x − x��2 + �� − ���2dx�,

�4�

where the prime denotes a quantity along the flexible bound-
ary. For small magnitude low frequency boundary vibration,
contribution from the second term on the right-hand side of
Eq. �4�, which represents a kind of fluid loading,23 is weak as
long as the vortex is in the proximity of the boundary. This is
the case of the present study.

The motion of the vortex and the distributed velocity
v�x ,�� can be updated by solving Eqs. �2�–�4� together with
the instantaneous profile ��x ,�� using a fourth order Runge-
Kutta time integration scheme. The initial conditions are V
=Ui, ��x ,0� /d=0 and v�x ,0� /Ui=0. One can observe that
the present approach is very different from that adopted by
Walker et al.24 in which the vortex is always moving parallel
to the wall.

B. Acoustic far field

The vibration of the flexible boundary and the unsteady
motion of the vortex results in acoustic radiation on both
sides of the boundary. At distance far away from the vortex
and the flexible boundary, the fluid is at rest and the corre-
sponding acoustic potential in frequency domain, �0, is
given by the solution of the Helmholtz equation,

�2�0 + �	/c�2�0 = 0, �5�

where 	 denotes the angular velocity and c the ambient
speed of sound. In two-dimensional space, the outgoing
wave solution of Eq. �5� at the radial distance r is25

�0�r,
,	� = 	
�

A�H�
�1��	r/c�ei�
, �6�

where H�
�1� is the �th order Hankel function of the first kind

and A� is a term to be determined. One way to find � and
A� is by the method of matched asymptotic expansion as
in Obermeier18 and Tang and Lau.20 The inner solution of
the outer wave potential �Eq. �6�� at low frequency is

FIG. 1. Schematic of the theoretical model.
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matched with the outer solution of the inner incompress-
ible near field potential.

1. y /d\�

This is the region in which the sound is created by the
vibrating flexible boundary alone. The fluid potential at a
large distance R in an angular direction 
 from the center of
the flexible boundary is

� = −
1

�
�

−L/2

L/2

v log ��R cos 
 − x�2 + �R sin 
 − ��2dx


 −
1

�
log R�

−L/2

L/2

vdx

+
1

�R
�

−L/2

L/2

v�x cos 
 + � sin 
�dx . �7�

The properties of the Hankel functions25 and Eq. �7� suggests
that the far field potential is

�0�r,
,	� = A0H0
�1��	r/c�

+ H1
�1��	r/c��A1 cos 
 + B1 sin 
� , �8�

where

A0 =
i

2��−L/2

L/2

vdx�F

, A1 =
i	

2c���−L/2

L/2

vxdx�F� ,

B1 =
i	

2c��−L/2

L/2

v�dx�F

and � �F denote the Fourier transform with respect to time.
When r→�,

�0�r,
,	� 
� 2c

�	r
ei	r/c�A0e−i�/4 + �A1 cos 


+ B1 sin 
�e−i3�/4� , �9�

and the time variation of the far field potential can be ob-
tained by taking the inverse Fourier transform of Eq. �9� with
respect to time, bearing in mind that 	 is kept positive in
�0�	�. It can then be shown26 that for the observer time t

r /c,

� 1
�t − r/c

�F

= ei�	r/c+�/4���

	
, �10�

and the inverse transform of Eq. �9� takes the form of a
convolution integral, which is

�0�r,
,t� =
1

�
� c

2r
�

−�

t−r/c 
�
−L/2

L/2

vdx +
cos 


c

�

��
�

−L/2

L/2

vxdx

+
sin 


c

�

��
�

−L/2

L/2

v�dx�
�

d�

�t − � − r/c
, �11�

where � represents the near field time and �� t−r /c. The far
field acoustic pressure, p−, is

p− = − �
��0

�t

= −
�

�
� c

2r

�

�t
�

−�

t−r/c 
�
−L/2

L/2

vdx +
cos 


c

�

��
�

−L/2

L/2

vxdx

+
sin 


c

�

��
�

−L/2

L/2

v�dx�
�

d�

�t − � − r/c
. �12�

Equation �12� shows that the sound radiated consists of a
monopole and two dipoles. The monopole is originated from
the total fluctuating fluid mass flow due to the boundary
vibration. One can notice that for small v /c, the dipoles are
very weak when compared to the monopole and can be ne-
glected as in Filippi et al.23

2. y /d\ +�

The potential at very large distance in this case is a
combination of the vortex potential and the flexible boundary
vibration potential �the reverse of Eq. �7��, which is,

� =
�

2�
�tan−1
 R sin 
 − yo

R cos 
 − xo
� − tan−1
 R sin 
 + yo

R cos 
 − xo
��

+
1

�
�

−L/2

L/2

v log ��R cos 
 − x�2 + �R sin 
 − ��2dx


 −
�yo

�R
cos 
 +

1

�
log R�

−L/2

L/2

vdx

−
1

�R
�

−L/2

L/2

v�x cos 
 + � sin 
�dx . �13�

Following the procedure in the previous section, the far field
pressure, p+, is

p+ =
�

�
� c

2r

�

�t
�

−�

t−r/c ��
−L/2

L/2

vdx +
cos 


c

�

��
�−L/2

L/2

vxdx

+ �yo� +
sin 


c

�

��
�

−L/2

L/2

v�dx�
�

d�

�t − � − r/c
. �14�

An additional dipole due to the unsteady axial vortex force is
created. Its strength may be comparable to that of the mono-
pole as the vortex velocity can be large compared to v. This
will be discussed later.

III. RESULTS AND DISCUSSION

In the foregoing discussion, all length scales are normal-
ized by d. The time is normalized by d /Ui. The tension T,
damping D, and the surface density M are normalized by
�Ui

2d, �Ui, and �d, respectively. The in vacuo wave speed
along the flexible boundary is cT=�T /M such that this wave
speed is also normalized by Ui. In the real scenario, cT

=0.1c is essentially true.27 The present analysis is always
under the low Mach number condition as in a practical flow
duct and L /d is set to 2 in the present investigation. The
structural damping effect is insignificant in practice. Accord-
ing to the setup of Frendi et al.28 and the low Mach number

2184 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Tang et al.: Acoustic radiation by vortex induced vibration



condition invoked in the present study, D ranges from 0.5 to
1. Therefore, D is set to unity in the present study.

The flexible boundary is discretized into 100 equal ele-
ments and it has been confirmed that further increase in this
number does not produce any significant change to the com-
puted results. Without loss of generality, the vortex is intro-
duced initially at x /d=−5 and the corresponding vortex
speed is closed to unity. An increase in this initial vortex
distance from the flexible boundary does not have any sig-
nificant effect on the results.

A. Vortex and flexible boundary motion

Figure 2 shows that effects of cT on the vortex trajectory
at M =100. The vortex moves toward the flexible boundary
for the range of cT tested. This agrees with the results of
Tang29 for a vortex moving over a surface with flow imped-
ance. The transverse fluctuating vortex motion is due to the
vibration of the flexible boundary which is absent in Tang.29

The vortex gets closer to the wall as it continues its path
downstream of the flexible boundary. This appears to be in-
line with the results of Walker et al.24 though the vortex is
kept moving with a constant speed in their study.

It is observed that the deviation of the vortex path from
y /d=1 is small at large cT. For cT�2, the vortex returns to
its initial height above the rigid wall after flying over the
flexible wall. For cT
1, the vortex path varies slowly with
increasing wave speed. The movement of the vortex path
toward the flexible boundary increases rapidly for a rela-
tively strong vortex �cT�1�. The amplitude of the boundary
vibration also increases with decreasing cT, but it is observed
to be below 5% of d throughout the present investigation.
This will be discussed further later. The corresponding trends
for other values of M are very similar to that shown in Fig. 2
provided that the maximum boundary vibration amplitude,
���max, is small compared to d and thus are not presented.
However, one can expect that a higher cT is required to keep
���max small enough for the present model to apply when the
surface density M is reduced. For instance, when M is close
to 2, which is the value adopted by Huang et al.,27 T must be
larger than 30, indicating cT
3.87 and a relatively weak

vortex is required. However, such condition guarantees a
very low Mach number flow and thus is still valid for air
conditioning noise control application.

The transverse accelerations of the vortex with M =100
and different cT are shown in Fig. 3, where �0 denotes the
instant at which the vortex moves above the leading edge of
the flexible boundary �x=−L /2�. The amplitude of the corre-
sponding axial components of the vortex accelerations are
comparable to those shown in Fig. 3 and are more prevailing
than the transverse accelerations. However, they are not pre-
sented because they do not have any direct contributions to
the radiated sound field �Eq. �14��.

At lower T �and thus lower cT�, the transverse accelera-
tion of the vortex is more pulse-like. This is expected from
the characteristics of the vortex paths shown in Fig. 2. A
weaker T results in a larger deflection of the flexible bound-
ary and a relatively more pronounced effect of the edge at
x=−L /2, resulting in a faster downward movement of the
vortex. Stronger sound scattering is expected but the very
directional backward sound radiation by a semi-infinite rigid
edge �for instance in Crighton21� does not exist in the present
study. This is due to the very small vertical vibration of the
flexible boundary at its edges so that the sharp edge effect is
much attenuated as shown in one of the examples in Tang
and Lau.20

Figure 4�a� shows the time variation of the flexible
boundary displacement � at cT=2, M =100. The vortex is at
x /d=1 �at the downstream edge of the boundary� at �−�0

�2. A relatively larger displacement ����max�0.5% of d� is
found when the vortex is moving over this boundary and a
more periodical boundary motion is observed as the vortex
propagates away from it. The corresponding vibration veloc-
ity of the flexible boundary is given in Fig. 4�b�. While its
magnitude is comparable or slightly higher than the trans-
verse velocity of the vortex, its maximum is still �0.5% of
the instantaneous vortex speed.

Another example of the flexible boundary vibration at
cT=0.7071 and M =100 is given in Fig. 5. The weaker ten-
sion within the boundary and thus a relatively stronger vor-
tex results in a larger �, where the maximum amplitude is

FIG. 2. Vortex flight path at M =100: �-·-� cT=2; �¯� cT=�3/2; �—� cT

=1; �–·–� cT=�3/4; �– – –� cT=�1/2.
FIG. 3. Time variations of transverse velocity of vortex at M =100. Leg-
ends: same as those in Fig. 2.
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close to 5% of d. Again, the vortex is at x /d=1 at �−�0

�2 as the axial velocity of the vortex is not much affected
by the flexible boundary. The vibration of the boundary is
periodic. The pattern of boundary vibration velocity is not
symmetrical about the central plane of this boundary �Fig.
5�b��. The maximum boundary vibration velocity reaches
�6% of the vortex speed as shown in Fig. 5�b�.

B. Far field acoustic radiation

Since cT can be chosen to be �0.1c as discussed in
Huang et al.,27 cT=0.1c is set throughout this section. How-
ever, it will be discussed later that the foregoing conclusions
will not be affected by this assumption as far as the Mach
number of the vortex motion remains low. The time integral
of Eqs. �12� and �14� can be carried out numerically by a
proper argument substitution as in Tang and Ko.30

At y→�, the monopole radiation due to the boundary
vibration dominates the radiated sound field as shown in Fig.
6�a� for a relatively weak vortex at cT=2 �T=400, M =100�
and thus c=20. The strength of the longitudinal vibration
dipole is weak compared to that of the monopole, while that
of the transverse vibration dipole is even much weaker and is
not presented. The contribution from the dipole directly cre-
ated by the transverse acceleration of the vortex �vortex di-

pole�, which is pulse-like, is also weak in this case. However,
it is stronger than the dipoles created directly by the bound-
ary vibration when the vortex is in the proximity of the
boundary.

The monopole is in-phase with the vortex dipole at 

�90° but the opposite is true at 

90°. This gives rise to a
slightly downstream-biased radiation, especially when the
vortex is close to the downstream edge of the flexible bound-
ary ��−�0�2�. This appears to be in-line with existing re-
sults of a low Mach number flow over a cavity where similar
downstream-biased overall sound radiation is observed.31

Uncoupled model, such as that of Walker et al.,24 which
assumes no transverse vortex acceleration, appears to be in-
sufficient for the study of flow-induced acoustic radiation.
The increase in cT �and thus c� implies a lower flow Mach
number and results in a reduction of the magnitude of the
vortex dipole relative to that of the monopole. One should
note that the radiation due to boundary vibration at y→−� is
the reverse of that at y→� with the vortex dipole excluded.

Figure 6�b� shows the strengths of the monopole and the
various dipoles at cT=1/ �2�c�7.1�, T=50, and M =100. A
reduction in cT increases the overall contribution of the vor-
tex dipole and thus the extent of the downstream biased
sound radiation. The strength of the vortex dipole is compa-

FIG. 4. Vibration pattern of the flexible boundary at M =100 and cT=2. �a�
Displacement; �b� velocity.

FIG. 5. Vibration pattern of the flexible boundary at M =100 and cT

=�1/2. �a� Displacement; �b� velocity.
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rable to that of the monopole when the vortex is flying over
the flexible boundary, leading to weak upstream radiation.
The longitudinal vibration dipole becomes more important,
but is still weak when compared to the monopole and the
vortex dipole. It can also be noticed that the period of the
vibration dipole is shorter than that of the monopole. The
transverse vibration dipole remains negligible. A stronger
vortex leads to stronger acoustic radiation.

The evolution of the radiation directivity of the stronger
vortex case �Fig. 6�b�� when the vortex is in close proximity
of the flexible boundary is summarized in Fig. 7. The data at


180° are those from the side of the boundary without the
vortex. The weak longitudinal vibration dipole is capable of
producing a slightly biased radiation at 

180°, but the bias
direction is continuously swapping between downstream and
upstream depending on the signs of the dipole and the mono-
pole �whose frequencies are not the same� until the strength
of the dipole becomes negligible. For 
�180°, the stronger
vortex dipole dominates the dipole field and creates a down-
stream biased sound radiation. Similar trends are observed
for other values of M �these results are not presented here�.

The acoustic powers radiated on the two sides of the
boundary are nearly the same at high cT due to the very weak
contributions from the dipoles. At lower cT, the contribution
from the vortex dipole is restricted at the instant of intensive
interaction between the vortex and the flexible boundary, but

is still not very significant. Figure 8 illustrates the time varia-
tion of the “per unit spanwise length” acoustic power radi-
ated at y
0, denoted by W hereinafter, at various cT with
M =100. In general, the acoustic power increases rapidly
when the vortex is moving over the downstream edge of the
flexible boundary and then reaches a maximum during the
next cycle of boundary vibration before it is being damped
down gradually due to structural damping and fluid loading.
It is only at very high cT that the acoustic power is reduced
quickly after the vortex moves away from the flexible bound-
ary. However, the acoustic power in this case is very weak
compared to those of the others presented in Fig. 8.

The maximum W depends also on M as shown in Fig. 9.
A lighter boundary produces stronger acoustic radiation
mainly in the form of monopole even the wave speed relative
to the initial vortex speed is kept fixed �a weaker T�. It

FIG. 6. Time fluctuations of sound fields’ magnitudes at M =100. �a� T
=400; �b� T=50. �—� Monople; �-·-� vortex dipole; �---� longitudinal vibra-
tion dipole.

FIG. 7. Evolution of radiation directivity at M =100 and T=50. �—� �−�0

=−0.28; �– – –� �−�0=0.81; �–·–� �−�0=1.90; �-·-� �−�0=2.99.

FIG. 8. Time variation of acoustic power radiated to upper side of flexible
boundary at M =100. �—� cT=2; �¯� cT=�3/2; �-·-� cT=1; �–·–� cT=�3/4;
�---� cT=�1/2.
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should be noted that ���max for the case of M =50 and cT

=0.7071 reaches 10% of d, which exceeds the prescribed
limit of the present study of 5%. Nevertheless, the reduction
of M from 100 to 50 at fixed cT and c in general results in 1.8
to 2.2 times increase in both ���max, �v�max and the accelera-
tion �not presented here�. The radiated acoustic power tends
to vary with �v�max to a power of �2 when cT is fixed. How-
ever, this power law index shows a tendency to increase
when cT
1, suggesting a faster reduction of the acoustical
radiation efficiency as the vortex speed Mach number ap-
proaches the vanishing value.

For the two values of M studied, the variation of maxi-
mum W with �v�max appears to follow a power law as shown
in Fig. 10. The approximated relationship is

Wmax � �v�max
1.66/�M , �15�

with the result at M =50 and cT=0.7071 falls slightly off-
trend probably due to the relatively large boundary deflec-

tion. The power index is less than that for the compact
harmonic monopole radiation, which is 2 �e.g., Kinsler
et al.32�. This is common for two-dimensional radiation
where the sound source is noncompact in its spanwise
direction. It is expected that W will scale on the overall
volume flow induced by the boundary vibration through a
similar power law relationship.

In the present study, the vortex moves under the influ-
ence of solid boundaries in the absence of a mean flow. How-
ever, it is believed that the presence of a low Mach number
mean flow will tend to increase the acoustic power radiation
as shown in Ffowcs Williams and Lovely,12 though their
study is for a compact vibrating source. Such increase is
expected to be more significant in the two-dimensional case
as the corresponding amplification of acoustic radiation will
then depend on the Mach number to a lower order.33

IV. CONCLUSIONS

An inviscid model was developed to investigate the
sound radiated due to the unsteady interactions between a
vortex and a finite length flexible boundary in an otherwise
rigid wall at low Mach numbers. The vibration displacement
of the latter was kept small. The motion of the vortex was
obtained basically through the potential theory and the sound
radiated on the two sides of the flexible boundary was esti-
mated using the matched asymptotic expansion technique.

The vortex path is deflected toward the flexible bound-
ary and the deflection is larger as the tension in the boundary
decreases. This results in larger boundary vibration magni-
tude and higher vortex transverse acceleration. The vortex
continues its motion parallel to the rigid wall as time goes
on, but at a lower height above the wall unless the wave
speed along the flexible boundary is considerably higher than
the initial vortex speed, which is the case for a relatively
weak vortex.

The results of the matched asymptotic expansion show
clearly that the rate of change of volumetric flow induced by
the flexible boundary vibration and the transverse vortex ac-
celeration are two major sources of sound. The former cre-
ates a monopole field and dominates the overall acoustic
power radiation. The transverse vortex acceleration gives rise
to a longitudinal dipole which is only significant to the
acoustic radiation above the flexible boundary when the vor-
tex is flying over this boundary. The interaction between
these two sound fields results in a downstream-biased acous-
tic radiation.

The boundary vibration also creates one longitudinal and
one transverse dipole. The latter is too weak to be important.
The longitudinal dipole becomes a bit more important when
the wave speed of the flexible boundary is reduced. This
results in a slight bias in the acoustic radiation direction on
the side of the boundary without the vortex. The radiation
directivity swaps between downstream and upstream as the
period of the longitudinal dipole strength variation is about
double that of the monopole. It is also found that the strength
of the per unit spanwise length acoustic power radiation
scales approximately with the vibration-induced volumetric

FIG. 9. Variation of maximum acoustic power radiated with cT. ��� M
=100; ��� M =50.

FIG. 10. Power law relations between vibration velocity and acoustic power
radiation. ��� M =100; ��� M =50; �—� power law curve �Eq. �15��.
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flow to a power of �1.66 and the inverse of the square root
of the surface density of the flexible boundary.
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Acoustic analysis of a computer cooling fan
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Noise radiated by a typical computer cooling fan is investigated experimentally and analyzed within
the framework of rotor-stator interaction noise using point source formulation. The fan is 9 cm in
rotor casing diameter and its design speed is 3000 rpm. The main noise sources are found and
quantified; they are �a� the inlet flow distortion caused by the sharp edges of the incomplete
bellmouth due to the square outer framework, �b� the interaction of rotor blades with the
downstream struts which hold the motor, and �c� the extra size of one strut carrying electrical wiring.
Methods are devised to extract the rotor-strut interaction noise, �b� and �c�, radiated by the
component forces of drag and thrust at the leading and higher order spinning pressure modes, as
well as the leading edge noise generated by �a�. By re-installing the original fan rotor in various
casings, the noises radiated by the three features of the original fan are separated, and details of the
directivity are interpreted. It is found that the inlet flow distortion and the unequal set of four struts
make about the same amount of noise. Their corrections show a potential of around 10-dB sound
power reduction. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2010367�
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I. INTRODUCTION

The problem of computer cooling fan noise is receiving
increasing attention due to the continuous development of
CPU power, and the trend of slim packaging. It may be said
that, despite many unanswered questions, there is an abun-
dance of general aeroacoustic knowledge regarding fan
noise. However, to the best of the authors’ knowledge, a
detailed, systematic study on each component of the noise
mechanism present in a specific type of cooling fan is yet to
be reported. Using a typical computer cooling fan sample,
the present experimental study aims to identify and quantify
the exact source mechanisms in the fan assembly, and the
directivity of the radiated sound. The emphasis is on the
tonal noise but some preliminary results for the broadband
noise are also reported. It is hoped that both qualitative and
quantitative knowledge derived from such an experimental
study would pave the way for further theoretical, computa-
tional modeling and, ultimately, design of a quiet computer
cooling fan. In the remainder of this section, the relevant
literature is briefly reviewed, followed by the description of
the features of the sample fan.

In terms of general aeroacoustics research for rotating
machines, Gutin �1936� was among the first to quantify the
propeller noise caused by the rotation of steady loading, later
called Gutin noise. Lighthill’s �1952� acoustic analogy pro-
vided a formal platform of investigating aerodynamic sound,
which was soon extended by Curle �1955� to include the
effect of solid boundaries by replacing it with distributed
dipoles while the explicit effect of acoustic scattering was
neglected. It was not until Ffowcs Williams and Hawkings
�1969� formally extended Lighthill’s acoustic analogy by us-
ing the generalized functions to account for the effect of all

solid boundaries in arbitrary motion. A comprehensive theo-
retical treatment of flow-induced noise was given by Blake
�1986� and also by Howe �1998� in his recent monograph.
The use of the so-called Ffowcs Williams and Hawkings’
equation became a dominant feature from late 1970s in the
field of acoustics for rotary machines. Generally speaking,
there are three types of sources in a turbomachine or any
machine with moving blades, monopole from the blade mo-
tion, dipole from fluctuating forces on blades, and quadru-
pole emanating from the core of turbulent jets. The sound
power scales as the fourth, sixth, and eighth power of the
representative flow speed for the three types of elementary
sources, respectively. The tightly coupled monopoles on a
rigid moving blade is effectively dipoles, and they are called
thickness noise. For low speed applications, both thickness
noise and the dipole related to the steady-flow loading, or
Gutin noise, are unimportant when compared with the dipole
arising from the unsteady flow features. Bulk turbulence
noise is negligible, but its interaction with solid surface is
not. As pointed out by Ffowcs Williams and Hall �1970�, the
scattering of convected boundary layer waves by a terminat-
ing edge of a half plane could generate powerful sound
which scales as the fifth power of flow speed, and is known
as the trailing edge noise. However, this reduction of the
power exponent comes about as the solid surface provides a
baffling effect. Such effect is absent and the power depen-
dency goes back to the sixth when the blade is compact
compared with the wavelength �Blake 1986�. This is the case
for the computer cooling fan being investigated here.

Focusing on the specific mechanisms at work in turbo-
machines and axial flow fans at subsonic speeds, it is found
that the dominant noise source is often the unsteady pressure
fluctuation arising from the interaction between rotating
blades and stationary blades, or between rotating blades and
steady but nonuniform incoming flow. Fitzgerald and
Lauchle �1984� gave a comprehensive list of possible physi-
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cal mechanisms of noise radiation present in a subsonic fan.
They have also made efforts to eradicate each one of these
mechanisms and achieved success in noise reduction. Typical
noise spectrum consists of a broadband superimposed by
pure tones, mostly at the fundamental and the harmonics of
the blade passing frequency �BPF�. The dominant source for
the pure tones is the interaction events. One of the most
significant contributions was made by Tyler and Sofrin
�1962�, who revealed the important role played by the num-
bers of rotor and stator blades. The phenomenon of modal
cut-off was discovered and shown to be consistent with duct
acoustics. A contrast was made by Lowson �1970� between
this cut-off behavior for the ducted fan and the acoustics of
the unducted fan. He demonstrated that the radiation of the
mismatched spinning modes cannot be cut off altogether but
is rather reduced in acoustic efficiency. Kaji and Okazaki
�1970�, using the wake models of Kemp and Sears �1953,
1955�, modeled the rotor-stator interaction with careful dou-
blet arrays while preserving the blade effects on sound
propagation in the duct and imposing Kutta conditions on
trailing edges. Numerous studies on interaction noise were
also conducted in the helicopter community. In most such
studies, the focus has always been on the interaction between
rotor and stator, and most noise is generated from the down-
stream part, namely the downstream stator or the rotor be-
hind an inlet guidevane. The effect of a downstream stator on
the upstream rotor is normally negligible in comparison.
However, such effect seems to be the dominant noise source
in the present study where the downstream stator are circular
cylinders used to support a motor. The reason why the radia-
tion from the downstream cylinders, or struts, is small com-
pared with that from the upstream rotor blades is that the
blades are so profiled to generate lifting forces while cylin-
ders are not. The nature of the rotor-strut coupling in this
case is mainly potential flow interaction, and the specific
problem treated here represents a gap in literature.

In terms of the broadband noise, Sharland �1964� was
one of the first to quantify it for axial-flow compressors.
Three possible sources of broadband noise were described:
the unsteady blade surface pressure arising from the turbu-
lent boundary layer, lift fluctuation from the unsteady vortic-
ity shed from the trailing edge, and random inlet flow fluc-
tuations. The relationship between the first two mechanisms
and the trailing edge noise described later by Ffowcs
Williams and Hall �1970� was not clear at that point. Mu-
gridge and Morfey �1972� also attempted to give an order of
magnitude estimate for the broadband noise. A comprehen-
sive review of earlier research was given by Morfey �1973�.
Longhouse �1976� categorized the tonal noise as rotational
noise, and the broadband noise as nonrotational noise. His
work demonstrated that design features good for reducing
broadband noise could contradict those for discrete tones.
Dominant nonrotational noise mechanisms are the vortex
shedding from the blades and the tip clearance vortex inter-
acting with the blade inner span or a neighboring blade. The
former was studied in detail in Longhouse �1977� by using a
rotor with very small tip clearance. It was shown that the
vortex shedding can be suppressed by a leading edge serra-
tion which served as a vortex generator, and the resulting

turbulent flow was less coherent and less efficient in radiat-
ing sound than the trailing edge scattering of instability
waves in the laminar boundary layers in transition �Tollmien
Schlichting, or TS, waves�. It was proposed that Tollmien
Schlichting waves are convected and magnified as they ap-
proach the trailing edge. The scattered sound initiates a dis-
turbance back to the upstream TS waves forming a feedback
loop. The noise radiated peaks at frequencies for which the
distance between the transitional point and the trailing edge
is an integer number of the TS wavelengths. The frequency
of such discrete tone, as well as relative silence at other
frequencies, has no bearing on the rotational speed of the fan,
but a rigorous theory is yet to be formulated for such tones.
Tip clearance noise is also regarded as the main mechanism
of broadband noise by many researchers. Longhouse �1978�
and Fukano et al. �1986� reported significant reductions of
broadband noise when the clearance was minimized or a
shroud was used. More recently, similar achievement was
made by Quinlan and Bent �1998� albeit with some increase
in low-frequency tonal noise. Apart from the two mecha-
nisms described above, inlet flow turbulence is also regarded
as a major contributor to the broadband noise although it
serves as a tonal source at the same time when the turbulence
scale is larger than the blade spacing. In most machines, the
inlet flow passes through a contraction due to the bellmouth,
and eddies present in the turbulent incoming flow get elon-
gated as they squeeze through the tip clearance region of
blades �Majumdar and Peake, 1998�. Trunzo et al. �1981�
investigated the sound radiated by the repeated chopping of
such elongated eddies by the rotating blades. The tonal noise
radiated was shown to be suppressed significantly when the
eddies were broken up by an inlet grid at the expense of
increased broadband noise. Majumdar and Peake �1998�
treated the problem analytically in the context of quantifying
the effect of ingested atmospheric turbulence during a
ground based test of aeroengines.

Given such a variety of possible noise mechanisms, it
would be of great practical interest to identify the dominant
factor for a specific application. The current study focuses on
the methodology of identifying such dominant noise source.
For a computer cooling fan, much of the noise could be
radiated by the interaction of the swirling exit flow and the
cramped environment a cooling fan finds itself in. Neverthe-
less, the search for a quiet cooling fan has to start with a
smooth flow condition when the fan operates in free space. A
photograph of a typical cooling fan is shown in Fig. 1. As
shown in the front view of Fig. 1�a�, the fan has a rotor of
seven well-profiled blades. The inner diameter of the casing
is 9 cm, and the rotational speed is 3000 rpm when it is
connected to a dc power supply of 12 V at a current of 0.4 A
and operated at the free delivery condition. The inlet flow
velocity is measured to be 5.1 m/s. The inlet has a bellmouth
design with a straight slope of 5 mm in length, but the bell-
mouth is made incomplete by the square casing frame. The
rotor is driven by a downstream motor attached to the casing
via four struts, which are shown in the back view in Fig.
1�b�. The lower left strut is larger than the rest in order to
carry electric wiring. Figure 1�c� shows the top view �plane
x−y� of the measurement plane with four symmetrical mi-
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crophone positions, and the definition of � in the lower-left
quadrant. The fan is always held in the upright position, per-
pendicular to the horizontal plane. It is shown in the follow-
ing that the orientation of the large strut matters to the noise
measured on the horizontal plane. Figure 1�b� shows the
“natural” position of the large strut, while two more positions
are illustrated in Fig. 1�d� in the back views of the fan �plane
y−z�. The upper drawing is for a vertical large strut and the
lower one a horizontal large strut.

For such a cooling fan, Gutin noise is unlikely to be of
any practical importance as the tip Mach number is of the
order of 0.05. The main noise sources are the fluctuating
pressures on rotor blades and struts caused by the unsteady
flows. The mechanism for the broadband noise is left to fu-
ture studies. For discrete tones, the following sources com-
pete for dominance:

�1� The inlet flow distortion caused by the incomplete bell-
mouth frame.

�2� The tip leakage flow and the possible flow separation
from both rotor blades and cylindrical struts.

�3� Scattering of unsteady boundary layer flow by the rotor
trailing edges.

�4� The interaction between the rotor and downstream struts.

In terms of temporal characteristics, mechanisms 2 and 3 are
not related to the fan rotation while mechanisms 1 and 4 are.
If the fan rotation is accurately timed by an optical tachom-
eter signal, the sound pressure measured by a microphone
can be synchronously averaged to find the part of noise that
is phase locked to the fan rotation. This part of noise is called
rotary noise in the present study. The remaining sound is
loosely defined as random noise although the source mecha-
nism may have a periodical behavior. Having said that, there
is a possibility of time-domain modulation by the fan rota-
tion for mechanisms 2 and 3. For example, if the tip clear-

ance is not uniform, fan rotation would be featured in the tip
leakage flow. Due to such consideration, a baseline model is
built to quantify mechanisms 2 and 3. The baseline model is
illustrated in the central part of Fig. 1�c� and its construction
is described as follows. First, the casing and struts of a
sample fan are removed. The assembly of fan motor and
rotor is mounted on a cylindrical rod extending downstream
from the back of the motor. The rod has the same diameter as
the motor base, and it does not cause any interference to the
exit flow of the fan. A new casing with a proper bellmouth is
fabricated and is held separately to form a uniform tip clear-
ance for the rotor. Mechanisms 1 and 4 are thus excluded in
the baseline model. It is shown that the baseline noise mainly
features a broadband spectrum with few visible peaks. Fol-
lowing the same methodology, mechanisms 1 and 4 are also
investigated separately by building models each being exclu-
sive to one mechanism.

II. METHODOLOGY AND THE BASELINE CASE

In the following, the method of time-base-stretched syn-
chronous averaging is described first, followed by the sepa-
ration of the rotor-strut interaction event into drag and thrust
forces by utilizing the acoustic directivity characteristics.
The result of the baseline model is then analyzed together
with the basic aerodynamic considerations.

A. Time-base-stretched synchronous averaging

The experiment is conducted in an anechoic chamber
with a cut-off frequency of 80 Hz. The fundamental fre-
quency of the fan noise is 350 Hz, so the laboratory environ-
ment simulates a free space. The instrumentation consists of
the following components. A tachometer �B&K type M003�
is used together with a stroboscope �B&K type 4913�. The
sample fan is installed vertically on a tripod, while a 1

2 in.
microphone �BSWA-MA201� is fixed at a distance of r0

=0.5 m from the fan center at a height level with the center.
The tripod can be manually rotated around its vertical axis to
map out the noise directivity, while the optical sensor is fixed
relative to the mobile part of the tripod. The latitudinal angle
� is defined in Fig. 1�c� as the angle between the rotational
axis and the source-observer vector drawn from the fan cen-
ter to the microphone. The microphone is calibrated by
B&K’s calibrator type 4231 before being used, and its signal
is bandpass �200 Hz–10 kHz� filtered, and amplified by
B&K’s Nexus Conditioning Amplifier type 2693. The result-
ant signal is called the “raw” signal of sound before being
further processed. The signals from the tachometer and the
microphone are sampled by the National Instruments’ 16-bit
PCMCIA card �type SHC68-68-EP� at a rate of Fs=16 kHz.
Note that the required upper limit of the bandpass filter
should be 8 kHz instead of 10 kHz for this choice of Fs.
However, the filter design does not allow this. It is felt that
this mismatch should not affect the results as trial measure-
ment using a higher sampling rate did not show much fan
noise beyond about 5 kHz. Typical traces of the two channels
are shown in Fig. 2. The tachometer signal is shown in the
upper part of Fig. 2�a�, while the raw signal of sound is
shown in the middle. The period of each rotational cycle is

FIG. 1. �Color online� Experimental configuration. �a� and �b� The front and
back views of the sample fan. �c� The top view of the horizontal measure-
ment plane �x−y� for the baseline rig. �d� The back view of two orientations
of the large strut.
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found by the adjacent tachometer pulses. When the fan runs
at a nominal speed of 3000 rpm, or 50 revolutions per second
�rps�, the standard deviation of instantaneous speed �rpm� is
about 10–20, and the difference between two consecutive
cycles is about 4 data points maximum in a total of N
samples calculated as N=Fs/ rps=16000/50=320. The sig-
nals between the two rising edges of the pulses are treated as
one complete rotational cycle and, during the post-data-
acquisition analysis, the raw wave forms are digitally resa-
mpled to 320 points. The resampled cycles are overlapped
for averaging. The result is a time-base-stretched synchro-
nous average, and is called “rotary sound.” A sample is
shown in the lower part of Fig. 2�a�. The duration for each
data acquisition session at one measurement position is 10 s,
which gives about 500 cycles for averaging. The spectrum of
the raw signal is shown in Fig. 2�b� as a thick solid line,
while that of the rotary sound is plotted as a bar chart. The
data length for FFT is exactly one cycle, or 320, so the fre-
quency resolution shown in the abscissa is the rotational
speed �rps�, and the frequency index of B=7 represents the
BPF. Since signals below 200 Hz, or 4 rps, are contaminated
by the microphone self-noise and are filtered out, the atten-
tion is focused on the noise at BPF and above. For the par-
ticular spectra shown in Fig. 2�b�, the broadband noise
ranges from a sound pressure level, Lp �re 20 �Pa�, of about
30 dB around the first BPF down to about 20 dB around the
sixth BPF, while the background noise in the anechoic cham-
ber is found to be below 10 dB based on the current spectral
analysis setting. Three peaks at the frequencies of �1–3� BPF
are found above the broadband level, and Fig. 2�c� provides
a zoom-in view of Fig. 2�b�. The difference between the raw
noise power and the rotary sound power is defined as the
random noise power although the underlying mechanisms
might well be periodic in nature. This noise is also described
as nonrotary noise in this paper. Note that the method of
synchronous averaging is not new, e.g., Washburn and
Lauchle �1988�, but the use of the time-base stretching ap-
pears to be less common. If the results are re-processed with-

out using the time-base stretching, random noise energy is
found to be increased while the rotary noise is decreased due
to the change of rotational speed for this particular fan. In
other words, the energy of rotary noise “leaks” into that of
random noise. For the original fan noise measured, shown
later in Fig. 3, postprocessing using the time-base stretching
gives an increase of 1.5 dB in rotary sound power compared
with that without time-base stretching.

For a measurement point of spherical coordinates of
�r0 ,� ,��, where � is defined in Fig. 1�c� and � is the rota-
tional angle of the fan rotor, sound intensity is calculated as
I�� ,��= prms

2 /�0c0 and the distribution of I��� for a given � is
plotted as a two-dimensional directivity, �=0, � being lo-
cated on the horizontal plane. The sound power is found by
the integration of I�� ,�� over the spherical surface of radius
r0=0.5 m, which is given in the following together with the
definition of the sound power level, Lw,

W = r0
2�

0

2�

d��
0

�

I sin � d� ,

�1�
Lw = 10 log10�W/Wref�, Wref = 10−12 W.

Assuming that I does not change with �, the sound power
can be found by a measurement over the horizontal plane
only. It is shown later that this assumption is invalid for
sound generated by the interaction between the rotor and one
downstream strut. In such case, more sound is generated on
the horizontal plane than on other planes when the strut is
placed upright, as shown in the upper drawing of Fig. 1�d�.
The actual sound power is between such overestimation and
the underestimation produced by the horizontal plane inte-
gration when the strut is placed horizontally. Figure 3 shows
the horizontal directivity of the original fan when the large
strut is placed in its natural oblique position shown in Fig.

FIG. 2. �Color online� Time-base-stretched synchronous averaging. �a� The
two channels of raw signals, together with the synchronously averaged wave
form on the bottom part. �b� Comparison of the spectra for the raw signal
with that of the averaged signal �bar chart�. �c� Zoom-in view of �b�.

FIG. 3. �Color online� The directivity of sound intensity of all frequencies
on the horizontal plane for the original fan when the large strut takes the
natural position shown in Fig. 1�b�.
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1�b�. Comparisons are made later with measurements for the
vertical and horizontal positions for the large strut. The solid
line in Fig. 3 is the intensity of the raw noise, while the
dot-dash line is the rotary sound. The difference is the so-
called random noise, and is shown by a thin solid line. Note
that all three sound intensity curves plotted are the result of
summation over all frequencies. In this particular case, the
rotary sound dominates, and the values of the sound power
levels, Lw, are given in the lower horizontal label of the
figure. The asymmetrical sound intensity pattern is a result of
interference of sounds radiated by different unsteady force
components. A brief account is given in the following for the
point source formulation due to Lowson �1970� leading to
the decomposition of sound pressure.

B. Point source formulation

As shown in our recent analysis �Huang, 2003�, the
physical size of the source can be compact, but whether the
source can be described by a point source depends on the
circumferential distribution of unsteady forces. Unsteady lift
on airfoil, L, is decomposed into two components: thrust, T,
in the direction of the rotational axis and drag, D, in the
circumferential direction against the rotation. The amplitude
of the far field acoustic pressure due to the rotor is found to
be �Lowson, 1970�

Cn=mB
�rotor� =

im�B2S

2�c0r0
�

k=−�

�

i−�e−i�	�T
 cos � −
�

nM
D
�

�J��nM sin ��, � = n − 
, n = mB, 
 = kS ,

�2�

where T
 and D
 are the 
th Fourier series amplitudes of
the thrust and drag forces, respectively, B and S are the
rotor blade and strut numbers, respectively, M =�rs /c0 is
the rotational Mach number of the point source at radius
rs, n=mB is the frequency index and m is the index of BPF
harmonics, 
=kS is the index of the source frequency, k is
an arbitrary integer, and 	 is the angular position of the
first strut relative to the observer on the horizontal plane
of �=0. The parameter of 	 is only useful when discuss-
ing the cross-modal coupling for the single-strut noise
later on. The same formula holds for sound radiated by the
strut except that the source frequency 
 is replaced by n
since the stationary source can only radiate sound at its
own frequency. Parameter � is the index of spinning pres-
sure mode, and it very much controls the amount of sound
power radiation. The argument of the Bessel function is
small, 	nM sin �	�1, so the sound radiation is only effi-
cient when the order of the function, �, is very low, such
as �=n−
=0, ±1, ±2, for which the Bessel functions can
be approximated as follows:

J0�z� 
 1 −
z2

2
, J1�z� 


z

2
, J	�	
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1
�2��

� ze

2�
��

.

�3�

The thrust force does not change direction, so it radiates
noise most efficiently at the frequency of the source itself,

for which �=0. For the drag force, �= ±1 is the most effi-
cient mode since the force component changes its direction
once per cycle even when its magnitude is constant. It is
shown in �Huang, 2003� that the effect of angular noncom-
pactness is small for the leading order modes of radiation,
�=0, ±1. For these modes, the instantaneous pressure inte-
gration for lift L suffices for the purpose of acoustic calcu-
lation.

The sound power at frequency index n is essentially the
spherical integration of 	cn	2 where cn given in Eq. �2� is the
sum of all possible radiation modes. Apart from the quadratic
terms from each mode/force, there are two types of coupling
terms. It can be shown easily that the integration of the drag-
thrust coupling, a cross-component coupling, vanishes, but
the coupling between different modes of the same type of
force component, a cross-modal coupling, does produce
sound powers. Ignoring such cross-modal coupling for the
moment and assuming the independence of sound intensity
on �, the sound power is found as

Wn = �
0

� 	cn	2

2�0c0
2�r0

2sin � d�

=
�nBS��2

4��0c0
3 ��2

3
T
,�=0

2 + 0.336D
,�=±1
2 �

+ �1.07T
,�=±1
2 + 1.16D
,�=±2

2 ��nM

4
�2

�4�

in which the leading order and higher order modes are sepa-
rated into two groups inside the square brackets. For the
leading orders, the source radius rs does not matter as M is
absent in the sound power expression. For the less efficient,
higher order modes, a factor of M2 appears. Notice that a
factor of �2 is also present in front of the square bracket at
the right-hand side of Eq. �4�. If the force magnitudes scale
with the kinetic energy of flow, T
 ,D
�M2, the sound
power radiated is proportional to M6 for the leading orders of
� and M8 for the next higher orders. For M =O�0.05�, the
higher order modes are typically 20 dB below those of the
leading order modes. Assuming that there is cross-modal
coupling between �=0 and �= ±1 for the thrust noise, the
result would be a sound power which depends on M7. The
same applies to the drag noise for �= ±1 and �= ±2. How-
ever, such coupling can only occur when there is only one
strut, S=1, as S determines the gap between the possible
modal indices �. This topic is revisited in the following
when S=1 is investigated experimentally.

The contribution from different force components can be
separated by the horizontal directivity of the radiated sound.
According to Eq. �2�, the leading order thrust noise is for �
=0, and the sound pressure is proportional to cos �. This is
denoted as T0 noise. The leading order drag noise has �
= ±1 and the sound pressure features sin �. This is denoted
as D1. The immediate higher order thrust noise is from �
= ±1, and its directivity features cos � sin �. This is denoted
as T1. The drag noise of �= ±2 has a directivity of sin2�, and
is denoted by D2. The patterns of the four noise components
are shown in the upper row of Fig. 4, while some possible
combinations of different modes are shown in the lower row
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of Fig. 4. The labels in the main lobes denote phase angles,
and the modal combinations are indicated in the coordinate
labels.

Comparing phase distributions of thrust noise with drag
noise, it is obvious that each has a unique feature of its own.
Thrust noise changes sign across the rotational plane, while
the drag noise does not. This difference, and the difference of
sign between the first two quadrants of � and the other quad-
rants, allow the following separation of noise radiated by
different force and modal components �indicated by the sub-
scripts�;

pT0 =
p1 − p2 − p3 + p4

4
, pT1 =

p1 − p2 + p3 − p4

4
,

�5�

pD1 =
p1 + p2 − p3 − p4

4
, pD2 =

p1 + p2 + p3 + p4

4
,

where p1 , p2 , p3 , p4 represent the synchronously averaged
sound pressures measured at the four symmetrical positions
in the four quadrants shown in Fig. 1�c�. Note that the first
quadrant is taken as the lower-left position where � ranges
from 0° to 90° as shown in Fig. 1�c�. This time domain
separation requires a correct phase angle relation between
measurements of sound at different times using the same
microphone. This is achieved by fixing the tachometer rela-
tive to the fan.

The combination of different component noises can pro-
duce a huge variety of patterns, for which four are shown in
the lower row of Fig. 4. Figure 4�e� shows the combination
of the leading thrust noise, T0, with the leading drag noise,
D0, which produces an oblique major axis of noise in the
lower-left and upper-right quadrants. The directivity is nev-
ertheless symmetrical with respect to this major axis. Figure
4�f� shows the combination of the leading mode drag noise
�D1� with the higher order mode thrust noise �T1�, and the
result is a forward leaning directivity, which contrasts with
the typical propeller noise, the latter being mainly beamed
towards the rear. Figure 4�g� shows the combination of D1,
D0, and T1, and the result is a pattern with a larger lobe in
the upper-right quadrant than in the lower-left. Figure 4�h�
shows another three-component noise with different phase

angle relation, and the result is in fact the pattern found for
the original fan when the large strut is in its natural position,
cf. Figs. 1�b� and 3.

Shown in Fig. 5 are the experimental results for the four
component noises, cf. Eq. �5�, for which the overall directiv-
ity is shown in Fig. 3. In the plot of Fig. 5, the radius is the
rms value of sound pressure and the scale is amplified for
smaller noise components for visual clarity. The pattern
shown in the lower-right quadrant is the leading mode drag
noise, D1, for which the sound power level is LwD1

=49.1 dB. The lower-left quadrant shows the leading mode
thrust noise, T0, which has LwT0=39.8 dB, and the plot is
magnified by five times, as indicated by the label of
T0��5�. The upper-left quadrant is the higher order thrust
noise with LwT1=30.2 dB, while the upper-right quadrant is
the radial noise for the mode of �=0 with LwR0=30.3 dB.
Radial noise is caused by the radial component of the un-
steady forces on blades and struts, and it is excluded from

FIG. 4. �Color online� Sound intensity
directivity for the most important
modes �a�–�d�, and a few interesting
combinations. The sound pressure ex-
pressions are �a� cos �, �b� cos � sin �,
�c� sin �, �d� sin2�, �e� sin �+cos �,
�f� sin �+cos � sin �, �g� sin �+cos �
−0.2 cos � sin �, �h� sin �+0.2 cos �
+0.3 cos � sin �.

FIG. 5. �Color online� Source decomposition for the BPF noise measured
for the original fan. The directivity is shown for the rms sound pressure.
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Eq. �2� as it is small for most cases considered in the current
study. Radial noise could be important when the rotor or
stator blades lean significantly. Details of the radial noise
formulation can be found in �Huang, 2003�.

C. The baseline noise

The noise made by the rotor blades alone can be inves-
tigated by a baseline case defined as the rotor blades operat-
ing in an all-clear condition with bellmouth inlet and no exit
strut, the motor being supported by a solid cylinder extend-
ing downstream from the back of the motor, as illustrated in
Fig. 1�c�. The horizontal directivity and spectra at two lati-
tudinal positions are shown in Fig. 6. Figure 6�a� shows that
nonrotary sound �dash-dot line� dominates and the main
noise axis is the rotational axis. The rotary part �solid line� is
so small that it has to be amplified by ten times in terms of
intensity to be seen clearly in the same plot. Noise spectra at
the inlet position of �=0 and another position of �=330° are
shown in Figs. 6�b� and 6�c�, respectively. The solid lines are
for the raw noise, and the bar charts are for the synchro-
nously averaged rotary noise. If an unsteady flow process,
such as vortex shedding, is rotation-independent, it should
feature in the raw noise spectrum but not much in the syn-
chronously averaged. On the other hand, if the process is
modulated by or synchronized with the rotation, the two
spectra would coincide. The bar charts in Figs. 6�b� and 6�c�
show that many peaks appear but most are below the broad-

band level of around 20 dB. Three clusters of peaks centered
around 7, 16, and 24 rps are prominent. The noise at BPF
=7 rps is likely to be caused by the presence of inevitable
nonuniform inlet flow condition which produces regular lift
fluctuations on the rotor blades. The frequencies of the peaks
at 16, 24 rps, and indeed most lower peaks, are multiples of
4 rps, which may be caused by the motor vibration since
there are four coils inside the brushless motor. This conjec-
ture needs to be further validated by careful vibration mea-
surement and analysis, which is not conducted in the present
study as the peaks appearing on BPFs are dominant.

III. SINGLE- AND FOUR-STRUT RIGS

Noise radiated by the interaction between rotor blades
and downstream struts can be better understood when struts
are added to the baseline case in which a large inlet bell-
mouth is used. The following analyzes two cases, one with a
single strut, denoted as S1, and another with four equal
struts, denoted as S4. The case of a single strut is rather
special, and its interpretation would go a long way to vali-
dating many aspects of the point source formulation pre-
sented in Sec. II. On the other hand, the case of four struts is
very close to a fan of correct aeroacoustic design.

A. Single-strut interaction noise

The measured noise for S1 design is shown in Fig. 7.
The strut is placed at the vertical position, as shown by the

FIG. 6. �Color online� Noise from the
baseline rig. �a� The directivity of ran-
dom noise and rotary noise �amplified
by 10 times�. �b� and �c� The spectra at
�=0, 330°, respectively.

FIG. 7. �Color online� Noise radiated
by a rotor interacting with a single
downstream strut. �a� The directivity
of rotary and non-rotary noise, �b� and
�c� spectra at two important locations.
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large strut in the upper drawing of Fig. 1�d�, and the radiated
noise is loudest on the horizontal plane. The rotary noise has
a power of 38.0 dB, while the overall is 45.2 dB. In Fig. 7�a�,
the intensity for the rotary noise �solid line� is magnified by
five times for visual clarity. A major rotary noise axis is
found along the direction of �=30°, and the pattern is clearly
similar to Fig. 4�e� where the leading order drag noise �D1�
interferes with the leading order thrust noise �T0�. Figure
7�b� shows the spectrum at the inlet position of �=0 with
prominent peaks appearing at 16 and 24 rps. The highest
peak is, however, at the BPF. The peak is highest for the
major axis of �=30° in Fig. 7�c�.

Recalling Eq. �2�, the BPF noise radiated by the rotor
with S=1 is found as a combination of the leading thrust
mode of �=0, and the two leading modes of drag noise, �
= ±1. The combined leading order noise is

cn=B
�rotor� =

i�B2

2�c0r0
�T7cos � +

i

2
sin ��D6e−i	 − D8ei	�
 .

�6�

When the strut is placed on the horizontal plane, where the
observer is, 	=0, and the drag noise is made by the drag
magnitude of �D6−D8�. When the strut is placed vertically,
	=� /2, and the source magnitude is �D6+D8�. When con-
sidering the noise radiated by the pressure fluctuation on the
strut, the source frequency has to be changed from 
=kS to
n=B, hence D6 and D8 are changed to D7. Therefore the
result for drag noise with a horizontal strut features D7−D7

=0. Focusing again on the rotor noise, the major noise axis
of 30° found from Fig. 7�a� means that the magnitude for
thrust noise is higher than that of the drag noise. In other
words, 	T7	
 	D6+D8	 /2. In fact, the decomposed thrust
noise has LwT0=34.7 dB, while the drag noise has LwD1

=33.6 dB.

B. Four-strut fan noise

The noise radiated by the interaction between the rotor
blades and struts of equal size is investigated by using a large
bellmouth at the inlet, which has been shown to be almost
free from rotary noise at BPF and its harmonics. For four

struts interacting with the rotor of seven blades, the theory of
Eq. �2� predicts that the minimum order for the first BPF is
�=B−2S=−1, implying that the drag force is the leading
order noise source, while the thrust force is a higher order
noise source. The measured noise radiation is shown in Fig.
8 for four struts skewed in the direction shown in Fig. 1�b�
but with equal strut size. As shown by the dash-dot line of
Fig. 8�a�, the major rotary noise axis is along the direction of
�=100°. It is also found that most rotary noise concentrates
on the BPF. The rotary noise is decomposed according to Eq.
�5� and the component directivities for BPF are shown in
Fig. 8�b�. The leading order drag noise �D1� is shown in the
lower-right quadrant and it has a power of LwD1=39.8 dB,
while the thrust noise of the first order �T1� is shown in the
upper-left quadrant and it has LwT1=16.7 dB. The compari-
son of these two components conforms to earlier analysis
which predicts a 20 dB difference between the leading order
noise and the higher order noise. However, Eq. �5� does not
predict any thrust noise radiation by the mode of �=0. The
actual thrust noise of this mode, shown in the lower-left
quadrant of Fig. 8�b�, is found to be 22.3 dB, and its combi-
nation with the drag noise determines the tilted pattern of the
overall rotary intensity shown in Fig. 8�a�. Such unpredicted
thrust noise component could arise from the fact that not all
rotor-strut interactions are wholly deterministic and identical
aerodynamically, nor is the fan geometry free from any de-
fect. Figures 8�c� and 8�d� show the spectra at the inlet and
rotational plane positions. Self-noise at 16, 20, and 24 rps is
also present, but the BPF noise dominates the spectrum on
the rotational plane.

IV. NOISE FROM THE REAL FAN

As shown in Fig. 1, the real fan has three features which
may be chiefly responsible for the noise generation: �a� the
interaction between the rotor blades and the four downstream
struts, which is represented above by the S4 rig, �b� incom-
plete bellmouth causing inlet flow distortion, and �c� the ex-
tra size of one strut which carries cables. Mechanisms �b�
and �c� are now investigated separately. Mechanism �b� is
represented by a configuration in which there is no strut and
the motor is held by a cylindrical rod as in the baseline case,

FIG. 8. �Color online� Noise radiated
by a fan with four equal struts. �a� The
directivity on the horizontal plane, �b�
the decomposed modal directivity, �c�
and �d� spectra at �=0 and �=� /2,
respectively.
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while mechanism �c� is simulated by adding an extra piece to
one of the struts in the S4 rig, where a large bellmouth is
installed.

A. Inlet frame noise

The presence of the four sharp edges in the incomplete
inlet bellmouth is equivalent to having four upstream guide-
vanes, and the formulation of Eq. �2� applies with S=4. The
rig is denoted as IS4, and the measured noise is shown in
Fig. 9, which is now compared with that from the four equal
struts rig �S4� shown in Fig. 8. Figure 9�a� shows that the
rotary noise of IS4 has a very similar pattern to that of S4.
But the pattern of nonrotary noise is slightly different, so is
the total noise. Both rotary and nonrotary noises are louder
than that of S4, meaning that the inlet flow distortion is, in
this case, more powerful in generating noise. This is perhaps
due to the fact that the flow near the blade leading edge is
more sensitive to perturbations than that near the trailing
edge. The difference in the total rotary sound power is 4.5 dB
while that in D1 noise power is 4.8 dB. In terms of compo-
nent noise decomposition, the leading order drag noise �D1�
is similar in pattern, which is shown in the lower-right quad-
rant of Fig. 9�b�. The leading order thrust noise �T0�, shown
in the lower-left quadrant of Fig. 9�b�, is not as regular as
that in S4. Note that T0 noise derives from factors not ap-
parent in the regular structure, and may be regarded as an
indication of aerodynamic uncertainty. The difference of the
T0 noise power is 28.7−22.3=6.4 dB, which is higher than
the difference in the D1 noise. This contrast also implies a
more volatile aerodynamic feature for the inlet flow distor-
tion.

B. Large strut size and orientation

Having measured the sound radiation from a single strut,
cf. Fig. 7, the effect of extra strut size is investigated directly

by making one of the struts in the S4 rig as large as the
cable-carrying strut in the real fan sample, which is 6 mm
wide in the circumferential direction and 4 mm thick in the
axial direction. The large inlet bellmouth is still installed, and
the large strut is held upright, as shown in the upper drawing
of Fig. 1�d�, while the directivity is measured on the hori-
zontal plane. The rig is denoted as S13, implying one large
strut with 3 regular struts. The measured noise is shown in
Fig. 10. The nonrotary noise is shown as a thin solid line in
Fig. 10�a�. The power is 45.2 dB, and it has a tilted pattern
very similar to the rotary noise shown as the dash-dot line.
For the rotary noise, the difference between the S13 rig and
the S4 rig represents the extra noise caused by the extra strut
size. The extra noise consists of the extra drag noise, which
is shown in the S1 study to be proportional to 	D6+D8	, and
the extra thrust noise proportional to T7. As shown in the title
of Fig. 10�b� for the BPF, the T0 noise is 39.7 dB, which is
much higher than the 22.3 dB found in the S4 rig, the latter
being unaccounted for from structural view point. Since the
S4 noise is drag-dominated, this 39.7 dB should all be attrib-
uted to the so-called extra noise, and it is almost the same as
the 39.8 dB drag noise found in the S4 rig. The leading mode
drag noise, D1, for the present rig has 44.3 dB, which is
much higher than the 39.8 dB from the S4 rig, but slightly
lower than the 44.6 dB from the IS4 rig. A level-ground
interference is expected for the D1 noise in the S4 rig and the
extra drag noise.

The extra noise from the large strut is also responsible
for the tilting of the major noise axis from around the rota-
tional plane to about �=50°. But the more striking feature of
the rotary noise, shown as the dot-dash line in Fig. 10�a�, is
the difference between the lobes in the lower-left and upper-
right quadrants, which is similar to that shown in Fig. 4�g�.
The best fit for the rotary BPF component is found by the
following sound pressure expression:

�7�

FIG. 9. �Color online� Noise radiated
by the inlet flow distortion. �a� The di-
rectivity, �b� the decomposition of the
radiated sound, �c� and �d� two typical
spectra.
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The D1 noise is apparently derived from the drag noise from
the interaction between the rotor and the four struts, the T0
noise is from the effect of the large strut, i.e., the extra noise,
and the higher order thrust noise �T1� is derived from either
the S4 noise or the extra noise. The sound power for T1 is
28.3 dB, which is much higher than the corresponding 16.7
dB from the S4 rig shown in Fig. 8�b�. Again, the effect of
the extra strut size is found to be dominant. The spectra on
the major noise axis of �=0°, 240° are shown in Figs. 10�c�
and 10�d�, respectively, and both show a clear dominance of
the BPF component.

The effect of the large strut orientation is investigated
for the original fan by turning the direction of the large strut
from the vertical to horizontal direction, cf. Fig. 1�d�, while
the directivity is measured on the fixed horizontal plane. The
comparison of the rotary noise directivities is shown in Fig.
11. Recalling from Eq. �1� that the sound power integration
should be carried out over the whole spherical surface, i.e.,
over both � and �, it is pointed out that the current
�-integration on the horizontal plane represents an approxi-
mation based on the assumption that the noise distribution on
planes parallel to the rotational planes is uniform. The ap-
proximate sound power level obtained from the measurement
when the large strut is in the vertical position, shown as the
dash-dot line of Fig. 10�b�, is certainly higher than that in the
horizontal position, shown as the solid line, and the differ-
ence of rotary noise is 2.9 dB. In order to make a proper
evaluation of the true sound power, measurement should be
made over the whole sphere in this case instead of over the
central horizontal plane. The approximate result obtained for
the data taken at the oblique, or natural, position of the large
strut, shown in Fig. 1�b�, is probably closer to the true value
than those from the two extreme orientations of the large
strut shown in Fig. 1�d�. The rotary noise for such natural
position of the large strut is 49.5 dB. Comparing this rotary
noise of 49.5 dB with the 40.1 dB from the rig with four
equal struts �S4�, one can see a potential of 9.4 dB noise

reduction. The rotary sound powers made by the inlet flow
distortion �IS4� and the unequal set of four struts �S13� are
both around 45 dB. In order to eradicate both, the inlet bell-
mouth and the large strut size have to be corrected. Extra
structural considerations are needed to achieve this. Al-
though such corrections may mean extra manufacturing cost,
the large noise reduction may well compensate for this.

V. CONCLUSIONS

Experimental analysis of a typical computer cooling fan
noise has revealed many interesting features, and the under-
standing derived is expected to be helpful in devising quiet
fans. For the sample fan used in the current study, a 9.4 dB
noise abatement potential is identified. However, the focus of
this study is on the directivity analysis of the radiated sound.
The following conclusions are made.

�1� Time-base stretched synchronous averaging has been
used to extract the part of noise which is phase locked to

FIG. 11. �Color online� Effect of the large strut orientation for the original
fan.

FIG. 10. �Color online� Noise radiated
by the interaction of rotor blades with
four struts in which one is larger than
the others. �a� The overall directivity
when the large strut is in the natural
oblique position, �b� the effect of large
strut orientation, �c� and �d� two typi-
cal spectra for �a�.
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the fan rotation. The nonrotary part of the noise is found
to be broadband in nature. However, within the rotary
noise, there are peaks which do not coincide with the
blade passing frequency and its harmonics. These peaks
form a series of harmonics of 4 rps, which is probably
caused by the vibration of the motor which has four
coils. The contribution from such peaks to the total noise
is small except in directions where the rotary sound is
weak.

�2� The rotary noise radiated by the interaction between the
rotor blades and the downstream struts or the upstream
flow distortions can be understood within the framework
of point source formulation of Lowson �1970�. The ef-
fect of noncompactness is considered to be small. This is
not purely because of the small size of the fan, but due to
the fact that the leading radiation modes have an index
of spinning pressure modes close to �=0. Noise from
	�	
1 can be neglected, such as the Gutin noise.

�3� Based on the phase angle characteristics, the measured
sound can be decomposed into four parts as a combina-
tion of two unsteady forces, drag and thrust, and two
modes, �=0 and 	�	=1. Results from such decomposi-
tion analysis have been interpreted within the framework
of point source formulation.

�4� For the sample fan of seven rotor blades and four struts,
the drag noise of �=−1 dominates. Structural decompo-
sition shows that the noise radiated by the inlet flow
distortion is equivalent to having four upstream guidev-
ane and the noise radiated is found to be even higher
than that from the interaction between the rotor blades
and the four equal struts when a proper inlet bellmouth is
installed.

�5� The large strut is found to cause a lot of extra noise. The
extra noise has features similar to the noise radiated by
the rotor interacting with one single strut, a configuration
which is also studied. The extra noise is divided into
extra thrust noise derived from the Bth Fourier compo-
nent of the thrust fluctuation, TB, and extra drag noise,
which features a combination of two spectral compo-
nents in different combinations, DB−1±DB+1, depending
on the orientation of the strut. For the sample fan, the
extra drag noise couples with the four-strut drag noise,
and the result is a 5 dB increase. Trimming of the large
strut size can reduce noise by 5 dB, so does the smooth-
ing out of the inlet bellmouth.

�6� Combinations of component noise give a variety of total
rotary noise patterns. All measured directivity can be in-
terpreted as a sum of leading order drag and thrust
noises, plus a higher order thrust noise which plays a
subtle role in altering the outlook of the acoustic
directivity.
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Examples of the sonic-boom generated sound field under a wavy air–water interface based on the
theory of Cheng and Lee �J. Fluid Mech. 514, 281–312 �2004�� are studied to determine the
surface-wave influence on sound-pressure level, frequency range, and waveform characteristics of
disturbances generated by an aerial sonic-boom N wave over water. The study substantiates that,
owing to their much lower attenuation rate, the time-dependent disturbances produced by the
interaction with a surface-wave train can be comparable to, and overwhelm the flat-ocean �Sawyers�
wave field at large as well as moderate depth levels, depending on Mach number, surface-wave
length and-height, and the alignment angle of surface waves with respect to the flight track.
Computed examples, assuming a 300 ft.�91 m� signature length and a 2 psf�96 Pa� peak sea-level
overpressure, show that, under a mildly wavy ocean, sonic-boom disturbances at sound-pressure
level of 100–126 dB �re: 1 �Pa� can reach a depth of 750–1500 ft.�229–457 m�, where the
dominant waveform evolves into an infrasound wave packet of frequency 5–40 Hz. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2035590�

PACS number�s�: 43.30.Nb, 43.30.Lz, 43.28.Mw, 43.30.Hw �AIT� Pages: 2201–2209

I. INTRODUCTION

Studies of sonic-boom impact on sea life and ocean en-
vironment have been concerned mostly with the sound level
and frequency range that may cause physical harm to marine
animals,1,2 and do not address problems underlying the audi-
bility issue which may affect undersea animals in the short
and long term.3,4

A model used widely for predicting sonic-boom gener-
ated sound field underwater was proposed by Sawyers5 for a
flat ocean of infinite depth.6,7 The more recent work of Ref. 8
revealed, however, that the interaction of surface waves with
a sonic boom, even though a secondary effect near the water
surface, can produce signals at depths that are distinctly dif-
ferent from, and more intense than, those given by the flat-
ocean model. This paper will present a study of the wavy-
surface influence based on the theory established in Refs. 8
and 9. To be presented are computational results in parameter
domains of relevance to studies of the audibility issue; also
explained are the analysis procedures and interpretations not
adequately documented in published works. The investiga-
tion will focus on examples with incident N waves, for which
analytical solution details are available8,9 to aid assessing
computation accuracy and understanding. A concurrent labo-
ratory study has been carried out by Fincham and
Maxworthy;10 several major features that support the theo-
retical predictions were identified therein. Related studies on

other sonic-boom wave forms, more general surface-wave
trains, as well as problems of sediment-wave excitation, are
documented in Refs. 11–13.

II. PRELIMINARY REMARKS

A. Assumptions and the interaction model

The theory adopts a model of two adjoining inviscid,
compressible media; across the interface the pressure and
normal velocity �in the absence of surface tension� are con-
tinuous. The water-to-air density ratio �w /�A is assumed to
be much higher than unity; this high density ratio is expected
to cause the water to behave very stiffly in response to inci-
dent sonic-boom waves. The water-to-air sound speed ratio is
taken to be aW /aA=4.53 under standard conditions.

Of interest is the overpressure representing the change
from the local equilibrium value p+�gz which increases
with depth z. The velocity U is assumed to be constant and
much greater in magnitude than the surface-wave speed c.
Following Ref. 8, all length and time scales are to be made
dimensionless with the signature length L� and L� /U, respec-
tively. As shown in Fig. 1, the surface-wave depression is
denoted by Zw�x ,y , t�, which will be assumed to be a sinu-
soidal surface-wave train; the maximum of Zw is given by
the product ��. The problem formulation and analyses were
made in a Cartesian reference frame moving at a horizontal
velocity U with respect to the media at rest. For underwater
waveform studies in the time domain, the results will be
transferred to the rest frame. The theory assumes a small
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overpressure ratio �= �p− pA� / pA together with a small sur-
face slope �; thus, the interaction effect near the surface is of
the order �� pertaining formally to a second-order influence.

As in Ref. 8, this paper addresses problems in which the
underwater wave fields remain subsonic, corresponding to a
requirement on the Mach number above the water MA

�U /aA�4.53 under standard conditions. Another require-
ment is that the aspect ratio of the sonic-boom impact zone
be very high, corresponding to L� being very small compared
to the lateral extent of the impact zone �cf. Fig. 2�. In the
following and most other applications, the sea surface-wave
speed c will be considered low and negligible in comparison
with wave-field speed U; this amounts to treating the surface
shape as being frozen.

B. Remarks on earlier laboratory and field
measurements

Earlier theory and experiment on sound transmission
from air to water by Medwin, Helbig, and Hagy14 indicted

that a rough water surface can augment the transmitted sound
level; but, unlike the present work, the study dealt with the
ray-acoustics domain for extremely short wavelength, inap-
plicable to the problem of interest here. Intrieri and
Malcolm15 conducted measurements in a still �nonwavy� wa-
ter tank inside a ballistic range and found agreement with
Sawyers’ prediction, as expected. In Deshanais and Chap-
man’s work,16 underwater acoustic signals were recorded and
identified to be disturbances generated by an overlying Con-
corde airliner at Mach 2.02. Reasonably good agreement
with Sawyers’ solution in waveform recording was found on
the upper part of the array. Noticeable is a lee-wave-like,
ringing feature that departs from Sawyers’ prediction, which
was attributed to results from excited sediment-interfacing
waves. Similar ringing features may nevertheless be identi-
fied also among results from the wavy-surface interaction in
Sec. IV below.

Undersea measurement of sonic-boom noise field was
made by Sohn et al.17 While the waveform data agreed rea-
sonably well with Sawyers’ prediction at depth down to
30–40 m, discrepancies among data appear in most records
at depth greater than 50 m where no evidence of the wavy-
surface influence could be found. A possible reason for the
absence of the effect in question is believed to be the flight-
Mach numbers �less than 1.26� being too low and beyond the
principal domain of the wavy-surface influence, to be dis-
cussed more specifically in Sec. III B.

III. FORMULATION, SOLUTION AND INTERPRETATION

A. Solving the direct and inverse problems,
synchronous mode

The interaction effect of interest can be analyzed as a
nonlinear, secondary correction to the linear, flat-ocean
�Sawyers� theory. The problem is further simplified by the
high water-to-air density ratio, which allows omission of
surface-shape change in determining the interaction effect.
The solution for the perturbation velocity potential above
water may then be obtained in a manner similar to solving a
direct problem in aerodynamics,18 in which the �time-
dependent� boundary conditions for the normal velocity on
the interface can be taken as being known a priori. With the
sea-level overpressure determined, the �subsonic� wave field
underwater may then be solved as an inverse problem in
aerodynamics18 in that the boundary value of the overpres-
sure is completely known. In formulating the perturbation
problem, the boundary conditions at the air–water interface
will be transferred analytically to the reference surface z=0.

In the moving frame, the acoustic wave field is com-
posed of two parts, the time-independent primary part and a
time-dependent, secondary part. The primary wave field is
that of a steady, 2D supersonic flow �MA�1� in the air
�above water� and a steady 2D subsonic flow �MW�1� under
water �for MA�aW /aA=4.53�. With the assumption of a
sinusoidal surface wave train, the interface equation in the
moving frame may be expressed in terms of local Cartesians
as

FIG. 1. Schematic representation of the interaction problem.

FIG. 2. Sketch of sonic-boom impact zone in the horizontal reference plane,
with surface-wave crests represented by thin solid lines and two sets of
coordinates �x ,y� and �x� ,y��.
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z = Zw = �� exp . i�k1�x� + k2�y� − �t� , �3.1a�

with

k1� = k cos�	 + 
� , �3.1b�

k2� = k sin�	 + 
� , �3.1c�

� = ck + Uk1 = k�U cos � + c� , �3.1d�

where 	 is the local centerline swept angle of the surface-
impact zone �cf. Fig. 2�. As indicated in Fig. 2, 
 is the angle
that the �horizontal� surface wave-number vector made with
the flight track, and may be referred to as the “angle of
nonalignment.”

The contribution from the surface-wave speed c to the
normalized frequency � is generally small in comparison
with U and will be omitted in the present study. �The ocean
surface may thus be regarded as being “frozen,” as noted
earlier� The assumptions of the sinusoidal surface-wave form
�3.1a� and �3.1b�, together with the high aspect ratio of the
surface-impact zone, allow one to treat the secondary acous-
tic field in a form as synchronous with Zw.The primary and
the principal secondary components of the perturbation pres-
sure p� may be expressed as

p� = p1�x�, z̄;y�� + �p̂2�x�, z̄�eik2�y�e−i�t, �3.2�

where z̄= �1−Mn
2�1/2z, and the dependence of p̂ on the param-

eter set �MA ,	 ,k1� ,k2�� or �MA ,k ,	 ,
� is expected. A similar
expression can be written for the perturbation velocity poten-
tial ��.

B. Wave fields above and under water

1. Supersonic wave field above water

To the leading order, the perturbation velocity potential
above water can be described by a form familiar from the
Prandtl–Glauert theory in aerodynamics,18 and satisfies the
impermeability condition on the flat interface at z=0. As in-
dicated, the secondary, time-dependent wave field above wa-
ter may be analyzed as a direct problem with the known
shape of a time-dependent “wavy wall,” since the water be-
haves stiffly to sonic-boom disturbances. The synchronous
part of the solution of �3.2� is governed by a hyperbolic
partial differential equation �PDE� derived from the linear
acoustics equation for a moving frame, together with the
transferred boundary condition at z=0. The result, obtained
by the method of Laplace transform, is reproduced in the
Appendix of Ref. 8.

2. Subsonic wave field underwater: Two parametric
domains

The leading approximation to the subsonic underwater
field is simply the solution to the half-plane, Dirichlet prob-
lem for Sawyers’ flat-ocean model. The PDE governing the
underwater synchronous fields are formally the same as
above water, except that the normal Mach number entering
the normalized equation and its parameters is less than 1
owing to the requirement MA�4.53 mentioned earlier.

The p̂2�x� , z̄� of the time-dependent, 3D overpressure

field of �3.2� is obtained after solving an inversed, half-plane
problem in the Fourier domain �after transformation with
respect to x��.

The result satisfying the radiation condition at large z
can be expressed in the form of a system of plane, oblique

waves originated from the distributed source Â�
�

p2� =
�

�2�
�

−�

�

Â�
�exp i�− 
x� + k2�y� + �K̄�
�z̄ − �t�d
 ,

�3.3a�

with chosen branch cut for the square-root of K̄�
� according
to the rule

�K̄�
� = �K̄�
��1/2 if K̄�
� � 0, �3.3b�

�K̄�
� = i�K̄�
��1/2 if K̄�
� � 0, �3.3c�

where, with �n
2=1−Mn

2,

K̄�
� = ��n
2
2 − Pw
 − Qw�/�n

2. �3.3d�

The constants Pn and Qn in above can be simplified after
dropping “c” from �3.1d� as

Pn = 2kMn
2 cos�	 + 
� , �3.3e�

Qn = k2�Mn
2 − �1 + Mn

2�sin�	 + 
�� . �3.3f�

The Â�
� in �3.3a� is seen to be simply the Fourier transform
of the boundary value for p̂2 at z=0; the latter is produced by
the interaction as the incident sonic-boom waves sweep over
the wavy surface.

As �3.3b� and �3.3c� indicate, the 
 range supports sinu-
soidal, downward, propagating waves where the function

K̄�
� is negative, and furnishes components strongly attenu-

ated in the z direction where K̄�
� is positive. The latter cor-
respond to the horizontally propagating �plane� waves and
contribute little to the deeper part of the wave field. The

lower and upper limits of the 
 range where K̄�
��0 can be
analytically determined in terms of 	, 
, and MA. The

�MA ,
 ,	� domain where the �real� interval �
1 ,
2� for K̄
�0 exists will be called the down-propagating wave domain,
while the domain in which this interval on the real 
 axis
completely vanishes will be called the evanescent or hori-
zontally propagating wave domain. The boundaries delimit-
ing these two domains are reproduced in Fig. 3 from Ref. 8
for four flight Mach numbers based on the speed of sound
above water: MA=1.05, 1.50, 2.00, and 3.00, determined by
the requirements

Mw
2 cos2 	 − sin2�	 + 
� = 0, �3.4a�

	 = 90 ° − sin−1	 1

MA

 , �3.4b�

where the subscripts “w” and “A” refer to underwater and
above water, respectively.

The down-propagating wave domain for each Mach
number MA is enclosed by the boundary defined above. The
first condition corresponds to 
2=
1, where the interval
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�
1 ,
2� becomes imaginary, and the second condition corre-
sponds to the limit set by the Mach cone angle. Figure 3
would suggest that, with the flight Mach numbers less than
1.26 in the field experiments of Sohn et al.,17 measurements
under the flight track should not find noticeable wavy-
surface interaction effects, unless sea waves were propagat-
ing in a direction closely parallel to that of the flight ��
�
�1�. Although the ambient-noise level was considered high
during the test, the above observation is believed to give the
primary reason for the absence of the signals of interest, as
reported in Ref. 17.

C. Sonic-boom disturbances at large depth

In deep water where z̄�1, mainly those downward-
propagating components can manifest; hence, deep water
serves as a band filter to the down-propagating waves. More
revealing results from �3.3a� can be obtained by the
stationary-phase method, and alternatively by the saddle-
point method.19,20 The result of p̂2�x� , z̄� for large z̄ is

p̂2�x�, z̄� =� Sw

2�nw
2

Â�
*�

�1 + �2�3/4�z̄

� exp . i��2�nw
2 �−1�Sw

�1 + �2 − Pw��z̄ −
�

4
� ,

�3.5a�

with � =
x�

z̄
=

x�

�nwz
, �3.5b�


* =
�Pw − Sw

�

�1 + �2�
2�nw

2 . �3.5c�

The asterisked wave number 
* corresponds to the sta-
tionary phase and is seen being identified with the ray of
constant �=x / z̄ �in the moving frame�. Accordingly, not only
the frequency � is constant along a ray of constant � but the
two wave numbers k1� and k2� �cf. �3.1b� and �3.1c��, as well

as the function Â�
*� can be seen to be also invariant by
virtue of �3.5b� and �3.5c�. The wave amplitude along the ray

is proportional to Â�
*� but attenuates with increasing depth
as the inverse square root of z̄. Thus, the time-dependent part
of p� found along each ray can be closely represented by the
far field of a monochromatic source with a strength propor-

tional to Â�
*�. Since the wave number and strength of the
equivalent wave field varies �slowly� among rays of different
�, the signal waveform observed �at a fixed z̄� must display a
packet of nearly sinusoidal wavelets, owing to the oscillation
made rapid by a large z̄ �in either rest frame or moving
frame�, as � increases from −� to �. The expression �3.5a�
gives a monotone frequency downshift in the time domain,
consistent with the expectation from Doppler’s principle.21

These far-field features may be regarded as a conse-
quence of wave dispersion found with an oscillating source
in translational motion, qualitatively predictable in the man-
ner depicted in Fig. 4 �reproduced from Ref. 22�, which de-
scribes the instantaneous wave-crest pattern around the os-
cillating source moving at a subsonic speed. Note that the
cylindrical-spreading feature is the result of a compact, os-
cillating source �moving at a subsonic speed� in a 2D acous-
tic field, irrespective of the presence of nonmonochromatic
components. A more critical examination in the light of
dispersive-wave theory20,23 is made by comparing the wave-
propagation velocity from �3.5a� with the group velocity of
the medium in the moving frame. The two are indeed proved
to be the same.8

IV. COMPUTATION PROCEDURES AND EXAMPLES

The central-difference algorithm and trapezoidal rule
were used for the differentiation and integration in the com-
puter program, except near singularities and at large x� and 
,
where calculations were implemented with known functional
behaviors or asymptotic series. The study is presented in two
parts, Subsections A and B. For the purpose of illustrating
the solution procedures, numerical details obtained at succes-

FIG. 3. �Color online� The boundaries in the 	–
 realm enclosing the
down-propagating wave domains illustrated for four surface Mach numbers
MA=1.05, 1.5, 2.0, and 3.0.

FIG. 4. Transient, dispersive wave-crest pattern of a monochromatic acous-
tic source, after von Kármán �Ref. 22�, illustrated for a subsonic speed.
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sive solution stages leading to p̂2�x , z̄� are examined in Sec.
IV A for the case of k=16, MA=1.5, and 	=
=0. Some
results of a lower surface-wave number, k=4, for the same
MA, 	, and 
 have been shown in Ref. 8. The important
influence of Mach number on the underwater wave-field
characteristics are investigated for k=16 in Sec. IV B. Note
that, while k=16 may seem rather large, the corresponding
surface wavelength �L�=2�L� /k=0.393L� is by no means
too small compared to the signature length L�. Computer
source code of the program can be found at the end of Ref.
12 and also in Refs. 24 and 25 with a user guide.

A. Example of solution procedure: MA=1.5, k=16

1. Surface-velocity potential and Â„� ;k…

The first stage of the calculation is to compute the nor-
malized forms of surface velocity potential ��x� ,0� of the
synchronous solution, using the convolution integral form
obtained by the Laplace-transform method, �See �A1� in the
Appendix�. The real part of the result is shown in Fig. 5 �the
imaginary part is not shown to conserve space�. Since the

function Â�
 ;k� will be sensitive to errors from � at large x�,
a set of asymptotic expansions for large x� was developed to
ascertain the solution accuracy and to reduce computation
work �detailed in Ref. 11, Appendix III therein�. The agree-
ment between the large-x� expansion �in open circles� and
the numerical integration is indeed good. With the x� deriva-
tive of ��x� ,0� and the analytic result for the boundary-value
transfer term, the spatial-dependent part of the synchronous
solution of the surface pressure, p̂2�x� ,0�, can be obtained.

For this and other examples, the Â�
� was computed from the
Fourier transform of ��x� ,0� together with an explicit, ana-
lytic form of the boundary-transfer correction. The real part

of Â�
 ;k� computed for this example �from the source code�
is shown along with the exact analytical results �in circles� in
Fig. 6. �The corresponding imaginary part is not shown.�

2. Solution of p̂2„x , z̄… by inversion, far-field formula

The solutions p̂2�x� , z̄� were obtained from the inverse

Fourier transform of the product Â�
���
 ; z̄�. Plots of these

solutions are omitted for the sake of space, except for that in
Fig. 7, where a comparison with the far-field expansion �3.5�
at z̄=2.5 is also shown. The far-field formula �light dashes�
captures the wavelet amplitude and oscillatory features rather
well at this and most depth levels, even at z̄=1.0 �not
shown�.

3. Time-domain waveforms

To determine results for the complete overpressure field
in the time domain, one can apply a Gallilean transformation
to the foregoing results, for which specific values must also
be assigned to the slope parameter �, the signature length L�,
and the reference �peak� surface overpressure. For the
present purpose, we take �=0.01, L�=300 ft.�91 m�, and a
maximum p1� at z̄=0 to be 2 psf�96 Pa�. With k=16 and L�
=300 ft.�91 m�, the assumed surface slope parameter �
yields a surface wave height of 2.36 ft.�0.72 m�. The time-
domain overpressure waveforms �observed in the rest frame�
predicted by the flat-ocean model p1� �solid curve�, by the
time-dependent part of the wavy-ocean model p2� �dashes�,
and by their sum p� �solid curve with dots� are presented in
Figs. 8�a�–8�d� for the four depth levels z̄=0, 0.5, 2.5, and 5,
respectively. At the half-signature depth �z̄=0.5�, the wavy-

FIG. 5. Numerically integrated and asymptotic results of surface-velocity
potential � pertaining to the synchronous solution above water for an inci-
dent N wave at Mach number MA=1.5 and surface-wave number k=16;
only the real part is shown.

FIG. 6. Fourier transform of synchronous surface overpressure p̂2�x� ,0� for
N wave with MA=1.5, k=16 and their comparison with the exact analytic
results; only the real part is shown.

FIG. 7. �Color online� Synchronized surface pressure p̂2�x� ,z� for N wave
with MA=1.5, k=16 at normalized depth level z̄=2.5, and comparison with
far-field prediction; only the real parts are shown.
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surface interaction effect �in dashes� begins to markedly alter
the otherwise smoothly degenerated N-wave profile of the
p1�. At the 750-ft.�229-m� and 1500-ft.�457-m� depth levels
�i.e., z̄=2.5 and z̄=5.0�, the graphs confirm the expected
dominance of the surface-wave interaction effect; here, the
lee-wave-like, ringing feature found near the surface evolves
itself into a packet of wavelets with frequency downshift,
overwhelming the otherwise primary �Sawyers� wave field
�solid curve�.

B. Underwater waveform properties: MA and k
dependence

The solution changes from that for �MA ,k�= �1.5,4� re-
sulting from increasing MA to 1.88 and to 2.38 at the same
k�=4� were found to be very similar to the comparisons made
at k=16, and therefore will not be shown in the interest of
conserving space. To study the change brought about by the
Mach number MA, comparison will be made among results
of �MA ,k�= �1.5,16�, �1.88, 16�, and �2.38, 16�—for the
same �=0.01, max, p1=2 psf�96 Pa�, as in Sec. IV A.

1. Effects of higher k and MA on Â„�…

The effect of increasing k on Â�
� in question can be
seen for MA=1.5 by comparing available results of k=4 from

Fig. 4 of Ref. 8 with those of k=16 shown in Figs. 6�a� and

6�b� above. The effects of increasing k on Â�
� for MA

=1.88 and 2.38 have been similarly examined. The results

will not be shown except to mention that �Â�
�� can be scaled
as 1/k for the larger MA as the exact result �Ref. 8, �6.4�� has
indicated.

2. Time-domain waveforms at depths

The overpressure wave forms in time domain, p1�, p2� and
their sum p� for MA=1.5 and k=4 at depth levels z̄
=0.5,5.0 have been given in Ref. 8, Fig. 5 therein. The cor-
responding results for a higher surface-wave number k=16
�at the same Mach number, MA=1.5� are shown here in Figs.
8�a�–8�d�, by which the effect of a fourfold increase in k at a
fixed MA can be examined. The waveform changes from the
last figure set, for the same k, to one at a higher MA�=1.88�
and to another at a still higher MA�=2.38� are presented in
Figs. 9�a�–9�d� and Figs. 10�a�–10�d�. Apart from the dis-
tinctly different waveforms of flat and wavy surface models,
these plots show unquestionable dominance of the surface-
wave interaction effect over the sonic-boom signals from the
flat-ocean model �solid curves� in the deeper parts of the
water.

FIG. 8. Time-domain waveforms of overpressure produced by an incident N wave at MA=1.5 and k=16, computed from the flat surface �in dashes�, from the
surface–wave interaction effect �dash-dot curve�, and from the sum of the two �solid curve� at four depth levels: �a� z̄=0; �b� z̄=0.5; �c� z̄=2.5; �d� z̄=5.0. The
maximum wave slope is �=0.01, sonic-boom signature length is L�=300 ft. �91 m�, and maximum overpressure is 2 psf�96 Pa�.
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3. Effects of increasing surface wave number

The noticeable reductions in overpressure with increas-
ing k found at the deeper levels �z̄=2.5,5.0� are in accord
with the 1/�kz̄ rule from the theory noted earlier for all MA.
On the other hand, at depths close to the surface �z̄=0,0.5�,
the higher k is seen to increase, rather than to reduce, the
time-dependent part of the overpressure. Increasing k is ex-
pected to make the wave packet more densely packed. The
average wavelet frequency at MA=1.5 is not far from the k
value �with the exception of k=16 at z̄=0.5�. However, at the
higher Mach numbers, the number of zero crossings, and
hence the instantaneous frequency, in Figs. 9�c� and 9�d� and
Figs. 10�c� and 10�d�, are seen to increase much more rapidly
than k.

4. Mach-number influence on overpressure peaks

The peak overpressure of the wavelets at the deepest
level �z̄=5.0� is seen to increase successively from 0.025
through 0.031 to 0.046 psf in a nonlinear fashion, as MA in-
creases from 1.5 through 1.88 to 2.35. Similarly, and with a
greater magnitude, the overpressure at depth z̄=2.5 is seen to
increase nonlinearly with MA.

5. Mach number influence on wavelet frequencies

The number of wavelets seen earlier in the waveforms at
MA=1.5 are now seen to give a more densely packed wave-
form at the higher Mach numbers, MA=1.88 and 2.38 �cf.
Figs. 9�b�–9�d� and 10�b�–10�d��. Applying the separate
counting for t�0 and for t�0 at depth level z̄=5.0 yields
two sets of frequency estimates below for k=16 and L�
=300 ft.�91 m�. These frequency estimates were based on
the averages over the 1-s. intervals on the two sides of the
peak near t=0; the differences confirm the expected fre-
quency downshift. Added under the table below

MA 1.5 1.88 2.38

t�0 20 Hz 25 Hz 43 Hz

t�0 13 Hz 16 Hz 21 Hz
Duration 1.5 s 2 s 3 s @�p���0.01 psf

are the signal durations detectable at z̄=5 for the three Mach
numbers in this case �k=16,�=0.01� under a sound-pressure
threshold of 0.01 psf
114 dB�re : 1 �Pa�.

V. CLOSING REMARKS

Snell’s law and ray acoustics cannot adequately describe
sonic-boom penetration under water; the correct description

FIG. 9. Time-domain overpressure waveform with MA=1.88, k=16, with conditions otherwise the same as in Fig. 8, at four normalized depth levels: �a� z̄
=0; �b� z̄=0.5; �c� z̄=2.5; �d� z̄=5.0.
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was given by Sawyers for a flat-ocean model.1 The analysis
of Ref. 8 shows that the interaction with a wavy interface can
produce additional disturbances which alter the tonal content
of the sonic-boom signals underwater and dominate the
sound field in the deep as well as not-so-deep parts of the
water column. Unlike the wave fields of the flat-ocean model
observed in the moving frame, the fields above and under the
wavy interface have time-dependent, oscillatory parts result-
ing from the interaction—likened to the “synchronous noise”
produced by a thimble striking the ridges of a washboard.
These synchronous disturbances disperse and spread under-
water according to elementary rules of acoustics for an os-
cillating source.

The numerical examples of incident N waves analyzed
here for different surface wave numbers and Mach numbers
illustrate, in more concrete terms, how disturbances gener-
ated by the interaction may change from a secondary effect
near the surface to an effect of first-order importance in deep
water, and to what extent the signal intensity and character-
istics can be influenced by these and other wave-field param-
eters. The results confirm the 1/�kz̄ attenuation rule for a
large enough combination of z̄ and k, where the peak over-
pressure is seen to increase with MA at more than a linear
rate. Assuming a peak overpressure of 2 psf�96 Pa� and a
mildly wavy sea in the calculation, the results show that
sonic-boom noise at sound levels of 100–120 dB�re:1 �Pa�

can reach a depth of 750–1500 ft.�229–457 m� in the form
of an infrasound wave packet, far louder than the normal
ocean noise in the comparable frequency range.26 Not in-
cluded are examples with other sonic-boom waveforms, such
as those found during a rocket space launch and in laboratory
measurements10,11 which are known to be affected to a large
degree by the rocket plume or the projectile wake. The ex-
amples studied represent received sonic-boom signals in a
single event; their overpressure levels are generally low in
comparison with those recorded during SONAR operations
and seismic air-gun surveys, which may also repeat over
hours in duration. The foregoing analysis was made with the
hope of shedding light on sound level and tonal characteris-
tics received at depth, which may help assessing long-term
effects of repeated sonic-boom occurrence on marine-
mammal species.1–4

Although examples pertaining to the evanescent-wave
domain have not been included for detailed study, the solu-
tion procedure and code are equally applicable to problems
in this category. As Fig. 3 and the discussion in Sec. III B
have indicated, the domain of evanescent waves can become
very extensive if MA is too close to unity, since the domain
with down-propagating waves would diminish as MA tends
to 1. This is believed to be the primary cause for the lack of
evidence supporting wavy-surface influence in Sohn et al.’s
field measurements.17 In passing, a computational study by

FIG. 10. Time-domain overpressure waveform with MA=2.38, k=16, with conditions otherwise the same as in Figs. 8 and 9, at four depth levels: �a� z̄=0;
�b� z̄=0.5; �c� z̄=2.5; �d� z̄=5.0.

2208 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Cheng, Lee, and Edwards: Sonic-boom noise underwater



Rochat and Sparrow27 on wavy water surface interacting
with sonic boom may be noted; results therein were pre-
sented only at a depth very close to the surface, where the
overpressure reveals mainly the minute, secondary effect as
anticipated.

Implicit in Ref. 8 and the present study is the require-
ment MA�4.53 under standard conditions, beyond this
speed limit the wave field under water would become super-
sonic and the flat-ocean model in its 2D version would allow
uninhibited wave propagations until 3D effects take over.
The seafloor influence, not considered above, could be an
important issue for studying sonic-boom impact on the shal-
low coastal water. The underwater wave field interacting
with the elastic seabed medium, with the potential for excit-
ing seismic-sediment waves, represents a very outstanding
issue, which was recognized and investigated by Desharnais
and Chapman,16 and also studied subsequently by Cheng et
al. in Refs. 13 and 28. In addition to seafloor influence, the
presence of coast line could also cause departure from the
flat-ocean theory.29
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APPENDIX: VELOCITY POTENTIAL ABOVE WATER
The synchronous solution for the velocity potential

above water is8

�̂2�x�,z� = − 2
��

Bn
�

0

x�+Bnz

eik1��x�−x1��

· �ik1�
d

dx�
− Bn

2 d2

dx�2� f�x� − x1��

� ei�P/2Bn
2�x1� · J0����x1��

2 − Bn
2z2�dx1�, �A1�

where f��
� is a normalized incident wave form, d2f /dx�2

results from boundary-condition transfer, to be treated in the
Stieltjes sense

� = k�Mn
2 − sin2�	 + 
�/Bn, �A2�

Bn � �Mn
2 − 1�1/2. �A3�

The synchronous surface overpressure above water is com-
puted from

p2� = − �
D�

Dt
�2 = − �UnRPeik2�y�e−i�t	 d

dx�
− ik1�
�̂2�x�,0� .
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Tracking individual fish from a moving platform using
a split-beam transducer
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Tracking of individual fish targets using a split-beam echosounder is a common method for
investigating fish behavior. When mounted on a floating platform like a ship or a buoy, the
transducer movement often complicates the process. This paper presents a framework for tracking
single targets from such a platform. A filter based on the correlated fish movements between pings
is developed to estimate the platform movement, and an extended Kalman filter is used to combine
the split-beam measurements and the platform-position estimates. Different methods for gating and
data association are implemented and tested with respect to data-association errors, using manually
tracked data from a free-floating buoy as a reference. The data association was improved by utilizing
the estimated velocity for each track to predict the location of the next observation. The data
association was more robust when estimates of platform tilt/roll were used. Other techniques to
estimate position and velocity, like linear regression and smoothing splines, were implemented and
tested on a simulated data set. The platform-state estimation improved the estimates for methods like
the Kalman filter and a smoothing spline with cross validation, but not for robust methods like linear
regression and smoothing spline with a fixed degree of smoothing. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2011410�

PACS number�s�: 43.30.Sf �KGF� Pages: 2210–2223

I. INTRODUCTION

The split-beam echosounder has become an important
tool for investigating fish behavior. It provides four-
dimensional observations �range, two angles, and time�,
making it possible to track objects over a period, thus obtain-
ing information about fish movements in the acoustic
beam.1,2 The technique has several applications, including
studies of migratory behavior, vessel-avoidance effects, and
counting fish. Tracking objects with a split-beam echo-
sounder is fairly easy for well-defined targets observed by a
fixed transducer, but is more difficult if the targets are weak
and/or the transducer platform is unstable.

The concept of the “single echo” often arises in fisheries
acoustics. This is the echo formed by one fish in isolation.
The split-beam echosounder measures the range and the an-
gular direction to the target, and an algorithm for single-echo
detection �SED� is used to detect these echoes, discarding
any that have overlapping contributions from more than one
fish. Different single-target algorithms have been tested, and
it was found that algorithms based on the phase stability
�measured by the standard deviation of the phase angle� re-
jected multiple targets most efficiently, and a method utiliz-
ing amplitude differences between the split-beam transducer
elements performed well for strong targets.3

After the single targets are detected they must be com-
bined into tracks. This can be achieved using an algorithm
for multiple-target tracking �MTT�. This is an automatic pro-
cedure that can handle several tracks simultaneously. MTT is
used in several applications, and the literature is extensive.4,5

Any motion of the transducer complicates the tracking
of fish. Data association is the process of combining the
single echoes into useful tracks. Transducer motion makes
this more difficult and causes error in the velocity estimates.
In this paper, we investigate various methods of data asso-
ciation and velocity estimation under these conditions, lead-
ing to improved techniques for fish tracking.

II. MATERIALS

Observations made from a free-floating buoy6 are used
to test the performance of the tracker. The buoy contains a
Simrad EK60 split-beam echosounder with an ES38-12 split-
beam transducer of approximately 11.5° symmetrical beam
width between the −3 dB directions. The transducer is
mounted on a cable with floats and weights to stabilize it
during operations.7 The resulting depth of the transducer is
40 m. A compass is mounted on the transducer house to
determine its alongship direction.

The test data set was recorded during a fish avoidance
study in the Barents Sea in March 2001. The buoy was
passed several times by a trawling vessel, and the purpose of
the study was to investigate the behavior of the fish �mainly
cod� in response to the vessel and gear.7 Data from one such
passing comprise the test set whose total duration is 10 min.
The ping rate is 1 s−1 and the data include 5700 single-echo
detections �see the echogram shown in Fig. 1�.

The EK60 Mark 1 software �Ver. 1.3.0.54� was used to
detect single targets within the echo beam. The settings for
the SED algorithm are given in Table I.a�Electronic mail: nilsolav@imr.no
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III. METHODS

Our method of tracking single fish observed from a
moving platform is divided into three subtasks: initial track-
ing, platform-state estimation, and final tracking. The initial
tracking and the final tracking use the same MTT algorithm.
The initial tracking gives a first association of measurements
to tracks, from which we subsequently estimate the platform
state �i.e., the position and direction of the acoustic axis�. In
the final tracking, the platform state is used to estimate the
geo-relative position and velocity for each track at each time
step. This set of positions and velocities is called the track
state xk which is obtained using several alternative methods.
The extended Kalman filter �EKF� is only one method for
estimating the track state, but since predictions of track state
are easily obtained from the EKF, the EKF is presented to-
gether with the MTT in Sec. III A. The alternative track-state
estimators require previously associated data points and are
presented in Sec. III B. The technique for platform-state es-
timation is described in Sec. III C.

Methods for measuring data-association errors based on
manually associated data, and track-state-estimation errors
based on simulated data, are presented. These are described
in Secs. III D and III E, respectively. In addition, the sensi-
tivities to the various tracking parameters are quantified for
both measures.

A. Multiple target tracking „MTT… using extended
Kalman filtering „EKF…

The MTT process associates measurements to tracks and
estimates the track state based on the single-echo detections
and the transducer platform state �measured or estimated�.
The MTT consists of several elements: track-state estima-
tion, track-state prediction, gating, data association, and track
support. The track-state estimation gives the location and
velocity for each track indicated by the current and previous
measurements. Based on this information, we predict where
the next measurement is likely to be. The prediction is then
used in the gating and in the data association. Gating is the
process of removing unlikely track/observation pairs, and
data association is the actual pairing of predictions and ob-
servations into tracks. The last element of the MTT is the
track-support algorithms. These take care of initiating, termi-
nating, and validating tracks.

1. The extended Kalman filter and track-state
estimation and prediction

One method for estimating the track state is the extended
Kalman filter �EKF�. The advantage of the EKF is that the

FIG. 1. Tracked buoy data. White lines indicate the tracks. The gray-scaled background is the volume backscattering values. In the middle of the echogram
the trawl and the warps are seen. Vertical lines above the trawl are noise from the trawl, trawl sensors, and trawl doors.

TABLE I. EK60 single echo detection �SED� settings according to the Sim-
rad EK60 Scientific echosounder manual, p. 141. The echo lengths are given
as a factor � multiplying the pulse length �or pulse duration time�.

Description Value

Minimum Echo Length 0.8� �m�
Maximum Echo Length 1.8� �m�
Maximum Phase Deviation 8.0 �phase steps�
Maximum Gain Compensation 6.0 �dB�
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state is estimated by weighting the previous state with the
new observation, thus it is unnecessary to recalculate the
whole track. See Sec. III C for a description of alternative
track-state estimators. The true position and velocity for tar-
get i at ping k and time tk are given by the track-state vector

xk = �xk yk zk ẋk ẏk żk TSk�egc

T ,

where �xk ,yk ,zk� is the position vector, �ẋk , ẏk , żk� is the ve-
locity vector, TSk is the target strength, T denotes matrix
transposition, and egc denotes the geo-referenced coordi-
nate system �see Fig. 2�. The corresponding estimate is
denoted by x̂. In general there are several tracks i and
measurements j for each ping k, but for easier readability
we have here omitted i and j from the notation. Under a
constant-velocity assumption, the track state at time tk+1

= tk+�Tk is given by

xk+1 = ���Tk�xk + w�, �1�

where ���Tk� is the matrix of the track-state transition for
the time interval �Tk and w�=w�tk� is an additive system
error component �see Appendix A for details�. The error is
assumed to be normally distributed and the target-model-
covariance matrix is defined as ��=E�w�w�

T � �see Appen-
dix A�.

From the estimated track state at time step k−1, we can
predict the state at step k. The predicted track state x̃ is found
by setting the model error w�=0 in Eq. �1�,

x̃k = ���Tk�x̂k−1. �2�

We have also implemented a “zero-velocity” prediction. This
is achieved by setting �Tk=0 in Eq. �2�, which yields x̃k

= x̂k−1 since ��0�= I. Note that this prediction is used in the
data association algorithm only, and not in the Kalman-filter
estimates �see below�.

A split-beam echosounder with a SED algorithm calcu-
lates the alongship angle �k, the athwart ship angle �k, the
range rk, and the target strength TSk, for each target at every
time step k. These measurements are represented by

yk = ��k �k rk TSk�etp

T + vy,k.

Here, vy,k is an additive error component that depends on the
accuracy of the transducer, and etp denotes the transducer
coordinate system.

The platform state zk describes the acoustic axis of the
transducer, which may move in space and point in any direc-
tion. It is given by

zk = ẑk + vz,k = �x̂k� ŷk� ẑk� �̂k� �̂k� 	̂k��
T + vz,k, �3�

where ẑk is the estimated platform state, �x̂k� , ŷk� , ẑk��egc
is the

transducer position at time tk , 	̂k� is the corresponding trans-

ducer compass reading, ��̂k� , �̂k�� are the tilt angles in east-
west and north-south directions �see Fig. 2�, and vz,k is an
additive error component. The errors are combined in vR,k

= �vy,k

vz,k� and are assumed to be additive and normal with co-
variance �R,k=E�vR,kvR,k

T � �see Appendix B�. In our case, all
the off-diagonal elements of �R,k are assumed to be zero.
The relationship between the track state xk, the platform state
ẑk, and the measurement yk is defined by

yk = h�xk, ẑk,vR,k� , �4�

where h is a nonlinear function defined in Appendix B. Since
the relationship between the track state and the measurement
is nonlinear, an EKF must be used instead of an ordinary
Kalman filter. The EKF uses a linear approximation of Eq.
�4� about the predicted track state, x̃k, the estimated platform
state, ẑk, and the measurement-error vector set to zero, vR,k

=0. The linear relationship between the measurement and the
track state is

yk � h�x̃k, ẑk,0� + H�xk − x̃k� + VvR,k,

where

H�l,m,k� =
�h�l�

�x�m�
�x̃k, ẑk,0�

and

V�l,m,k� =
�h�l�

�v�m�
�x̃k, ẑk,0� .

The predicted measurement is found from the predicted track
state by setting the measurement error vR,k=0 in Eq. �4�,

ỹk = h�x̃k, ẑk,0� . �5�

The error covariance of the predicted estimate is given by

FIG. 2. The platform state shown in the geographical coordinate system, egc.
The eastward, northward, and vertical directions are indicated with
Xg, Yg, and Zg, respectively. The platform state zk= ẑk+vy,k

= �x� y� z� �� �� 	��egc

T is indicated in the figure. The alongship,
athwartship, and vertical transducer axes are given by Xt, Yt, and Zt, respec-
tively. The compass reading 	� is the angle off Yg for the projection of Xt

onto the horizontal plane.
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�̃x,k = ���Tk��̂x,k−1���Tk�T + ��,

where �̂x,k−1 is the estimated track-state-error covariance
from the previous time step and �� is the track-state-

transition covariance. Initially �̂x,k−1=�x,0 where

�x,0 = �P0 xy
2 ,P0 xy

2 ,P0 z
2 ,P0 dxdy

2 ,P0 dxdy
2 ,P0 dz

2 ,P0 TS
2 �I . �6�

The elements of �x,0 are parameters. The estimated track
state is found by weighting the predicted track state and the
observation by the Kalman gain, Kk,

x̂k = x̃k + Kk�yk − h�x̃k, ẑk,0�� ,

where

Kk = �̃x,kHk
T�Hk�̃x,kHk

T + Vk�R,kVk
T�−1.

The estimated track-state-error covariance is

�̂x,k = �I − KkHk��̃x,k,

the linearized innovation, 
̂k=yk− ỹk, is


̂k = H�xk − x̃k� + VvR,k,

and the linearized covariance of the innovation is

�
,k = Hk�̃kHk
T + Vk�R,kVk

T.

2. Gating and data association

The next step in the MTT algorithm is to associate the
observations with existing predictions. The challenge is to
avoid associating a false prediction-observation pair, and to
avoid not associating a true prediction-observation pair
�track splitting�. The innovation 
̂ijk is the difference between
the predicted measurement from track i and the observation j
at ping k; it is used in the gating and data-association algo-
rithms. Innovations based on both constant and “zero-
velocity” predictions are implemented and tested. Gating is
the initial step in the data association, where unlikely pairs of
predictions and observations are removed. The distance indi-
cated by the innovation is calculated, and any pair separated
by more than a set amount is deemed to be outside the gate.
The gate can be specified in several ways. We have imple-
mented two types. Firstly, a static gate accepts pairs within a
fixed ellipsoidal volume around the prediction:

dijk
2 = 
̂ijkG
̂ijk

T � 1, �7�

where

G = ��G
2 0 0

0 �G
2 0

0 0 rG
2 �

−1

. �8�

Here �G, �G, and rG act as gates in angles and range, respec-
tively. Note that different gate widths may be used in the
initial and final tracking. These are indexed by numbers, i.e.,
rG1 and rG2. If no measurement is associated with a given
track at time step k, the algorithm continues the search at
time step k+1. However, the volume likely to contain the
next measurement of the track is now larger, and it will
increase for each time step when no association is made.

This suggests the use of a dynamic gate whose size increases
with the prediction covariance. Such a gate requires a priori
knowledge of the detection probabilities and measurement
errors.8 In order to test the concept of a dynamic gate, sup-
pose the detection probabilities are constant, so that

dijk
2 = 
̂ijk �
,ijk

−1 
̂ijk
T � 2 ln� cG

	
�
,ijk

� + ln �
�
,ijk
� , �9�

where cG is a constant. The last term is a penalizing term to
prevent tracks with high innovation covariance �many miss-
ing pings� being preferred over those with low innovation
covariance.8

When gating is performed, a sparse matrix is obtained
containing the d2’s for all combinations of predictions �i� and
observations �j� for ping k that fall inside the gates. The
association algorithm assigns observations to predictions
based on the elements in this matrix. Several data-association
methods are described in the literature.8 One of the most
common is the global nearest neighbor �GNN� method,
which assigns observations to tracks by minimizing the total
sum of distances. In this case an assignment with a higher d2

may be chosen at a given time step if the total cost is lower.
This assignment problem is solved by the Bertsekas auction
algorithm.9 We also implemented a simpler algorithm that
first assigns the best pairing at each time step, then the next
best, continuing until all observations inside the gates are
assigned. In this case the total sum of distances may be
higher than for the GNN method. We have compared the
methods with respect to their data-association errors.

3. Track support

The last part of the MTT algorithm is track support. This
starts, terminates, and validates the tracks. When an observa-
tion is not connected to an existing track, a new one is
spawned. The new track state starts with the position indi-
cated by the observation, the velocity set to zero, and �x,0 as
an assumed error covariance. A track is terminated at the last
ping before the first sequence of MP consecutive missing
pings. The track is rejected if it is less than ML �minimum
track length�, or if the number of missing pings divided by
the track length is more than MN. The track length is simply
the number of pings from start to finish, including any miss-
ing pings.

B. Other track-state estimators

In the previous section, the EKF was used both for pre-
diction and estimation of the track state. Since the EKF es-
timates the new track state based on the new associated mea-
surements and the present track prediction only, this
technique is well suited to be integrated with the gating and
data-association algorithms. However, after the measure-
ments have been associated, other techniques can be used to
estimate the position and velocity of the targets. The addi-
tional techniques we have tested are the Kalman-smoothing
algorithm, linear regression, and a smoothing spline.

After estimating the tracks with the Kalman filter and
computing the track-support functions, a Kalman smoothing
algorithm may be applied. The advantage over the Kalman-
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filter algorithm is that the influence of the initial values �zero
velocity and �x,0� is avoided. This is achieved by using the
Kalman-filter predictions and estimates to compute the Kal-
man smoothed estimate

x̂̂k = x̂k + Jk�x̂̂k+1 − ���Tk�x̂k� ,

with covariance

�̂
ˆ

x,k = �̂x,k − Jk��̂
ˆ

x,k+1 − �̃x,k+1�Jk
T,

by moving backwards through the track. Here

Jk = �̂x,k���tk�T�̂x,k
−1 .

Both the Kalman filter and the Kalman smoother estimate
the position and velocity errors. However, the comparison
with other methods is based on the position and velocity
estimates only, not the errors. For the Kalman-filter estimate
we define position and velocity vectors

ŝk
KF = x̂k�1¯3�, ûk

KF = x̂k�4¯6�

and for the Kalman smoothed estimate

ŝk
KS = x̂̂k�1¯3�, ûk

KS = x̂̂k�4¯6�.

The linear regression and the smoothing spline methods re-
quire us to map the measurements yk to Cartesian coordi-
nates �egc�. This is achieved using the estimated platform
state ẑ,

sk = g�y, ẑ� = �x

y

z
�

egc

,

where g is found from h �see Appendix B�. A constant-
velocity track,

sk
L = s0

L + uLtk, �10�

is then fitted to sk by minimizing SS=�k�ŝk
L−sk�2

2, and ŝ0
L and

ûL are found. However, a straight regression line through the
sk’s may be a rather crude approximation. Therefore, we also
used a smoothing spline, which minimizes a compromise
between the exact fit and the smoothness of the track. This is
implemented in the R function10 smooth.spline, where the
degree of smoothness can be chosen automatically by cross
validation, or by setting the parameter “spar” to a given
value. We have used both the nonparametric �cross valida-
tion� and parametric �spar=0.7� methods, denoted by sk

SNP

and sk
SP, respectively. For details see the documentation of

smooth.spline in the R program,10 and the standard-S
literature.11

C. Platform-state estimation

When tracking targets from vessels and buoys, the posi-
tion and the direction of the acoustic beam may change from
ping to ping. Knowledge of the transducer position and ori-
entation is required for accurate results. There are standard
notation and sign conventions for the motion of a submerged
body.12 However, the angles defined in this section are rela-
tive to the east-west and north-south directions, not the ves-

sel heading, i.e., the measurements of ship or buoy motion
have to be mapped into zk before evaluating Eq. �3�. If direct
measurements of transducer position and orientation were
available, the initial tracking and platform-state estimation
would be unnecessary.

However, this is often not the case. We have therefore
developed a method to extract correlated fish movements
relative to the acoustic beam, based on the association from
the initial tracking. This common movement is attributed to
movement of the transducer platform. In our test data, the
transducer compass direction and the GPS positions are mea-
sured, while the tilt, roll, and heave are unknown. The un-
known platform-state variables are set to zero before initial
tracking. The measurements are mapped from etp coordinates
to egp coordinates �see Appendix B for details�, and the mean
differences in angles and range between successive pings are
used to estimate the transducer movement. For the east-west
angle the mean difference is computed as


�k
=

1

Nk


i=1

Nk

��ki − �k+1,i� , �11�

where k is the ping number, i is the track number, Nk is the
number of tracks with measurements in both ping k and k
+1, and � is the east-west angle to the target relative to the
transducer position. Some tracks are short and are therefore
rejected by the track-support functions. However, in this pro-
cedure these short tracks are retained since the platform
movement may split tracks.

If fish are swimming in one direction through the beam,
consecutive 
�k

will be positive. If the transducer is moving
cyclically, consecutive 
�k

will vary from positive to negative
within the cycle. To extract this cyclical movement, the dif-
ferences are summed cumulatively to get �RAW,k� =�RAW,k−1�
+
�k

, starting with �0=0. To compensate the effect of polar-
ized swimming, a running-mean filter is used to remove the
drift component �platform translation and fish migration�
from ��RAW,k� �,

�̂k = �RAW,k� −
1

2M + 1 

l=k−M

k+M

�RAW,l� ,

where M is here the length of the running-mean filter. We set
M equal to 1/ f0 rounded up to the nearest integer, where f0

is a constant defining the lowest tilt/roll frequency that the
algorithm can detect. To estimate the north-south and range
components of the transducer movement, the same process is
applied to �� and z�. Then the tracking is repeated utilizing
the obtained estimates of transducer tilt, roll, and heave.

D. Testing data association

To test the performance of the data association algo-
rithms, the buoy data set is first tracked manually �true
tracks�, and then compared with the tracks obtained from the
various algorithms �auto tracks�. The auto-track identifiers
are compared with the true-track identifiers. If the auto-track
identifier changes along a true track, a split error has oc-
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curred. If the true-track identifier changes along an auto
track, a connection error has occurred. The measure for track
splitting is defined as

Jsplit�p� =
�iCi

s

�i�Li − 1�
, �12�

where p gives the parameter settings, Ci
s is the number of

changes in the auto-track identifier along the true track i, and
Li is the length of the true track i. An example is given in
Fig. 3. The measure for false associations is similarly defined
as

Jconnect�p� =
�iCi

c

�i�Li − 1�
, �13�

where Ci
c is the number of changes in the true-track identifier

along auto track i and Li is the length of auto track i. The two
measures are combined into a single measure of the associa-
tion error

Jalloc = 1
2 �Jsplit + Jconnect� . �14�

To test the parameter sensitivity to the data association
error, the tracker is run with one parameter perturbed by
±10% at each run. The sensitivity measure is defined as

Spa = 0.5� 
�J+10%

Jalloc

+

�J−10%


Jalloc
�� 
�p


p
�−1

, �15�

where �J+10% and �J−10% are the changes in Jalloc when
perturbing parameter p±10% , �p / p=0.1, except for MP,
which is an integer. To test the sensitivity to MP, this
parameter is increased or decreased by one. A relative
measure is still used, i.e., �p / p=1/MP0, where MP0 is the
unperturbed value.

E. Testing position and velocity estimates

A simulated data set is used to test the validity of the
position and velocity estimates for each track. Different fish
trajectories are simulated, including transducer tilt/roll ef-
fects. The track states estimated by the various techniques
are then compared with the known positions and velocities
from the simulations. The simulated data comprise four
constant-speed tracks: two straight lines and two half circles

�see Table II�. Instead of simulating transducer tilt/roll/heave,
we estimated the transducer platform state from the test data,
ẑk,testdata. These estimates are taken as the true platform state
in the simulations, i.e., z= ẑk,testdata. This is applied only to the
tilt/roll/heave; the transducer translation and compass head-
ing are set to zero. The simulated tracks are mapped to mea-
surement space and an error is added according to

yk = h�xk,zk,0� + vk�7¯10�. �16�

To simulate missing pings, randomly selected data points are
removed from the tracks. Short tracks are simulated by ter-
mination after the desired track length �L�. Distributions of
the track lengths and the ratio of missing pings to the track
length are calculated from the test data. To make the test
more realistic, we simulated 1230 data sets based on these
distributions. An overview of the simulated data sets is given
in Table III.

The mean along-track errors in position and velocity,

MEs =
1

L


k=1

L

�ŝk
E − xk�1¯3��2 �17�

and

MEu =
1

L


k=1

L

�ûk
E − xk�4¯6��2, �18�

are evaluated as measures of the fit between the true and
estimated position and velocity, respectively. Here L is the
track length and E denotes the estimation technique �KS, KF,
L, SNP, or SP�. The means MEs and MEu are calculated for
each of the four tracks in all the simulated data sets, using
all the estimation techniques. Note that for the constant-
velocity tracks, ûk is the same for all k’s.

The sensitivity of the estimated position and velocity to
the tracking parameters is tested. The manually associated
data set is the reference. Thus we can compare the impact of
different parameter settings on the track estimates of the de-
scribed algorithms. The sensitivity measure is

FIG. 3. The splits and false associations of a true track compared with an
auto track. The pairs of numbers show �true-track number, auto-track num-
ber�. The split error is found by counting the number of auto-track number
changes along the true tracks �1+1� divided by possible number of changes
�3+3�. The connection error is the number of true-track changes along the
auto tracks �1+0+0� divided by the possible number of changes �3+1+1�.

TABLE II. The simulated tracks.

Track Curve Speed �m/s� Direction Depth

1 Line 0.53 NE 200
2 Line 0.37 E 150
3 Semicircle 0.589 N to S 230
4 Semicircle 0.589 N to S 170

TABLE III. The number of simulated data sets for each track length �L� and
each missing ping to track length ratio �MN�. There are several duplicates
for each setting due to the added normally distributed error.

L

15 25 35 45 55 65 75

MN 0.1 90 120 60 60 30 30 30
0.3 120 160 80 80 40 40 40
0.5 60 80 40 40 10 10 10
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Sps =
1

�i=1
M Li



i

M



k

Li

�ŝik
E − ŝik

Ep�2 �19�

for the position estimates and

Spv =
1

�i=1
M Li



i

M



k

Li

�ûik
E − ûik

Ep�2 �20�

for the velocity estimates. Here M is the number of tracks, Li

is the track length for track i, ŝik
E and ûik

E are the position and
velocity estimates for track i at time tk using estimation tech-
nique E and the optimal parameter setting for the data asso-
ciation error, and ŝik

Ep and ûik
Ep are the position and velocity

estimate where parameter p is perturbed. The parameters are
perturbed by ±10%, one at a time. The mean Sps and Spv
are calculated for each parameter and each estimation
technique.

IV. RESULTS

The various methods for data association and track esti-
mation are examined by comparing the tracker results ob-
tained, respectively, with simulated data and the test data.
The questions are: how do the different data association al-

gorithms perform, how accurate are the velocity and position
estimates, and does the estimation of platform state improve
the results?

A. Data association

We tested the performance of six different cases of data
association on the manually associated data sets �see Table
IV�. The association measures defined in Eqs. �12�–�14� are
used in the tests. All cases were tested with both GNN and
BPF data-association methods.

TABLE V. List of parameters and the optimal parameter settings for the different cases. See Appendix A and
Appendix B for details of the error model parameters. N/A indicates “not applicable.” Note that all angles
�� , � , 	 , � , and �� are given in degrees.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

�� Qxy 0.100 0.100 0.100 0.100 0.100 0.100
Qz 0.050 0.050 0.050 0.050 0.050 0.050

Qdxdy 0.150 0.149 0.151 0.150 0.148 0.151
Qdz 0.100 0.100 0.100 0.100 0.100 0.099

�x,0 P0 xy 0.200 0.200 0.200 0.200 0.200 0.200
P0 z 0.100 0.100 0.100 0.100 0.100 0.100

P0 dxdy 0.300 0.300 0.300 0.300 0.298 0.300
P0 dz 0.200 0.200 0.200 0.200 0.200 0.200

�R Rx� 0.100 0.100 0.100 0.100 0.100 0.100
Ry� 0.100 0.100 0.100 0.100 0.100 0.100
Rz� 1.000 1.000 1.000 1.000 0.980 1.005

R�� 1.000 1.000 0.995 1.000 1.005 0.995
R�� 1.000 1.000 1.000 1.000 1.005 0.995
R	� 0.500 0.500 0.500 0.500 0.500 0.500
R� 0.500 0.500 0.500 0.500 0.500 0.497
R� 0.500 0.500 0.500 0.500 0.502 0.500
Rr 0.100 0.100 0.100 0.100 0.100 0.100

RTS 0.000 0.000 0.000 0.000 0.000 0.000

Track f0 0.050 0.049 0.050 0.050 0.049 0.050
support MN 0.400 0.400 0.400 0.400 0.400 0.400

MP 4.000 5.000 5.000 4.000 5.000 4.000
ML 15.000 15.000 15.000 15.000 15.000 15.000

Initial �G1�G1 3.940 4.020 N/A 3.940 4.020 N/A
gate rG1 1.000 1.000 N/A 1.000 1.000 N/A

cG1 N/A N/A 1.000 N/A N/A 1.000

Final �G2�G2 6.862 4.018 N/A 6.724 4.996 N/A
gate rG2 1.082 1.000 N/A 1.082 1.040 N/A

cG2 N/A N/A 1.000 N/A N/A 1.000

TABLE IV. The test cases for the manually associated data.

Case Description

1 Kalman prediction with a fixed Euclidean gate �static
gate�

2 “Zero-velocity” prediction with a fixed Euclidean gate
�static gate�

3 Kalman prediction with a maximum likelihood gate
�dynamic gate�

4 As case 1, but with no correction for platform movement
5 As case 2, but with no correction for platform movement
6 As case 3, but with no correction for platform movement
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To do a fair comparison of the methods, we use the
parameters that give the lowest Jalloc for each case. These
parameters are found initially by a searching over the param-
eter space, then a gradient method is used to minimize Jalloc.
The resulting parameters are given in Table V. Note that MN
and ML are not in the optimization since the association
measure does not contain a penalizing term for excluding
short tracks. If the longest track is correctly associated, the
optimal ML will be equal to the length of the longest track.
The parameter estimation procedure is performed using the
BPF data-association algorithm.

The split error, the connect error, and the association
error for the six cases are given in Table VI. The GNN and
BPF methods showed no difference in the data association
error, and BPF is used since it is computationally less de-
manding. The association error is lower for a static gate com-
pared to a dynamic gate. Velocity prediction �cases 1 and 4�
decreases the association error. Note that the optimal final
horizontal gates ��G2 and �G2� are larger when velocity pre-
diction is included �see Table V�. The platform-state estima-
tion gives little improvement. When velocity prediction is
used �cases 1 and 4�, the connect error increases by 25%,
while the split error is reduced by 50% by the platform esti-
mation.

Another way to evaluate the effect of platform-state es-

timation is to look at the distribution of the innovations �i.e.,
the differences between predictions and observations�. The
innovation distributions for the initial and final tracking re-
sults for case 1 are shown in Fig. 4. To compare the distri-
butions, the initial gate is set equal to the final gate. The
innovation distribution is shifted left, indicating a better fit
between prediction and measurement. Examples of data with
and without correction for platform movements are given in
Figs. 5 and 6.

As indicated above, changes in the various parameters
influence the association error. The sensitivity index defined
in Eq. �15� is used to test this, and the results are shown in
Fig. 7. The results are sensitive to MP and MN in all cases.
When using static gates, the gate parameters are important.
In particular, note the high sensitivity when platform-state
estimation is omitted. This is seen for the vertical gates in
cases 4 and 5, and especially for the horizontal gates in case
5. The sensitivity to horizontal gates is lower when velocity

FIG. 4. The white bars �upper panel� and black bars �lower panel� show the
gate distance �d2� distribution for case 1 without and with platform-state
estimation, respectively. The gray bars indicate the difference between the
distributions. The vertical lines indicate the means for the distributions.

TABLE VI. The data-association error for the six cases. The optimal param-
eter settings for each case are given in Table V.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Jalloc 0.017 0.022 0.041 0.017 0.026 0.061
Jsplit 0.008 0.020 0.041 0.014 0.038 0.060

Jconnect 0.025 0.024 0.041 0.021 0.014 0.062

FIG. 5. Range as a function of ping
number for two tracks. Asterisks
�white� and triangles �black� show the
tracks with and without buoy move-
ment estimation, respectively.
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prediction is used. The sensitivity to the error model param-
eters �R� is higher when using dynamic gates. Note also that
the detection probabilities, hidden in cG, are less important
compared to the error model parameters.

B. Track state estimation

We used the simulated data sets described in Sec. III E
to investigate the accuracy of the various track-state estima-
tors. The data sets are tracked, with and without platform-
state estimation, and the position and velocity estimates are
evaluated using the measures defined in Eqs. �17� and �18�.

Tables VII and VIII show the mean position and velocity
errors for the five estimation techniques and for three differ-
ent scenarios. Firstly, the data are simulated with platform
movement, and platform-state estimation is applied. Sec-
ondly, the platform movement is simulated but not estimated.
The last simulation is the “control,” where platform move-
ment is neither simulated nor estimated. Comparing the re-
sults with and without platform movement estimation, the
position estimate error is reduced for the Kalman methods
KS and the KF when the platform movement is estimated,
but for the L and SP methods it increases. For the velocity
estimates, the errors of KS indicate divergence in all cases.

For KF and the SNP the velocity error is reduced by estimat-
ing the platform state, whereas for L and SP the error levels
are similar.

The sensitivity to the estimated velocity and position is
tested by calculating the measures Sps and Spv, using the
various track-state estimators on the test data set described in
Sec. II. The position sensitivity measure, Sps, is the mean
difference in position. The position estimates deviate at the
most 0.3 m when perturbing the parameters ±10% �Fig. 8�,
and they depend mainly on f0. This parameter controls the
platform estimation. All the techniques are equally sensitive,
except that SP is also sensitive to the smoothing parameter
spar.

As regards the velocity estimates, there are differences
between the techniques, although all except SP are most sen-
sitive to changes in f0 �Fig. 9�. The sensitivity to f0 is ex-
tremely high for KS and SNP, while it is lower for KF and
SP, with L being the most robust method. Note also the high
sensitivity to spar for the SP method.

V. DISCUSSION

This paper presents a general framework for tracking
fish with a split-beam echosounder when the transducer is
moving. The performance of various methods of data asso-
ciation and track estimation is investigated.

A. The extended Kalman filter

The extended Kalman filter serves two purposes in the
MTT. It links observations to predictions, taking into account
errors due to the prediction, the echosounder, and the plat-
form movement, and it is used to estimate positions and ve-
locities. The extended version of the Kalman filter is required
due to the nonlinear relationship between the measurement
space and the state space. The main contribution here is a
framework for tracking when the error models are known.
The track-state-transition error may be seen as the deviation
in swimming speed from a straight line �constant velocity�
and has nothing to do with the measurement errors. This
enables us to separate the observation error from that due to
nonconstant fish velocity. Track state transition models based
on the observed behavior, the coordinated turn model, for

TABLE VII. Mean absolute position errors for different track-state estima-
tors.

KS KF L SNP SP

PlatMove, PlatEst. 1.082 1.368 1.628 1.336 1.158
PlatMove, No PlatEst. 1.929 2.577 1.303 3.295 0.829

No PlatMove, No PlatEst. 0.627 1.138 1.029 0.417 0.346

TABLE VIII. Mean relative velocity errors for different track-state estima-
tors.

KS KF L SNP SP

PlatMove, PlatEst. 315% 52% 31% 68% 32%
PlatMove, No PlatEst. 721% 88% 28% 815% 35%

No PlatMove, No PlatEst. 428% 51% 23% 45% 16%FIG. 7. Sensitivity indices for association error, Spa. Nonsensitive param-
eters are not included.

FIG. 6. Horizontal positions for a single track. Asterisks and triangles show
the track with and without buoy movement estimation, respectively.
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example,5 might improve the track-state transition �predic-
tion�. We decided against that approach because of the large
errors in our observations. The convergence of the Kalman
filter depends on the error model. This is discussed in Sec.
IV D.

To take full advantage of the EKF, proper error models
for the measurements and state transitions should be estab-
lished. This would allow us to estimate the track state includ-
ing both error models. This is not a feature of the alternative
track-state estimators, except KS, and is the reason for the
central role the EKF has in this work.

B. Platform-state estimation

Since we had no measurements of the platform tilt and
roll, there was a need to estimate this movement somehow.
We used a simple approach to solve this problem, but other
techniques like fitting a model of wave-induced movement to
the data could be considered. We tried using a bandpass filter
to remove low and high frequencies, but the association error
was more than that of our simple algorithm �which may be
compared to a high-pass filter�. We therefore chose not to
proceed with more elaborate models. The reason why the
simple filter works well in our example is probably due to
the rigging of the transducer. The transducer hangs from a
cable, and the dynamics of this arrangement are complicated.
The motion of a transducer attached to a ship’s hull is prob-
ably simpler to model, and more complex models may im-
prove performance in that case. It is important to note that
our method does not detect any constant tilt of the acoustic
axis; only the periodic movement about the �unknown� mean
is estimated. If measurements of the platform state are avail-
able, the platform estimation technique and the second track-
ing are unnecessary.

The algorithm seems to estimate the platform state quite
well, but what are the consequences of utilizing these esti-
mates? This is discussed below, both for data-association er-
ror and track-state estimation.

C. Data association

Correct data association is crucial for successful track-
ing. If the data-association algorithm fails, the platform state
and the tracks will be poorly estimated. An important part of
the data association is accurate prediction. We have tested
two kinds of predictions, the constant-velocity prediction and
the “zero-velocity” prediction. When comparing the
constant-velocity and “zero-velocity” predictions, we see
that the split error is smallest in the former prediction �cases
1 and 4�. This indicates a better result from the constant-
velocity prediction, which allows the data-association algo-
rithm to handle more candidates within a gate, hence the
larger optimal horizontal gates for cases 1 and 4. However,
the larger horizontal gates cause more connection error, al-
though the total association error is still improved. There is a
trade-off between connect and split errors. If one desires to
reduce the connect error, narrower horizontal gates may be
applied. The total association error is then increased, but it is
still lower than that of the “zero-velocity” prediction. We
conclude that it is better to base predictions on the actual
velocity estimates rather than the zero-velocity assumption.

The platform-state estimation has a similar effect: The
split error is reduced, while the connect error is increased,
but here the total association error remains the same. The
benefit of platform-state estimation in the data-association
process is not evident. However, if we decrease the horizon-
tal gates from 6° to 4°, the platform-state estimation does
improve the results. The Jalloc is then 0.07 and is reduced to
0.02 after platform-state estimation. For some parameter val-
ues the platform-state estimation is important, but not when
using the optimal settings for our example. However, when
considering the innovation distribution, it is seen that the
platform-state estimation reduces the distance between the
predictions and the observations. In addition, the sensitivity
to the gate parameters is higher without platform-state esti-
mation. Thus, the platform-state estimation makes the asso-
ciation algorithm more robust.

We tried to implement maximum-likelihood track-
support functions.5 This would avoid ad hoc parameters like
missing pings, MN ratio, and predetermined gates. The idea

FIG. 8. Sensitivity indices for estimated position, Sps. The P and Q param-
eters are the elements of the parametrized �x,0 and ��, respectively. See
Eqs. �6� and �A1� for details. Nonsensitive parameters are not included.

FIG. 9. Sensitivity indices for estimated velocity, Spv. The P and Q param-
eters are the elements of the parametrized �x,0 and ��, respectively. See
Eqs. �6� and �A1� for details. Nonsensitive parameters are not included.
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is to use the prediction covariance to define the gate, but it is
necessary to estimate the detection probabilities. We tested
whether we could improve the results by setting constant
detection probabilities and then optimizing the parameters
with respect to the data-association error. These probabilities
are in fact not constant, and we were unable to come close to
the performance of a fixed Euclidean static gate and ad hoc
parameters. One reason for the failure could be the narrow
acoustic beam. The transducer’s pendulum movement causes
the detection probabilities to change rapidly, thus the use of
constant parameter values may be incorrect. Consequently,
we cannot rule out the possibility that the maximum-
likelihood track-support functions may work. However, with
the accuracy of the detection probabilities and the error mod-
els in mind, we believe that the ad hoc approach is more
robust.

A similar situation is found for the data-association al-
gorithms. Although the GNN algorithm is quite simple, the
even simpler method of picking the nearest target first works
equally well. This indicates that the system has low vulner-
ability to the choice of the data-association algorithm. This
may be explained by the nature of the SED which detects
only one target at a given range, and rejects closely spaced
targets. It is concluded that the choice of data-association
algorithm is not crucial to the result. These conclusions are
based on the data-association test. A crucial part in the test is
the validity of the true tracks. These are obtained by first
applying the tracker and then correcting the tracks manually.
The manual data association is subjective to some extent,
and only the target range, not the angles, is used in the
manual process. Therefore some false track connections
might occur. In addition, our results are based on only one
data set, and the result is, strictly, only valid for this data set.
The convergence of the optimization algorithm is also impor-
tant. If the algorithm sticks on a local Jalloc, wrong conclu-
sions may be drawn. Also, the relative weights of Jsplit and
Jconnect influence the results, as illustrated by the above-
mentioned example of increased horizontal gates.

For our data, the constant-velocity prediction improves
data association, while the platform-state estimation reduces
the sensitivity to the gate parameters. In general, these ef-
fects are connected, and we argue that both methods improve
the quality of the data association.

D. Track-state estimators

The validity of the estimated positions and velocities are
central to the success of the tracker. Tracking fish from a
free-floating and moving buoy with high noise in the posi-
tioning may require a different approach compared to the
analysis of fine-scale behavior from a known or stable plat-
form state.

The Kalman filter �KF� is an integral part of the MTT,
and error models of the measurements and fish movement
are taken into account. The KF works well for the position
estimates. Each position includes an estimate of the error,
assuming that the error models are correct. The velocity es-
timate is less good. One reason is that the initial velocity is
set to zero, and it takes several pings for the velocity estimate

to converge. This depends on the initial state estimate error
and the measurement error model. An important feature of
the KS estimate is that the tracker runs backwards through
the tracks, thus eliminating the impact of the initial estimate
covariance. The problem with KS is that accurate error mod-
els and platform-state estimates are usually necessary to pre-
vent the results from diverging. In our case this was not so.
KS is excellent for the position estimates, which are greatly
improved when the platform estimation technique is applied.

A linear regression fit to the track loci may be a crude
approximation. This is seen in the rather poor position esti-
mates obtained from the regression method. However, the
linear regression L is a robust method for estimating velocity.
The velocity estimate from L is the same with or without
platform-state estimation. This occurs because the periodic
buoy movement is removed by the straight-line regression,
provided the tracks are longer than half the period of the
platform movement. Another advantage is the low sensitivity
to the tracking parameters. The simple linear regression is a
good choice when the noise level is high and a robust
method is required, although the amount of detail in the re-
sults is limited.

The nonparametric spline works fairly well for the posi-
tion estimates. Cross validation is used to set the parameters
in the interpolation. This approach automatically determines
the relative weights according to smoothness and fit and has
the advantage that ad hoc parameters are avoided. However,
the estimated positions are rather bad if the platform-state
estimation is omitted. The cross-validation technique detects
the periodic movement of the platform and tends to follow
the observations and the buoy movement closely. This leads
to bad position estimates. The velocity estimate of SNP is
unsatisfactory. The derivative of the spline is used, and if the
degree of smoothness is too low, the velocities will be
grossly over estimated. On the other hand, SP seems to work
well with spar=0.7. This velocity estimate is the best, but it
is highly sensitive to spar. When a high degree of smoothing
is applied, the spline smooths the buoy movement in a simi-
lar manner to the linear regression. In that case, there is no
evidence that estimating the buoy movement is useful.

As discussed earlier, the various track-state estimators
have different properties. However, these conclusions are
based on the simulated data set, which is similar to our test
data set. For our test data the robust linear regression seems
to be the best choice. Other data sets may have different
properties, like higher ping rates, fewer missing pings, etc. It
might then be feasible to incorporate more detailed track-
state estimators. A general statement of what is the best es-
timator is therefore difficult.

E. Other tracking issues

Although we have said little about the algorithm for
single-echo detection �SED�, the efficiency of this algorithm
is an important factor in target tracking. Traditional SED
methods are discussed in the literature.3 For weak targets,
systematic angle measurement errors may occur.13 If the
SED were improved, the maximum allowed number of miss-
ing pings could be reduced with consequent benefits for the
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platform-state estimation, the data association, and the track
estimation. There are promising developments in this field.14

The orientation of the transducer may change between
the transmitted and the received pulses. The adverse effect
on echo integration has been investigated.15 The same prob-
lem may affect the SED efficiency, and also the target-angle
measurements. This requires further investigation, as regards
the effects on target detection algorithms and the perfor-
mance of target trackers.

VI. CONCLUSIONS

We have shown that compensating for platform move-
ment improves the quality of the data association, especially
when that is combined with predictions. Consequently, the
platform state should be taken into account whenever pos-
sible, and predictions should be based on the estimated ve-
locity. The various data-association algorithms we tested per-
formed very similar in our case, and we conclude that the
tracker is not sensitive to the choice of data-association al-
gorithm. On the other hand, the choice of gate had a large
influence, and we found that the simple static gate worked
best in our case. However, we cannot rule out the idea that
dynamic gates might perform better, given better knowledge
of detection probabilities and improved error models.

The choice of state estimation technique depends on the
quality of the data and how they are used. For example, more
detailed methods like SNP and KS require more accurate
estimates of platform state in order to perform well. Coarse-
scale estimators like linear regression are less vulnerable to
incorrect platform-state estimates. Velocity is more difficult
to estimate than position, and this should be taken into con-
sideration when choosing the track-state estimator. For our
data, the linear regression yielded a robust and relatively
accurate estimate of the velocity.

The EKF approach differs from the other techniques for
estimating the track state, since it takes account of errors
both in the measurements and in the prediction model, and it
models the two error types separately. To take full advantage
of this approach, better error models must be developed. This
work presents the framework for such an approach which, in
our opinion, is the natural next step.
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APPENDIX A: THE TRACK-STATE TRANSITION

Under the assumptions of constant velocity, the track
state at time tk+1= tk+�T is given by

xk+1 = ���T�xk + w�,

where ���T� is the track-state-transition matrix for the time
interval �T and w� is an additive system error component.
The track-state-transition matrix is given by

���T� = �
1 0 0 �T 0 0 0

0 1 0 0 �T 0 0

0 0 1 0 0 �T 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

� ,

and the target-model-covariance matrix is defined as ��

=E�w�w�
T �. The error is assumed normal, independent, and

constant for all track-state variables and

�� = �Qxy
2 Qxy

2 Qz
2 Qdxdy

2 Qdxdy
2 Qdz

2 QTS
2 �I

�A1�

where the elements are parameters and I is the identity ma-
trix.

APPENDIX B: THE MEASUREMENTS

A split-beam echosounder with an algorithm for single
echo detection calculates the alongship angle �k, the athwart
ship angle �k, the range rk, and the target strength TSk, for
each target inside the sampled volume at every time step k.
These measurements are represented by

yk = ��k �k rk TSk�etp

T + vy,k.

The measurement has an additive error component, vy,k,
given by the accuracy of the transducer.

The transducer platform state is described by the posi-
tion, x̂�, ŷ�, and ẑ� relative to geo-referenced coordinates
�egc�, the transducer yaw �transducer compass reading� 	�,
and the tilt angles �� and �� relative to east-west and north-
south directions, respectively �see Fig. 2�. Note that this is
not the same as the usual vessel tilt and roll angles,12 which
are relative to vessel heading. The translation, tilt, and twist
of the transducer are given by

zk = ẑk + vy,k = �x̂� ŷ� ẑ� �̂� �̂� 	̂��egc

T + vz,k,

where vz,k is the additive error component. The error terms
are combined into

vR,k = �vz,k

vy,k
�

and assumed additive and normal with covariances �R,k

=E�vkvk
T�. The covariances are given as

�R,k = ��z,k 0

0 �y,k
� ,

where

�z,k = �Rx�
2 Ry�

2 Rz�
2 R��

2 R��
2 R	�

2 �I

and

�y,k = �R�
2 R�

2 Rr
2 RTSk

2 �I .

Here the elements are parameters and I is the identity matrix.

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Handegard et al.: Tracking fish from a moving platform 2221



The mapping from state space to measurement space,
h : �x̂k , ẑk ,vk�→yk, is a central part in the EKF. The mapping
involves Cartesian translation and rotation, and changing
from Cartesian to transducer coordinates. Note that the posi-
tive component of the acoustic axis is pointing away from
the transducer. The relationship between the transducer Car-
tesian coordinates �etc� and the transducer polar coordinates
�etp� is given by

yetp
= �

arctan
x

z

arctan
y

z

	x2 + y2 + z2

TS

�
etp

+ vy,k, �B1�

where x ,y ,z are the target position in etc coordinates and TS
is the target strength. The target position in etc is given by the
mapping between the geo-referenced track-state coordinates
�egc� and transducer platform Cartesian coordinates �etc�, de-
fined by

�
x

y

z

TS

1
�

etc

= AcAt�xegc

1
� , �B2�

where At is the translation matrix and Ac is the rotation ma-
trix, defined as

At�zk�1¯3�� = �
1 0 0 0 0 0 0 − xk�

0 1 0 0 0 0 0 − yk�

0 0 1 0 0 0 0 − zk�

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1
� ,

and

Ac�zk�4¯6�� = �
0 0

�ex� �ey� �ez� 0 0

0 0

0 0 0 1 0

0 0 0 0 1
�

−1

=�
�ex

T� 0 0

�ey
T� 0 0

�ez
T� 0 0

0 0 0 1 0

0 0 0 0 1
� .

The unity vectors are defined by

ex = k2� sin 	�

cos 	�

k1
�

egc

,

ey = k2k3� k1 tan � + cos 	

− sin 	 − k1 tan �

tan � cos 	 − tan � sin 	
�

egc

,

ez = k3� tan ��

tan ��

− 1
�

egc

,

where

k1 = tan �� sin 	� + tan �� cos 	�,

k2 = �sin2 	� + cos2 	� + k1
2�−1/2, �B3�

k3 = �tan2 �� + tan2 �� + 1�−1/2.

Note that the platform-state variables are the sum of the error
and the estimate, i.e., x�= x̂�+vz,k�1�, thus giving the depen-
dence of vz in the mapping.

In order to spawn a new track and to facilitate the use of
the alternative track-state estimators, the mapping from mea-
surement yk to position sk is required, i.e., g : �yk , ẑk�→sk.
First the transducer coordinates �etp� are converted to trans-
ducer Cartesian coordinates,

z = r/	tan2 � + tan2 � + 1,

x = z tan � ,

y = z tan � .

Rotation and translation are applied to arrive at the geo-
graphical Cartesian coordinates �egc�,

sk = AtiAc
−1�

x

y

z

TS

1
� , �B4�

where Ac
−1 is the inverse of Ac and

Ati�zk�1¯3�� = �
1 0 0 0 + xk�

0 1 0 0 + yk�

0 0 1 0 + zk�

0 0 0 1 0

0 0 0 0 1
� .
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In theory, matched field processing offers the significant benefit of higher signal gains and increased
localization capability. However, this has not been robustly observed in practice because of inherent
uncertainties about details of the shallow water propagation environments which limit the prediction
of the channel response. The use of guide sources to directly measure the transfer function between
source and receiver arrays has been proposed as a means for reducing mismatch. However, the guide
source measurement only provides a measured transfer function at the guide source location. In this
paper a method of depth-shifting guide source observations is proposed, making it possible to
estimate transfer functions for points in the ocean other than the guide source location. The proposed
depth-shifting process does not require knowledge of environmental parameters. The theoretical
background for the technique is developed below and its range of applicability is examined © 2005
Acoustical Society of America. �DOI: 10.1121/1.2010309�

PACS number�s�: 43.30.Wi, 43.30.Bp �EJS� Pages: 2224–2233

I. INTRODUCTION

Passive sonar performance in shallow water can be de-
graded because these environments support complex multi-
path propagation and often include multiple loud surface in-
terferers. Matched field processing �MFP�, which
incorporates a propagation model to determine the replicas
used in beamforming, has been proposed as a way to recover
the losses incurred due to multipath propagation and provide
increased source localization.1 Adaptive processing, in par-
ticular adaptive MFP �AMFP� can provide the ability to null
surface interference. Receive arrays with significant vertical
aperture can support discrimination between surface and sub-
merged sources and, if accurate environmental inputs are
available, can achieve significant adaptive rejection of sur-
face sources. Under ideal situations, AMFP can provide im-
proved performance in both localization and detection of
sources.

In practice the performance gains possible from AMFP
are difficult to achieve. High ambiguities typically exist in
the MFP output, especially for arrays with limited vertical
aperture, which limits interferer rejection. The motion of the
targets and interferers can be a significant problem, introduc-
ing additional signal loss, smearing source peaks, and con-
suming adaptive degrees of freedom.2 However, for arrays
with significant vertical aperture the most important limita-
tion on MFP performance is that precise information on the
underwater channel is generally not available. The mismatch
between the computed and actual array steering vectors can
result in loss of array gain and, for adaptive processing, sign-
ficant target self-nulling.

A number of approaches have been proposed to deal
with the problem of environmental mismatch in MFP. Algo-
rithms can be designed that attempt to reduce sensitivity by
directly building a model of the environmental uncertainty
into the processing.3–5 Alternatively, geoacoustic inversion
methods can be used to estimate more accurate seabed pa-
rameters, which are typically the source of greatest environ-
mental uncertainty. Inversions can be done using either trans-
missions of known wave forms from calibrated sources6,7 or
from sources of opportunity such as loud merchant ships.7

Other authors have suggested the use of guide sources
for mitigating environmental uncertainty.8,9 Guide sources
may be calibrated sources deployed for an experiment or can
be sources of opportunity such as surface ships, whose posi-
tion might be obtained from an offboard sensor. In either
case the guide source can be used to determine the acoustic
response across the array, eliminating the need to predict the
response using a propagation model. This response is imme-
diately known for the source-receiver path of the guide
source, but it is still unknown for sources at alternate loca-
tions.

The approach presented here attempts to determine the
response of a source by translating the observed response
from the guide source. In previous work,10 translation of a
response from one source range to another was demonstrated
by utilizing multifrequency data. However, the guide source
will generally be located at a different depth than the target
of interest, meaning that a method of translating in depth is
desired. This is particularly true when the guide source is a
surface ship and the target of interest is a submerged source.
In this paper a method of “depth shifting” the guide source
response using a vertical line array �VLA� is presented. With
knowledge of the guide source location, this vector can then
be shifted in depth to provide a steering vector for beam-
forming to alternate depths. Thus, a replica vector is obtained
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without the need for environmental knowledge or the use of
a propagation model.

The work presented here is similar in some respects to
work done by Conti et al. for a time-reversal mirror
application.11 Conti et al. used image processing techniques
to extract the curvature of the field received from an impul-
sive source across a fully spanning VLA. This curvature was
related to an image source contribution. By adjusting the
curvature before playing back the time-reversed signal, the
location of the time-reversal focal point was shifted in depth
and range. The approach in the following accomplishes a
similar shifting but applies to cw sources, rather than the
short-duration wave forms used in time-reversal operations.

The first section to follow outlines the theoretical back-
ground for depth shifting. The depth-shifted observation �or
replica vector� is formed by applying an operator to the ac-
tual guide source observation. The choice of this operator is
motived by the derivation of an approximate mode orthogo-
nality condition. A calculation for estimating the location of
the depth-shifted peak is shown and conditions for the depth-
shifting operation to be accurate are discussed. Finally, simu-
lation results are used to demonstrate the technique. The use
of an alternate depth-shifting operation is also explored.

II. THEORETICAL BACKGROUND FOR DEPTH
SHIFTING

The normal mode representation of the field at fre-
quency � and time t that is present on a sensor at depth z due
to a unit normalized source at a range rs and depth zs can be
written as

p�zs,z,rs;�,t� =
i��zs�

�8��1/2 �
m=1

M

�m�zs��m�z�
ei�km���−�m����rs�t�

�km���rs�t�
,

�1�

where �m is the mode function, km is the horizontal wave
number, �m is the attenuation constant of the mth mode, and
M is the total number of propagating modes. For simplic-
ity, the explicit reference to frequency � in Eq. �1� will be
omitted in subsequent equations except when the fre-
quency dependence is not clear.

One useful characteristic of the mode functions is their
orthonormalacy relationship, which can be written as

�
0

D

�l�z��m�z� = ��l − m� , �2�

where the integration is computed over the water column of
depth D. In MFP, the above-noted relationship can be used
to simplify the inner product of pressure fields sampled
along a fully spanning VLA to a weighted summation over a
single mode.10 In this section, a similar relationship is pur-
sued, but one that involves not only the mode functions but
their spatial derivatives. The rationale is that there is a cor-
respondence between mode number m and source depth, so
that shifting in mode number produces an analogous effect to
shifting in depth. This central idea will be motivated by the
derivation in this section, followed by the expressions for the
MFP output produced in the following section.

The derivation begins by noting that the depth depen-
dence in Eq. �1� is contained entirely in the mode functions
�m, which are a function of two parameters: the vertical
mode wave number kz,m and source depth. An assumption is
made that this dependence is on the product of the two, i.e.,
�m�z� can be considered as a function of the form f�kz,mz�.
This is consistent with the Wentzel–Kramers–Brillion
�WKB� approximation for mode shapes and eigenvalues.

Under this assumption, the partial derivatives with re-
spect to depth and wave number, respectively, can be written
as

�

�z
�m�z� = g�kz,mz��kz,m +

�kz,m

�z
z	�g�kz,mz�kz,m,

�3�
�

�kz,m
�m�z� = g�kz,mz�z ,

where the unknown function g�kz,mz� has been introduced as
a common product of the two differentiations �for example,
if �m�z�=sin kz,mz, then g=cos kz,mz�. In calculating the
depth derivative, the depth dependence of the vertical wave
number has been neglected. The unknown function g can be
eliminated to give

�

�kz,m
�m�z� =

�

�z
�m�z�

z

kz,m
, �4�

which can be approximated using a centered finite differ-
ence:

�

�kz,m
�m�z� 


�m+1�z� − �m−1�z�
kz,m+1 − kz,m−1

. �5�

The results so far have introduced a parametrization of the
mode functions and have shown how its derivatives are re-
lated. A new approximate orthogonality expression for the
mode functions is now derived.

The standard mode orthogonality condition in Eq. �2�
can be used to write the following difference expression:

�
0

D

��l+1�z� − �l−1�z���m�z�dz = ��l + 1 − m� − ��l − 1 − m� .

�6�

�This is obtained by applying the orthogonality condition
twice, then subtracting the two results.� The resulting expres-
sion includes a term similar to the centered difference in Eq.
�5�, thus inserting and simplifying gives

�
0

D

z
�

�z
�l�z�

kz,l+1 − kz,l−1

kz,l
�m�z�dz

= ��l + 1 − m� − ��l − 1 − m� . �7�

Now, the horizontal wave numbers are assumed to have a
linear dependence on mode number:

kz,l = q�z�l . �8�

In general q will be a function of depth, but as noted earlier,
this difference has been assumed to be weak. The difference
between vertical wave numbers in Eq. �7� can then be sim-
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plified, giving a new �but approximate� orthogonality expres-
sion for the mode functions:

�
0

D

z
�

�z
�l�z��m�z�dz �

l

2
���l + 1 − m� − ��l − 1 − m�� .

�9�

The right-hand side above will be nonzero when either delta
function is satisfied, i.e., when m= l±1. Thus the approxi-
mate orthogonality condition will hold between nearest-
neighbor modes. The expression is approximate because of
the first-order finite difference used to represent the vertical
wave number derivative. If desired, higher-order approxima-
tions to the finite difference could be used to capture addi-
tional off-diagonal mode cross-talk terms.

From numerical experiments, it was observed that a
similar approximate orthogonality can be obtained if the
depth-shifted replica is taken to be simply the depth-
derivative of the guide source data �without the factor of z on
the left-hand side �LHS� of Eq. �9��. This behavior can be
explained in terms of the mode shapes expected for modes
that are well above cutoff. In this case the mode shapes tend
towards ��2/D�sin kz,lz, with vertical wave numbers given
by kz,l=�l /D. The integral of mode m with the depth deriva-
tive of mode l can be calculated to be

�
0

D �

�z
�l�z��m�z�dz

=
l

D
�1 − cos ��m − l�

m − l
+

1 − cos ��m + l�
m + l

� , �10�

which will be identically zero for l=m±2k, where k
= �0,2 ,4 ,…�. The resulting zeros help to reduce cross-talk
and sidelobe levels. Note that the factor of 1 /D above results
in lower cross-correlation values than were seen in Eq. �9�.
The different scaling between the two depth-shifting opera-
tions is removed when the depth-shifted replica is normal-
ized.

III. MODIFIED BARTLETT PROCESSOR

The output from a Bartlett matched field processor
evaluated at a position of �z ,r� can be written as

P�z,r� = 
w̄H�z,r� · ȳ
2, �11�

where w̄�z ,r� is the Nx1 weight vector and ȳ is the received
response across the N-element array. Since the intent of this
paper is to describe an algorithm for the structured shifting
of MFP output peaks, the case considered here is that of a
single deterministic source �or target� at position �zs ,rs�, so
that ȳ= ȳ�zs ,rs� and P�zs ,rs� is the matched field output at the
target range and depth. �In general, for a signal in presence
of noise, the beamformer output is a stochastic quantity that
should be evaluated with an expectation operator. However,
the goal of the present work is not to evaluate the signal to
noise performance, but instead the ability to shift the beam-
former focus direction by varying the steering vector applied
to a deterministic signal. Thus, for the theoretical develop-
ment we consider the case of deterministic MFP with the

understanding that the usual signal and noise models apply
�see, for example, Ref. 1�. In the numerical simulations,
background white noise at 60 dB is included.� For the stan-
dard Bartlett processor, w̄= w̄model and the weight is the nor-
malized output of a propagation model �commonly re-
ferred to as the “replica” vector�. Accurate detection and
localization is heavily dependent on accurate knowledge
of the ocean environment, which is typically not available
in practice.

In this paper, a modified Bartlett processor is presented
where the weight vectors are obtained not from model out-
put, but from manipulation of a guide source response. Thus,
the “matching” occurs between previously observed fields,
and there is no loss due to model parameter mismatch. This
modified Bartlett processor has the form given in Eq. �11�
but with w̄= w̄guide computed from a guide source, and the
exact form will now be presented. The weight vectors are
obtained from observing the acoustic field from a guide
source �the guide source SNR is assumed to be high enough
so the effects of noise are negligible�.

In the previous section, an approximate mode orthogo-
nality relationship was presented which resulted from com-
puting the derivative of the mode functions with respect to
depth. To utilize this relationship in a modified Bartlett pro-
cessor, the depth-shifted “replica” vectors are computed from

v̄H�z,r� = z �
�

�z
x̄�zg,rg� , �12�

where x̄�zg ,rg� is the field received from the guide source, z̄
is a vector of depths at each phone location, and � indicates
the Hadamard product, or element-wise multiplication. The
depth-shifted weight is then calculated as

w̄�zs,rs� =
v̄�zs,rs�

v̄�zs,rs�


. �13�

The use of this weight vector can be evaluated by sub-
stituting Eqs. �12� and �13� into Eq. �11� to give

P�z,r� = 
w̄H�z,r� · ȳ�z,r�
2 = C�z �
�

�z
x̄�zg,rg� · ȳ�z,r��2

,

�14�

where C is a normalization constant. With sufficiently fine
spacing, the depth derivative can be approximated by a finite
difference equation, with the elements of the shifted replica
given by

vk�zs,rs� = zk
xk+1�zg,rg� − xk−1�zg,rg�

2�z
, �15�

where k is the index to a particular hydrophone in the array
and �z is the depth spacing between hydrophones. �Effects
of the discretization introduced in Eq. �15� will be discussed
and examined in the numerical simulations.� Assuming that
the acoustic field from the guide source and the target can be
expressed in normal modes as given in Eq. �1� then gives
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P�z,r�

= C��
n

N

zrn
�

�z
xn�zg,rg�yn�zs,rs��2

= C���
l

L

�
m

M ��
n

N

zrn
�

�z
�l�zg,rg��m�zs,rs�ei�klrg−kmrs���2

,

�16�

where the spatial summation in the inside brackets is evalu-
ated at the n=1,… ,N elements of the array, zrn is the depth
of the nth hydrophone, and C� is a new constant that con-
tains the additional terms in Eq. �1�. It can be seen that in
Eq. �16� the summation is the discrete approximation of
the LHS of Eq. �9�; substituting in the delta function on
the right-hand side of the equality then gives

P�z,r� = ��
m

M

�m − 1��m�z��m−1�zg�ei�kmr−km−1rg�

− �m + 1��m�z��m+1�zg�ei�kmr−km+1rg��2

, �17�

which is the modified Bartlett output evaluated at source
position z , r and using the guide source response for depth
shifting. This differs from the conventional MFP expression
because the quantity is evaluated at mode indexes m and
m±1 �the conventional expression contains only the index m
for a fully spanning VLA�. Thus, the maximum output does
not occur when zg=zs and rg=rs, but for some other “shifted”
location.

In the simulation and analytic results to follow, the prob-
lem is restricted to that of obtaining depth-shifted replicas at
the guide source range. Thus r=rs=rg in Eq. �17�. In this
case the output power of the processor becomes

P�z,r� = ��
m

M

�m − 1��m�z��m−1�zg�ei�km−km−1�r

− �m + 1��m�z��m+1�zg�ei�km−km+1�r�2

. �18�

Depth-shifted replicas at different ranges will be discussed in
Sec. III B.

A. Location of shifted peak

Expressions for the location of the shifted peak can be
derived using a WKB approach to describe the vertical wave
numbers and mode shapes. The depth shifted peak will be
calculated assuming that r=rs=rg, as described in Eq. �18�.
The power output will be maximized when terms match on a
mode-by-mode basis. The shifted peak zs should satisfy the
following:

�m�zs� = �m−1�zg�ei�km−km−1�r,

�19�
�m�zs� = �m+1�zg�ei�km−km+1�r.

An estimate of the shifted location is found using the follow-
ing steps:

�1� the WKB approximation is used to express modes as a
sum of up- and down-going waves.

�2� Equation �19� is rewritten as four equations, satisfying
the up- and down-going portions of the wave field.

�3� Approximate values for the shifted location are found.

The steps involved are shown in the Appendix. As a final
result, the shifted depth is given as

zs � zg ±
q

km
r . �20�

Thus the depth-shifting process will cause two shifted peaks
in depth to appear for every possible guide source depth. The
Appendix shows that this is because the up- and down-going
portions of the wave field are shifted differently. To first
order, the mode wave numbers will be comparable to the
medium wave number, so an approximate estimate for depth-
shifting is given by

zs � zg ±
q

k0
r . �21�

As noted earlier, for modes well above their cut-off fre-
quency, q=� /D. Using this value together with the fre-
quency, guide source range, and guide source depth, the lo-
cations of the depth-shifted peaks can be estimated. Note that
the depth shift is frequency-dependent, so that if multiple
frequencies are available �i.e., the sources have some band-
width or multiple tonals� these can be used to generate shifts
at multiple target depths. Thus, Eq. �21� provides a means for
generating a family of target depth values. Finally, it will be
shown in Sec. III B, processing using the ambiguity intro-
duced by the ± in Eq. �21� can be resolved by application of
the invariance principle.

The analytic results can also be used to qualitatively
explain several features that will be seen in simulation re-
sults. First, Eq. �20� shows that the exact location of the
shifted peak is mode-dependent. Thus if the modes have very
different phase speeds, a smearing of the peak location will
result. Second, the derivations above assume that the varia-
tion in vertical wave number with depth can be neglected. To
the extent that this is not true, i.e., significant sound speed
gradients exist, an additional defocusing of the depth-shifted
peak may be expected.

B. Range invariance shifting

The expression in Eq. �21� gives the relationship be-
tween the guide position zg , rg and a single target depth of zs

with rs=rg=r at the single frequency �. If the guide source is
a broadband source, the concept of using the invariance prin-
ciple to shift in range10,12 can be utilized. As will be shown in
this section, this provides the ability to consider rs�rg and
utilize multiple observations from the guide source when it
moves in range.

The objective is to acquire a weight vector which allows
one to beamform to a source at position zs , rs and at a target
frequency of �. Assume that observations have been ac-
quired for a guide source traveling in range and radiating
over some �broad� acoustic bandwidth. Then, consider the
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Bartlett output using one of these weight vectors acquired
when the guide source is at z=zg , r=rg and the guide re-
sponse at the frequency �g=�+�� is used to give

P�zs,rs� = ��
m

M

�m − 1��m�z��m−1�zg�ei�km���rs−km−1��+���rg�

− �m + 1��m�z��m+1�zg�ei�km���rs−km+1��+���rg��2

,

�22�

where the frequency dependence has been explicitly intro-
duced for clarity and the assumption has been made the �
does not vary considerably between � and �+��. �The fre-
quency increment �� is considered small enough so that
�� /��0.1.� To continue, follow the approach described
in the Appendix of utilizing the WKB approximation and
equating arguments of the exponentials to obtain the fol-
lowing expression for the processor peak:

zs =
1

qm
�zgq�m − 1� + �km����rs� − km−1�� + ���rs + �r�� ,

�23�

where the substitution of rs=rg+�r has been used. Approxi-
mate the wave number km as

km�� + ��� = ��k0 + �k�2 − q2m2 
 k0�1 −
q2m2

2k0
2 −

�k

k0
�

�24�

to give �see the Appendix for details�

km�� + ��� − km−1��� 
 − q2 m

k0
− �k . �25�

Retaining dominant terms then gives the following depth
shift operation:

zs � zg ± � q

k0
rg −

1

qm
��krg − k0�rg�	 . �26�

The last term of Eq. �26� goes to zero when it satisfies
the invariance relationship given by Brehovskih12 as �for 	
=1�

��

�
=

�r

r
. �27�

When Eq. �27� is satisfied, Eq. �26� reduces to the form
of Eq. �21� except that the Bartlett processor peaks for guide
range rg�rs, and each value of rg provides a different depth
shift as per Eq. �26�. When responses from a number of
guide positions are observed �e.g., the guide moves in range,
rg� this implies choosing the frequency �=�g−�� to satisfy
Eq. �27�, resulting in the ability to shift to zs as given in
�26��. For a guide source that has sufficient frequency extent,
this fact can be used to resolve the ambiguity introduced by
the ± in Eq. �21�.

IV. DEPTH-SHIFTING ALGORITHM

To summarize the preceeding sections, the algorithm for
depth shifting using a guide source is described in the fol-
lowing list.

�1� The acoustic pressure x̄�zg ,rg� across the array due to a
high SNR guide source is observed and retained, with
the guide position �i.e., z=zg and r=rg� known from
other information. This acquisition potentially occurs for
a number of guide source ranges as the guide transverses
the region and over a substantial bandwidth.

�2� For each discrete frequency band and source range, the
derivative of the pressure with respect to depth is com-
puted. For a vertical array with sufficient depth sam-
pling, this may be approximated by using a finite differ-
ence approximation as was utilized in the derivation in
the previous section. Alternately, an acoustic vector sen-
sor could be used to measure the particle velocity, from
which the derivative of the pressure may be calculated.

�3� The resulting derivatives are then normalized to unit
norm and stored as array weight vectors. Each weight
vector is associated with an unique target range and
depth �rs ,zs� through the relationships given in Eqs. �21�
and �26�. Note that with sufficient range observations
and signal bandwidth weight vectors can be obtained for
all possible target locations.

�4� The output of the Bartlett processor in Eq. �11� is com-
puted by applying the weight vectors from the previous
step to pressure across the array to determine power in
the direction of interest �r=rs ,z=zs�. Note that if mul-
tiple steering vectors are available for a single source
depth �due to multiple guide source ranges and broad
signal bandwidth� these can be used to resolve the am-
biguity arising from the ± sign in Eqs. �21� and �26�.

The above-noted procedure is particularly interesting
when a surface ship is considered as a potential guide source.
In this case the algorithm is readily applied �with zg�2 m�
as surface interference typically has a high SNR and its po-
sition may be obtained from a surface radar or shipping lane
information. Furthermore, the source is typically broadband
and can be observed at multiple ranges as the ship moves—a
fact which was exploited in Sec. III B.

V. SIMULATION RESULTS

Simulation results were generated using an environmen-
tal model based parameters gathered during the Santa Bar-
bara Channel experiment �SBCX�. Numerical results are
shown for 148 and 235 Hz, which were tones used during the
experiment, but no actual data results from SBCX are pre-
sented here. This is due to the fact that a data-driven evalu-
ation of the depth shifting algorithm requires the presence
�and position knowledge� of a guide source at multiple
ranges, along with observations of a target source. It is hoped
that constructing data collection opportunities for such an
evaluation may occur in the future, but in absense of this
data, the current work presents the theoretical background
and only simulated results.
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For all simulation results, a range-independent normal
mode simulation based on KRAKEN output was used.13 Fig-
ure 1 shows the sound speed profile used for the simulations,
and Table I lists the assumed geoacoustic properties of the
SBCX site. For comparison, results will also be shown for a
209-m-deep Pekeris waveguide with a constant sound speed
of 1500 m/s in the water column overlying an acoustic half-
space �parameters cc=1800 m/s, �=2 g/cm3, and �c

=0.04 dB/
�.

A. Mode orthogonality results

This section examines the approximate mode orthogo-
nality condition derived in previous sections. Mode correla-
tion matrices are calculated for a verticle line array �VLA�
that fully spans the water column with 1 m vertical separa-
tion between phones. The array gives excellent sampling so
the underlying orthogonality of the mode shapes is seen.
While not plotted, evaluation of the “standard” mode or-
thogonality condition �i.e., Eq. �2�� gives cross-talk between
modes �or off-diagonal elements of a mode correlation ma-
trix� at very low values �less than −15 dB�.

Figure 2 graphically shows the approximate orthogonal-
ity condition predicted by Eq. �9�. For convenience, the fig-
ure is produced by weighting the right-hand side of Eq. �9�
with a factor of 2 / l, so that perfect orthogonality would re-
sult in nonzero �first� off-diagonal terms with the value one,
and zeros elsewhere. The depth-shifting operation z�� /�z is
calculated using a centered finite difference on the mode
shapes. As predicted, because of the depth-shifting operation,
the correlation is highest between each mode and its two
nearest neighbors but there is nonzero cross-talk between
modes. This is believed to be a result of the approximations
utilized in the derivation of the new mode orthogonality con-

dition �such as the linear dependence of the vertical wave
number on mode index� which are less applicable at the
higher order modes that undergo increased bottom interac-
tion, as discussed in the next section. This increased cross-
talk may be expected to lead to higher sidelobe levels on the
depth-shifted ambiguity surface.

The accuracy of the discrete evaluation of both the stan-
dard orthogonality and the approximate differential orthogo-
nality relationship depends on the spacing and extent of the
discrete integral in Eqs. �2� and �9�, respectively. Deviations
from orthonormality occur for arrays that either do not span
the entire water column or have insufficient array spacing. In
Fig. 3, the mode correlation matrices for both orthogonality
relations are shown for an array that is undersampled �Figs.
3�a� and 3�b�� or only partially spans the water column �Figs.
3�c� and 3�d��. It can be seen from the figure that the accu-
racy of the discrete approximation deteriorates for both or-
thogonality relationships, and would result in decreased per-
formance for a VLA without sufficient sampling.

This observed degradation is perhaps more pronounced
for the new orthogonality relationship, and is particularly
more noticeable at the higher mode numbers. It is believed
that this is because those modes experience greater attenua-
tion and loss due to bottom interaction. In the theoretical
derivation, it was assumed that the vertical wave numbers
increase approximately linearly with mode number, and will
clearly not be the case for the higher modes. However, with
sufficient energy at the lower modes �which is frequently the
case for long range propagation scenarios� the losses due to
deviations of the higher order modes may be negligible. Note
also that other common sources of array degradation �such as
error in element position� will apply to the mode correlation
and hence also to the depth shifting.

Because the SBCX environment has a downward re-
fracting sound speed profile �SSP�, it does not exactly satisfy
the assumptions made in deriving Eq. �9�. As a check, depth-

FIG. 1. Sound speed profile �SSP� for Santa Barbara Channel environment.

TABLE I. Parameters for geoacoustic model used in SBCX data: z
=depth from surface; cc=compressional sound speed; �=density; �c

=compressional wave attenuation.

z�m� cc�m/s� ��g/cm3� �c�dB/
�

209 1607 1.95 0.37
309 1702 1.95 0.37
309 1862 1.98 0.035
609 2374 1.98 0.035
609 2374 2.03 0.04

FIG. 2. Mode correlation matrix �outer product� between depth-shifted and
original modes for fully spanning VLA in SBCX environment. Output is
produced as specified in the left-hand side of Eq. �9� and the figure is plotted
with a multiplicative factor of l /2 so that perfect agreement would result in
a value of one on the off-diagonals, and zero elsewhere. Frequency is 235
Hz.
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shifted correlation matrices for a variety of ocean environ-
ments were calculated. The mode correlation matrix for the
cases considered were nearly identical to that calculated for
the SBCX environment, indicating the specific ocean param-
eters do not have a critical effect on the results.

As discussed earlier, an alternate depth-shifting opera-
tion can be carried out by applying only the depth derivative
to the guide source observation. The behavior of this alter-
nate depth-shifted replica is seen from the mode correlation
matrix in Fig. 4. This figure again shows high correlation
between nearest-neighbor modes, but a “checkerboard” pat-
tern is seen in the output. This pattern was predicted from

Eq. �10�. The different scalings between the two depth-
shifting operations are removed when the depth-shifted rep-
lica is normalized.

B. Depth-shifted results

In this section the depth-shifting operation is applied to
simulated guide source measurements to verify that shifting
occurs and to understand how performance depends on the
environment. The receive array used for simulation has a
similar geometry to the VLAs used in SBCX, consisting of a
bottom-mounted VLA with 30 hydrophones spaced at 5 m
separation in the vertical, spanning roughly 80% of the water
column. The uppermost phone in the array is at a depth of 5
m.

For reference, a simulation was run showing MFP out-
put at 235 Hz using a guide source without applying the
depth shifting algorithm developed in this paper. The result,
shown in Fig. 5, is for the case rg=rs=2.5 km. The output is
plotted as a function of the guide source depth and the target
depth, zg and zs, respectively. As expected, the unshifted
guide source can only be used to produce output at the depth
of the guide source.

Figures 6 and 7 show the result of applying the depth-
shifting algorithm to data collected from guide sources at
ranges of 2.5 and 4 km, respectively, at a frequency of 235
Hz. The depth-shifted output is again produced at the same
range as the guide source �rg=rs�. In Fig. 8, the depth-shifted
result is produced at f =148 Hz, with all other parameters
remaining the same. In all three figures, as predicted by

FIG. 3. Mode correlation matrix for SBCX environment using Eq. �9� �left-
hand column� and Eq. �2� �right-hand column�, plotted with a multiplicative
factor of 1 /2. Simulated VLA has inadequate spacing �1.5�
=9 m� in �a�
and �b�, or covers the top half of the water column in �c� and �d�. For both
standard and new orthogonality relationships, degradation occurs as the ar-
ray becomes less capable. Frequency is 235 Hz.

FIG. 4. Mode correlation matrix between depth-shifted and original modes
for fully spanning VLA in SBCX environment, using the simple depth-
derivative operation. The “checkerboard” pattern predicted by Eq. �10� is
seen, giving reduced mode cross-talk as compared to Fig. 2.

FIG. 5. Bartlett output for 2.5 km guide source at f =235 Hz in SBCX
environment with no depth shifting.

FIG. 6. Depth shifted output as given in Eq. �18� for 2.5 km guide source
radiating at f =235 Hz in SBCX environment. Note that the peak is split in
two as predicted, with predicted peaks at zs=zg±40 m.
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theory, shifted peaks appear at two depths for every guide
source depth. It can be seen from examination of the figures
that diversity in source range and/or frequency produces
multiple target depths or shift values �i.e., the ability to lo-
cate sources at multiple possible depths zs�.

Evaluating Eq. �21� with the values for the ocean depth,
guide source range, and frequency used in the simulation
example gives an estimate of the predicted shifted depths.
For the f =235 Hz case, at 2.5 km in range a peak in output
is expected for zs=zg±40 m, while for the 4 km range peaks
are predicted at zs=zg±64 m. For f =148 Hz at 4 km range
the peak is predicted at zs=zg±101 m. All these values are in
good agreement with the simulation results, even though the
environment is not an isospeed channel. This suggests that
the relationship between the guide depth and the shifted
depth may be only weakly sensitive to details of the environ-
ment.

As noted earlier good results can be obtained by using a
simple depth derivative applied to the guide source data. Fig-
ure 9 and 10 shows the depth-shifted outputs for 2.5 and 4
km sources, respectively. The sidelobe levels obtained using
this depth-shifting operation are lower than those seen in
Figs. 6 and 7, due to the reduced cross-talk between modes
seen in Fig. 4.

The above-noted derivations assume that the vertical
wave number for each mode is only weakly dependent on
depth. When sound speed varies with depth, this is no longer
strictly true and some defocusing can be expected. Addi-
tional simulations were run to better understand the sensitiv-
ity to sound speed profile. The simpler depth-derivative
depth-shifting operation was used for these simulations.
First, results were generated for a Pekeris waveguide, which
has constant sound speed in the water column. Results were
then generated for an environment with the extremely steep
downward refracting sound speed profile shown in Fig. 11,
having the same bottom properties as the SBCX site. Results
for the Pekeris environment are shown in Fig. 12, while re-
sults for the steep SSP environment are seen in Fig. 13
�guide source range is 2.5 km in both cases�. For the Pekeris
waveguide, little evidence of mismatch loss and defocusing
is seen. Increased mismatch is seen for the steep SSP envi-
ronment. These results support the idea that the depth-shifted
replicas will be most accurate when the change between the
sound speed at the guide source depth and at the shifted peak
depths are relatively small.

Comparing Figs. 9 and 12 to the standard MFP result
�Fig. 5� shows a loss of signal energy in the depth-shifted
results. This loss is believed to result from the increased
weighting that depth-shifting places on high-order modes
�shown in Fig. 2�, which distorts the replicas. This signal loss
will increase the SNR requirements for successful source lo-

FIG. 7. Depth shifted output as given in Eq. �18� for 4.0 km guide source
radiating at f =235 Hz in SBCX environment. Note that the peak is split in
two as predicted, with predicted peaks at zs=zg±64 m.

FIG. 8. Depth shifted output as given in Eq. �18� for 4.0 km guide source
radiating at f =148 Hz in SBCX environment. Note that the peak is split in
two as predicted, with predicted peaks at zs=zg±101 m.

FIG. 9. Depth shifted output for 2.5 km guide source radiating at f
=235 Hz, SBCX environment, obtained by applying a depth-derivative to
the guide source data. Note that sidelobes are suppressed compared to Fig.
6.

FIG. 10. Depth shifted output for 4 km guide source radiating at f
=235 Hz, SBCX environment, obtained by applying a depth-derivative to
the guide source data. Note that sidelobes are suppressed compared to Fig.
7.
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calization using depth-shifting. However, mismatch losses
are also present in standard MFP due to environmental un-
certainty. For the SBCX experiment, where good environ-
mental calibration was available, mismatch losses for MFP
were typically 1–2 dB.2 For environments where ocean pa-
rameters are poorly known, the mismatch introduced by
depth-shifting may be less than for standard MFP.

C. Invariance depth-shifted results

The theory of Sec. III B suggests that a response shifted
in both range and depth can be produced by utilizing a guide
with a broadband response as per Eq. �26�. The results shown
in Fig. 14 were produced by using the response from a guide
source at range rg=rs−�r and frequency �g=�s+�� for a
target range of 4 km and frequency at fs=2��s=148 Hz. As
previously seen in Fig. 8, the guide response produces a
depth-shifted focus at zs=zg±101 m when �r=0 �i.e., rg

=rs� and �f =�� / �2��=0. When the modified Bartlett out-
put in Eq. �18� is calculated using the guide response at �f
=10 Hz, the peak occurs at the target depth zs as given in Eq.
�26� but for the guide range satisfying the invariance rela-
tionship in Eq. �27� : �r=�f / f �rs. In Fig. 14 the MFP
output is plotted as a function of guide range and target depth
with a peak occuring at 4.0 km range for �f =0 �left-hand
plot� and at 4.3 km in range for �f =0 �right-hand plot�; both
of which which agree with the predicted values.

VI. CONCLUSIONS

While matched field processing holds the promise of
increased target gain and localization accuracy, MFP perfor-
mance can be seriously degraded by uncertainties of the un-
derwater environment. Guide sources at known positions in
the ocean may be used to address this problem by directly
measuring the source-to-receiver transfer functions for use in
processing. In this work, a new algorithm for extending
guide source observations for use in MFP has been intro-
duced. This algorithm provides a method of observing the
response �e.g., steering vector� from a guide source at one
depth, and translating it to another depth. It relies on a new
approximate orthogonality relationship which shifts the
modes that contribute to the MFP output. The technique does
not require environmental inputs, though performance will
degrade for environments with steep sound speed profiles.
The depth shifting operators examined here, which use a
depth derivative to form the shifted replicas, introduce some
signal losses that will increase SNR requirements for suc-
cessful source localization. The development of other depth-
shifting operations that aim to minimize this loss may be an
interesting topic for further investigation.
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FIG. 11. Steep downward refracting sound speed profile designed to stress
depth-shifting technique.

FIG. 12. Depth shifted output for 2.5 km guide source radiating at f
=235 Hz, Pekeris waveguide environment. Depth-shifting is done by apply-
ing a depth-derivative to the guide source data. Note that output is slightly
cleaner than for the SBCX case.

FIG. 13. Depth shifted output for 2.5 km guide source radiating at f
=235 Hz, for environment with steep sound speed profile. Depth-shifting is
done by applying a depth-derivative to the guide source data. Note the
increased sidelobe levels as compared to the environments which have
smaller sound speed gradients.

FIG. 14. Depth shifted MFP output for 4.0 km target at 235 Hz plotted as a
function of target depth and guide range. The guide source is at 2 m depth
and the response is at 148 Hz �left-hand plot� and 158 Hz �right-hand plot�.
The shifting of �f =10 Hz produces a shift in the range peak from 4.0 km to
4.3 km. Location of the target depth is given by Eq. �26�.
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APPENDIX: WKB CALCULATION FOR SHIFTED PEAK
LOCATION

As in Eq. �8�, the vertical wave numbers are assumed to
be linearly related to mode number. The mode functions are
approximated using the WKB approach, which models the
mode as a sum of up- and down-going plane waves with
angles that may vary in depth:

�l�z� = Bei�0
zq�z�ldz + Ce−i�0

zq�z�ldz. �A1�

The relative amplitudes B and C of the up- and down-going
waves depend on boundary conditions of the problem.

The WKB approximation can be expected to be accurate
for modes that are well above their cutoff frequencies. An-
other simplified ocean environment that yields modes which
fit the above-mentioned model is the so-called ideal wave-
guide, which consists of an isospeed ocean with a pressure
release surface and bottom. In this case the vertical wave
number is given by kz,l= �� /D�l, where D is the ocean depth,
and mode shapes are given by ��2� /D�sin kz,lz. The ideal
waveguide model can be a good approximation for modes
that are well above their cut-off frequencies.

Using the WKB approximation for the mode shape, the
two equations in Eq. �19� are split into four, by requiring the
up-going and down-going parts of the modes to satisfy the
equations separately. The first equation is

Bmei�0
zsqmdz = Bm−1ei�0

zgq�m−1�dzei�km−km−1�r, �A2�

where the depth dependence of q�z� is not shown explicitly.
A first step in completing this calculation is to find the

horizontal wave number difference between adjacent modes.
Given the above-mentioned assumptions, the horizontal
wave number is given by

km = �k0
2 − q2m2, �A3�

where k0 is the medium wave number �� /c�. It is fairly easy
to show that

km−1 = km�1 +
q2�2m − 1�

km
2 . �A4�

Approximating the square root operator and making the as-
sumption that modes higher than the first few are important
�so that 2m
1�, an approximate horizontal wave number
difference is found as

km − km−1 � − q2 m

km
. �A5�

Two simplifying assumptions are now made. First, the mode
amplitude terms Bm and Bm−1 are assumed to be are roughly
equal and are divided out of Eq. �A2�. The equality will then
be satisfied if the arguments to the exponential terms are

equal. Next the assumption is made, as above, that the ver-
tical wave number term q is approximately constant with
depth. In that case the depth integrals become trivial, and the
depth of the shifted peak is given by

zs =
m − 1

m
zg −

q

km
rs,

�A6�

zs � zg −
q

km
rs,

where the approximation made on the second line will be
valid beyond the first few modes. Carrying out a similar
calculation with the down-going wave gives a second solu-
tion:

zs � zg +
q

km
rs. �A7�

The same two solutions are found by equating the up- and
down-going waves in the second line of Eq. �19�. These
results can be used to estimate the shifted locations of the
depth peaks.
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In this paper the propagation of Lamb waves in an aluminium plate with a periodic grating
containing triangular grooves is studied. Numerical simulations �FEM� are performed. A single
incident mode is excited on a flat area and the interaction with the periodic grating is studied.
Reflected converted waves are observed when the incident Lamb wave passes through the grating.
At the entrance of the periodic grating, a phonon relation is written between the incident signal, the
converted mode, and the phonon related to the grating. An experimental verification of the phonon
relation is carried out. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2005987�
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I. INTRODUCTION

Ultrasonic waves are sensitive to surface roughness. Ul-
trasonic reflection and transmission at a rough fluid-solid in-
terface have been widely dealt with in the past.1,2 In particu-
lar, surface roughness characterization is a subject of great
interest for bonded structures. Indeed, the bonding surface is
often roughened before applying glue in order to improve the
bonding quality. In this study in order to characterize the
roughness of internal interfaces, we use guided Lamb-type
waves which are well-suited to this purpose, contrary to sur-
face waves �Rayleigh or Scholte�.

Few studies concern the propagation and the scattering
characteristics of guided waves in plates with rough surfaces.
Lobkis et al.3,4 have developed a model from the phase-
screen approximation �PSA�. Thanks to this model, the
damping of Lamb waves by the interaction of partial waves
�shear and compressional� with the rough surface can be ex-
plained. For rough surfaces, a usual characteristic parameter
is the value of the root mean square roughness height Rq.5 In
Refs. 3 and 4, the Lamb wave damping is a function of Rq.
Potel et al.6,7 consider the problem with a perturbation ap-
proach; this approach also supposes restriction on the Rq

value and it is assumed that the surface profile varies slowly.
This model also provides for the Lamb wave the real and
imaginary parts of the wave number. Whatever the model
considered, the real part of the wave vector, and thus the
wavelength �, of the Lamb wave is not sensitive to the pres-
ence of roughness at least for the studied Rq values. The
imaginary part of the wave vector �i.e., damping� in Ref. 6 is
related both to the value of Rq and the spatial distribution of

the roughnesses. From an experimental point of view, a
power spectral density performed on a roughness profile
shows dominant wavelengths � �spatial period�. Indeed, a
rough surface may be regarded as made up of a combination
of several spatial periods with different wavelengths. For a
given measured damping of one Lamb mode, it is possible to
fit the result with one of the spatial periods present on the
sample. The question is now how to choose the most influ-
ential spatial period � among them. In order to answer this
question, it is important to find the condition between the
wavelength � of the Lamb mode and the different spatial
periods � to obtain their interaction. To further comprehend
this interaction, the study of a periodical grating made of
identical groves is proposed. In the past, previous studies on
periodical gratings have mainly concerned surface waves by
means of the Rayleigh wave.8–10 The main result is that the
diffraction of the Rayleigh wave obeys a Bragg relation. The
Scholte wave can also be diffracted by a grating.8,11–13 In this
paper, we present numerical and experimental results on
Lamb waves propagating on a grooved surface, because the
work is dedicated to the control of surface bonding. To the
authors’ knowledge, there is no recent work which deals with
the propagation of Lamb waves on a plate with a surface
grating. This paper shows that when a Lamb wave is incident
on a periodical grating, reflected converted modes appear at
particular frequencies. This result can be interpreted as a
consequence of phonon interaction. Therefore, a relation be-
tween incident and converted mode wave numbers and the
grating period � is established. This relation results from the
law of conservation of phonon momentum.

First, after a brief description of the samples, numerical
simulations are presented. Signal processing allows us to
give an interpretation of the results in the dual space �wave-a�Electronic mail: damien.leduc@univ-lehavre.fr
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number/frequency space�. Several examples with various
spatial periodicities are presented with a view to illustrating
physical phenomenona, such as conversion modes, depth ef-
fect, and so on. Finally, an experimental study validating the
numerical results is carried out.

II. NUMERICAL SIMULATIONS

A. Description of the studied samples

The studied samples are aluminium plates. Only a part
of one side is treated with ten identical triangular grooves.
This surface treatment can be found on only one side because
the aim of this work will be to study the quality of a bonded
structure with a rough interface. The other side of the plate is
not treated and stands as a reference surface.

The grooves have a depth p and a spatial periodicity �
�Fig. 1�. The plates are 5 mm thick. The acoustics param-
eters, longitudinal and shear velocities, are respectively cL

=6320 m/s and cT=3115 m/s. The density of the aluminium
is equal to 2700 kg/m.

B. Numerical processing

The ATILA® finite element code was developed in the
Acoustics Department of ISEN-France, for the modeling of
sonar transducers.14 It permits the static, modal, harmonic,
and transient analysis of unloaded elastic, piezoelectric, or
magnetostrictive structures, as well as the harmonic or tran-
sient analysis of radiating elastic or piezoelectric structures.
It is able to analyze axisymmetrical, bi- or three-dimensional
structures.

A transient analysis is performed to study the propaga-
tion of Lamb waves on a plate with a periodic grating. Be-
cause the plate is supposed to be infinite in one direction, a
bi-dimensional mesh is used, using a plane strain condition.
The plate is meshed and divided into elements connected by
nodes. Isoparametric elements are used, with a quadratic in-
terpolation along element sides. The elastic plate is submit-
ted to analytical displacements on one edge of the plate with
a view to exciting the S0 Lamb mode. Then a Fourier trans-
form clearly verifies that only the S0 Lamb mode is excited.
At a frequency of 800 kHz, a burst of five sinusoids is used.
At this frequency, the wavelength of this Lamb mode is �
=3.75 mm. The mesh must be long enough before and after
the grating to avoid parasitic reflections on the edges. Tran-
sient analysis is then performed during 60 periods �75 �s�,
with a 0.05-�s time interval. Various meshes are considered:
the spatial periodicity of the grooves varies from
2 to 3.9 mm. The grooves are supposed to all be identical
with a depth of p. Computations provide the displacement at
each node and at each time interval. In particular, the normal
displacement before and after the grating are studied and
time-space diagrams are drawn.

C. Results

In Fig. 2, a time-space image of the normal surface dis-
placements is given in the case of a grating with periodicity
�=2.4 mm. In the gray scale, the amplitude of the displace-
ments of the surface located before the grating is represented.
The zero of the spatial coordinate is fixed at the entrance of
the grating. In this figure the gray scale is saturated in order
to visualize the reflected signal whose amplitude is weaker
than the incident signal. The depth of the grooves is p
=100 �m. Three parts of the signal are observed �Fig. 2�: the
incident signal �1�, the reflection from the grating �2�, and
the reflection from the left edge of the plate �3�. In this fig-
ure, it is shown that reflected waves appear on each groove.
This explains the apparent temporal spreading of the re-
flected wave.

Reflected and incident waves are separated by applying
a 2D FFT on the signals �Fig. 3�. This calculation leads to a
dual representation in the wave-number/frequency space
�k , f�. Positive components of wave number k correspond to
the incident waves �Fig. 3�a�� whereas negative wave-
number values correspond to reflected waves �Fig. 3�b��.
Thus we can verify that the S0 Lamb wave is properly ex-
cited on the plate. The theoretical S0 dispersion curve is su-
perimposed on the experimental signal. The signal excitation
described in the previous paragraph explains why there is a
spreading of the frequency bandwidth around a frequency of
f =800 kHz. According to Fig. 3�a�, the main lobe of the
frequency excitation extends from 660 to 920 kHz. This is
not a problem because signal analysis is performed in dual
space and each frequency component can be dealt with inde-
pendently. Figure 3�b� shows a converted A1 wave reflected
from the grating. This wave is precisely located at frequency
f =760 kHz.

The FEM analysis is repeated for a grating with spatial
periodicity � varying from 2 to 3.9 mm by 0.1 mm step.

FIG. 1. Geometry of the studied samples.

FIG. 2. Representation of the signal in the �x , t� space for a plate with a
grating. The grating contains ten grooves. The spatial periodicity is �
=2.4 mm and the groove depth is equal to p=100 �m. The origin of the
spatial coordinate is the first groove. The levels of the incident signal are
saturated in order to visualize the reflected signal.
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Two-dimensional fast Fourier transforms �2D FFTs� are car-
ried out on the time-space signals for each value of �. Fig-
ures 3�b�–3�d� show that converted modes S2 or/and A1 can
be seen at different frequencies. For instance, if �=2.4 mm
�Fig. 3�b��, the conversion appears at f =760 kHz. At this
frequency, the wave number for the A1 converted mode is
equal to 1010 m−1 and the wave number for the S0 incident
mode is equal to 1610 m−1. The quantity 2� /� is homoge-
neous to a wave number and is a characteristic of the grating
in dual space. For �=2.4 mm, 2� /� is equal to 2617 m−1.
One can notice that if we add the values of the incident and
converted wave numbers �kS0=kS2=2620 m−1�, the obtained
value is approximately 2� /� �relative error: 0.1%�. This re-
lation is verified for each grating periodicity and results are
presented in Table I. This relation can be interpreted as a
phonon relation and is described in detail in the next section.

III. INTERPRETATION: THE PHONON RELATION

The equality obtained in the previous section is in fact a
relation between phonons. The S0 incident mode is converted
into S2 or A1 mode at the entrance of the grating. The scat-

tering process occurring at the entrance can be described as a
collision of phonons. The law of conservation of the phonon
momentum can be written as

pS0 = pPH + pCM , �1�

where the converted mode �CM� propagates in the opposite
direction to the S0 incident mode. The phonon �PH� propa-
gates under the grating in the direction of propagation of the
incident wave. This implies a relation between the wave
numbers:

kS0 =
2�

�
− kCM . �2�

Here we can recognize the relation which was verified in
Table I with a maximum relative error of 3.4%. The incident
and reflected waves verify a Bragg-type relation. Indeed, Eq.
�2� can also be interpreted as a phase matching. The con-
verted waves excited on two successive grooves must be in
phase and the phase matching which corresponds to the
smaller path implies

FIG. 3. Representation of the signal in dual space �k , f�. The grating contains ten grooves. The grooves depth p is equal to 100 �m. �a� is the incident signal.
The spatial periodicity is equal to �b� �=2.4 mm, �c� �=2.7 mm, and �d� �=3.7 mm. The lines correspond to the theoretical dispersion curves: solid line for
A1 mode and dotted lines for S2 mode. Gray levels are fixed in order to compare the signals.
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kS0 · � + kCM · � = 2� . �3�

Thus the physical problem of the interaction between the
Lamb waves and the grating can be considered in dual space
as a phonon process, and in direct space as an interference
process involving a phase matching.

New curves can be plotted to predict the possible con-
version. On the Lamb wave, kCM values are superimposed on
the theoretical Lamb waves dispersion curves for a free plate
�Fig. 4�. These curves are plotted for values of � varying
from 2 to 3.9 mm. The intersections give the possible con-
verted modes for a given grating. For instance, if the spatial
periodicity of the grating is �=3 mm, intersections between
the phonon relation curve and the dispersion curves give a
predicted conversion into S2 mode at f =800 kHz. This mode
is effectively observed at f =785 kHz �Table I—relative er-
ror: 1.9%�. S1 mode is also a potential converted mode in the
frequency bandwidth, at lower frequency, but the normal dis-
placement of this mode is too weak on the surface and thus it
is not possible to detect it.10 There are other intersections but
most of them are out of the frequency bandwidth of excita-
tion.

At the exit of the grating we have verified that only the
S0 mode is propagating and consequently the phonon relation
Eq. �1� is also valid.

The grating can also be characterized by the depth of the
grooves. To see if this parameter influences the phonon rela-
tion, a parametric study of a grating with various depths is
carried out.

A grating with ten grooves and a spatial periodicity of
3.7 mm is studied with depths varying from p
=50 to 400 �m. Whatever the value of p, the wave number
related to the converted mode always corresponds to the S2

reflected mode �Fig. 5�, where level one corresponds to the
amplitude of the incident mode. We note that the amplitude
of the S2 mode increases with the value of p. If the depth is
low compared to the Lamb wave wavelength and the plate
thickness �p�200 �m�, the amplitude of the S2 mode is pro-
portional to the depth of the grooves. The evolution for p
�200 �m could be interpreted by a different distribution of
the energy of the incident wave among more reflected waves
�an S0 converted-reflected mode is observed�. In this case,
the phonon relation involving only the S2 reflected mode is
not sufficient to describe the interaction of the Lamb waves
with the periodical grating.

For a given depth, the amplitude of the reflected mode
increases with the number of grooves.

TABLE I. Comparison between the sum of the incident �kS0� and converted
wave numbers �kS2 or kA1� and the phonon wave number related to the
grating �2� /��. The column “frequency” corresponds to the frequency
where the conversion is at a maximum.

� �mm�
2� /�

�m−1�
kS2

�m−1�
kS0

�m−1�
kA1

�m−1�
Frequency

�kHz�
�k

�m−1�
Relative

error

2 3140 1840 1260 850 3100 1.3%
2.1 2992 1770 1170 820 2940 1.7%
2.2 2856 1720 1115 805 2835 0.7%
2.3 2732 1670 1050 785 2720 0.4%
2.4 2618 1620 1000 765 2620 0.1%
2.5 2513 1570 955 745 2525 0.5%
2.6 1545 930 725 2475 2.4%

2417 565 1845 845 2410 0.3%
2.7 1490 885 710 2375 2.1%

2327 520 1795 830 2315 0.5%
2.8 1435 840 695 2275 1.4%

2244 480 1745 815 2225 0.8%
2.9 2167 460 1720 795 2180 0.6%
3 2094 420 1670 785 2090 0.2%

3.1 2027 400 1645 770 2045 0.9%
3.2 1963 380 1620 760 2000 1.9%
3.3 1904 355 1590 750 1945 2.2%
3.4 1848 330 1570 740 1900 2.8%
3.5 1795 310 1545 730 1855 3.3%
3.6 1745 290 1515 720 1805 3.4%
3.7 1698 260 1490 715 1750 3.1%
3.8 1653 240 1460 705 1700 2.8%
3.9 1611 220 1440 695 1660 3.0%

FIG. 4. Theoretical dispersion curves for the studied aluminium plates: solid
lines for antisymmetric modes and dotted lines for symmetric modes. For
each studied spatial periodicity, curves resulting from the phonon relation
�Eq. �2�� are plotted in dashed-dotted lines.

FIG. 5. Representation of the wave number related to the S2 converted mode
for various depths in dual space �k , f�. The grating contains ten grooves. The
spatial periodicity is equal to �=3.7 mm.
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IV. EXPERIMENTAL RESULTS

The experimental setup is the following. A pulse genera-
tor delivers a very short pulse voltage �about 300 V during a
period of 300 ns� to a piezo-composite transducer. The cen-
tral frequency of this emitting transducer is 1 MHz. Lamb
waves are then generated by the wedge method with a wedge
angle of 49° to excite the S0 mode around a frequency equal
to 800 kHz. The characteristics of the experimental grating
are groove depth p equal to 100 �m and spatial periodicity
of the grooves � equal to 3.7 mm. An optical profilometer is
used to characterize the surface of the sample. The root mean
square value �rms� Rq=29.2 �m is obtained.

The S0 wave is generated on a flat area. Then the wave is
propagated over 18 mm before reaching the grating. A non-
contact detection is done using a laser vibrometer: it mea-
sures the normal surface displacement of the plate along the
principal direction of propagation by 0.1 mm steps. For each
spatial position, the amplitude is recorded and allows us to
obtain an �x , t� image similar to Fig. 2 obtained in the FEM
study. The evolution of the amplitude in the different modes
is plotted as a function of the distance.

The S0 wave is generated on the �430–850 kHz� fre-
quency range �Fig. 6�a��. Four reflected converted modes are

obtained at different frequencies �Fig. 6�b��: three reflected
converted modes �A1 ,S1 ,S2� and one nonconverted reflected
mode �S0�. The corresponding wave-number values are re-
ported in Table II. The phonon relation is verified with a
maximum error of 2.5%. The S2 converted mode is experi-
mentally found at f =730 kHz. It was numerically found at
f =710 kHz, using the FEM analysis �Table I�. The small
discrepancy is due to the acoustical parameters, which are
slightly different in the experimental part and in the numeri-
cal study. For each conversion, the phonon relation is well
verified.

V. CONCLUSIONS

Incident Lamb waves propagating in a plate with a pe-
riodic grating are converted into reflected modes. A phonon
relation is written between the incident signal, the converted
mode and the phonon related to the grating.

The spatial periodicity of the grating determines the fre-
quency of the converted modes, whereas the depth of the
grooves only modifies the amplitude of the converted modes.
Therefore, for the cases presented in this paper, the effects of
the spatial periodicity of the grating and the groove depth are
independent. Experiment and numerical results are in good
agreement.

Future works will consist in studying surface profile
with several spatial periodicities in order to have a more
accurate representation of a rough surface.
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Ultrasonic guided wave monitoring of composite wing
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The monitoring of adhesively bonded joints by ultrasonic guided waves is the general topic of this
paper. Specifically, composite-to-composite joints representative of the wing skin-to-spar bonds of
unmanned aerial vehicles �UAVs� are examined. This research is the first step towards the
development of an on-board structural health monitoring system for UAV wings based on integrated
ultrasonic sensors. The study investigates two different lay-ups for the wing skin and two different
types of bond defects, namely poorly cured adhesive and disbonded interfaces. The assessment of
bond state is based on monitoring the strength of transmission through the joints of selected guided
modes. The wave propagation problem is studied numerically by a semi-analytical finite element
method that accounts for viscoelastic damping, and experimentally by ultrasonic testing that uses
small PZT disks preferably exciting and detecting the single-plate s0 mode. Both the models and the
experiments confirm that the ultrasonic energy transmission through the joint is highly dependent on
the bond conditions, with defected bonds resulting in increased transmission strength. Large
sensitivity to the bond conditions is found at mode coupling points, as a result of the large interlayer
energy transfer. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2033574�

PACS number�s�: 43.35.Cg, 43.35.Mr, 43.20.Mv, 43.35.Zc �YHB� Pages: 2240–2252

I. INTRODUCTION

Fiber-reinforced polymer composites have being in-
creasingly utilized in the aerospace industry due to their light
weight and high strength. One example of a heavy use of
composites is found in unmanned aerial vehicles �UAVs�,
which are employed for both military and civil purposes such
as environmental monitoring. Adhesively bonded joints are
found in the wing skin-to-spar assemblies of UAVs. These
joints are critical structural components, necessitating effec-
tive tools for assessing their condition. A built-in structural
health monitoring approach, rather than a traditional NDT-
type maintenance approach, would be most desirable for this
application.

Ultrasonic inspection of bonded joints has gone through
decades of improvement and has proven to be a very pow-
erful method. Early studies used normal-incidence ultrasonic
testing to determine the modulus and thickness of the bond
layer through spectroscopy principles, monitoring the
through-thickness longitudinal resonances of the multilay-
ered joint structure �Guyott and Cawley, 1988a, b�. The re-
flection coefficients of bulk ultrasonic waves at oblique inci-
dence have also been shown to be sensitive to bond
conditions. A thorough theoretical analysis for this approach
was presented by Rokhlin and Wang �1991�, where reflection
coefficients were predicted during the cure process of an ep-
oxy resin layer between solid semispaces.

An alternative ultrasonic bond testing approach uses
guided waves that exploit the natural waveguide geometry of
most bonded aerospace components. The guided wave

method can be an effective bond diagnostic tool due to its
capability of long-range inspection as well as its flexibility in
selecting sensitive mode-frequency combinations. Generally,
sensitive combinations are those resulting in large strains/
stresses at the bond layer. In addition, through the use of
built-in actuators and sensors, the guided wave approach
lends itself to the development of integrated systems for con-
tinuous bond diagnostics as opposed to regularly scheduled
NDT maintenance. Such an integrated health monitoring sys-
tem is needed in aerospace structures in order to implement a
condition-based maintenance philosophy.

There are two approaches traditionally used for guided
wave inspection of bonds. In the first approach, the waves
are both generated and detected in the bonded region
�“within the bond” testing configuration�. In the second ap-
proach, the waves are generated in the adherend on one side
of the bond and received across the bond �“across the bond”
testing configuration�. The main difference of the second ap-
proach is the occurrence of mode conversion when the wave
enters and leaves the bond due to the transition from the
single adherend geometry to the bonded assembly geometry,
and vice versa. Several previous studies used the within the
bond configuration to relate wave amplitude, velocity, and
frequency to the elastic properties of the adhesive layer �Mal,
1988; Nagy and Adler, 1989; Mal et al., 1990; Xu et al.,
1990; Pilarski and Rose, 1992; Lowe and Cawley, 1994;
Kundu and Maslov, 1997; Chimenti, 1997; Kundu et al.,
1998; Rose et al., 1998; Heller et al., 2000; Cheng et al.,
2001; Seifried et al., 2002�. Recent applications of the within
the bond configuration have also examined the possibility of
inspecting the bond between a composite skin and a core in
sandwich aerospace panels �Castaings and Hosten, 2003;
Hay et al., 2003�. The across the bond configuration was also
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used successfully for the inspection of lap-shear joints, tear
strap-to-skin joints, and bonded patch repairs for damaged
aircraft panels �Rohklin, 1991; Rose et al., 1995; Chang and
Mal, 1995; Mal et al., 1996; Lowe et al., 2000; Lanza di
Scalea et al., 2001; Sun et al., 2002; Lanza di Scalea et al.,
2004�.

These previous studies provided a great deal of knowl-
edge on the behavior and defect sensitivity of various guided
wave modes propagating in adhesively bonded joints. How-
ever, none of these works examined the case of composite-
to-composite bonded joints, such as those found in wing
skin-to-spar bonds of UAVs. In addition, the majority of pre-
vious works were not focused on built-in structural monitor-
ing systems, an area that has gained increasing interest only
recently �Light et al., 2003�. The use of arrays of built-in
piezoceramic elements �Pb�Zr–Ti�O3—PZT� for exciting
and detecting ultrasonic guided waves goes back 10 years
�Keilers and Chang, 1995�. However, the preferred applica-
tion has been the detection of impact damage in FRP aero-
space panels, rather than the condition monitoring of bonds
�Lakshmanan and Pipes, 1997; Wang and Chang, 1999; Ihn
et al., 2001; Lemistre and Balageas, 2001; Giurgiutiu and
Zagrai, 2002; Sohn et al., 2003; Giurgiutiu et al., 2003;
Staszewski et al., 2004�.

The present study investigates the propagation of ultra-
sonic guided waves in composite-to-composite bonded joints
as a function of bond condition. The specific bond conditions
considered are those of properly cured adhesive, poorly
cured adhesive, and disbonds. The study is part of a broader
effort aimed at developing a built-in structural monitoring
system for the wing skin-to-spar joints of UAVs. The within
the bond configuration and the across the bond configuration
were examined numerically by a semi-analytical finite ele-
ment method that provides modal solutions for the joints and
accounts for the viscoelastic behavior of the composites. The
cross-sectional power flows of the carrier modes in the
bonded region �Poynting vectors�, each weighted by an ex-
citation factor based on displacement mode shapes, were
used as the basis to predict changes in the ultrasonic strength
of transmission through the different bond conditions. Ex-
perimental tests were conducted using PZT discs bonded on
two simulated wing skin-to-spar joints that were constructed
in the laboratory. The root mean square of the detected sig-
nals was used to quantify the strength of transmission across
the varying bond conditions. Both the predictions and the
experiments show that the degradation of the bond has a
marked effect on the strength of the transmission of the
guided wave modes.

II. PROBLEM STATEMENT

A partial cross section of a typical UAV wing assembly
is shown in Fig. 1�a�. The wing skin is generally made of a
Nomex or aluminum honeycomb core sandwiched between
two carbon fiber-reinforced plastic �CFRP� laminated com-
posite plates. Each skin is bonded using high-strength epoxy
adhesive to a tubular composite spar that runs down the
length of the wing. The sandwiched skin tapers down in the
bonded region, where only the CFRP laminates are bonded

to the spar. The theoretical and experimental tests that follow
were performed on CFRP plates directly bonded to CFRP
spars to represent the wing skin-to-spar joint.

The bond conditions that were examined included re-
gions with poorly cured adhesive and disbonded regions, in
addition to regions with properly cured adhesive. Details on
the conditions of the bond defects considered are given in
Sec. III A pertaining the model and in Sec. IV A pertaining
to the experiment. In summary, the poorly cured region was
obtained experimentally by improperly mixing a two-part ep-
oxy adhesive; the resulting changes in cohesive stiffness and
attenuation values were measured to determine the appropri-
ate ultrasonic properties to use when modeling the bond
layer. Any influence of the reduced cohesive properties on
the adhesive properties between the bond layer and the sub-
strates were not considered in the model. A severe case of
interfacial degradation was considered for the simulated dis-
bond defects. Analyses and experiments were performed in
the two testing configurations of within the bond and across
the bond, depicted in Fig. 1�b�.

Two different plate lay-ups were studied, namely a
quasi-isotropic �0/ ±45/90�S lay-up and a �0/ ±45/0�S lay-
up, both consisting of eight plies and bonded to a woven
�0/90� tubular spar. The �0/ ±45/0�S lay-up is a better rep-
resentation of most UAVs, where the 0° fibers provide flex-
ural rigidity and the ±45° fibers provide torsional rigidity to
the wing. The quasi-isotropic lay-up was examined as a sim-
plified model of the UAV wing.

III. GUIDED WAVE MODELING

A. Modeling formulation and procedure

Modal solutions for the dispersive waves were obtained
from a semi-analytical finite element �SAFE� approach. The
SAFE technique requires only the discretization of the cross
section of the waveguide, thus reducing a 3-D problem to a
2-D one. Harmonic behavior is then imposed in the wave
propagation direction. Because of its computational effi-
ciency, this method has been utilized to extract modal solu-

FIG. 1. �Color online� �a� Typical wing skin-to-spar assembly in unmanned
aerial vehicles. �b� “Across the bond” and “within the bond” testing con-
figurations.
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tions in waveguides of arbitrary cross sections �Gavric, 1995;
Hayashi et al., 2003; Finnveden, 2004�, including FRP lami-
nates �Mukdadi et al., 2002; Mukdadi and Datta, 2003�. The
novelty of the SAFE method used in the present work is the
introduction of viscoelastic material damping for both the
CFRP adherends and the adhesive layer.

For the within the bond case, Fig. 2�a�, the only model
of interest was the bonded region with the wave propagating
along the lengthwise direction of the spar. For the across the
bond configuration, Fig. 2�b�, the wing skin model was ex-
amined separately in addition to the bonded region with the
wave propagating across the spar. In both cases the bond
model assumed a uniform thickness for the spar, neglecting
the localized increase in thickness at the bond edges found in
the across the bond case due to the tubular geometry. This
approximation was considered acceptable given that the fre-
quency content of the waves examined was such that their
penetration beyond the wall thickness of the spar was negli-
gible. Also, mode conversion effects at the bond edges for
the across the bond case were predicted based on the simi-
larities between cross-sectional mode shapes of the excita-
tion and the carrier modes found from the models, following
the same philosophy adopted in previous works �Auld, 1990;
Lowe et al., 2000, Lanza di Scalea et al., 2004�.

The SAFE method was implemented in Matlab© using
the PDE toolbox for creating the finite element mesh. The
waveguide was modeled as a system of N homogeneous and
generally viscoelastic anisotropic layers. As shown in Fig.
2�c�, the dimensions were considered infinite in the width
direction, y, perpendicular to the wave propagation direction,
x. Thus the wave propagation problem could be studied by
simply considering a longitudinal section in the x-z wave
propagation plane. The section was discretized in the thick-
ness direction, z, by a set of one-dimensional finite elements
with quadratic shape functions and three nodes, with three
degrees of freedom per node. Under the hypothesis of time-
harmonic motion, the displacement vector u at any point
within an element can be written as

u�x,y,z,t� = �ux

uy

uz
� = ��

i=1

3

Ni�z�Uxi

�
i=1

3

Ni�z�Uyi

�
i=1

3

Ni�z�Uzi

�e j�kx−�t�, �1�

where t represents the time variable, j is the imaginary unit,
Ni are the shape functions, k is the wave number, � is the
circular frequency, and Uxi, Uyi, and Uzi are the nodal dis-
placements along directions x, y, and z, respectively.

Each ply of the CFRP wing skin was modeled as a trans-
versely isotropic layer with the following standard constitu-
tive laws in the global laminate directions �x ,y ,z�:

� = C*� = T1
−1C*T2� , �2�

where C* is the complex stiffness matrix in the global direc-
tions of the laminate, C* is the complex stiffness matrix in

the principal material directions of the individual ply, T1 and
T2 are the transformation matrices from the principal mate-
rial directions to the global laminate directions as defined in
Jones �1975�, and the stress vector � and strain vector � are
given by

� = ��xx �yy �zz �yz �xz �xy�T, �3�

� = ��xx �yy �zz �yz �xz �xy�T. �4�

The strain components in Eq. �4� can be evaluated by the
usual linear strain-displacement relations.

The equations governing the wave propagation problem
can be obtained by introducing the following expression of
the principle of virtual works in the absence of external
forces:

�
V

�uT��ü�dV + �
V

��T� dV = 0, �5�

where the dot indicates differentiation with respect to time, �
is the density, and V is the volume of the waveguide. The
components of the vectors �u and �� represent the virtual
displacements and the corresponding virtual strains. By sub-
stituting in Eq. �5� the constitutive laws of Eq. �2�, the strain-
displacement expressions, and introducing the interpolation
of Eq. �1�, the following eigenvalue problem is finally ob-
tained for the entire structure after common finite element
manipulations:

�A − kB�Q = 0 . �6�

This equation represents a standard linear �first-order� prob-
lem generated by expanding a general quadratic eigenvalue
problem using standard procedures. Details on the calcula-
tion of the matrices A and B can be found in other works
�Gavric, 1995; Hayashi et al., 2003; Mukdadi and Datta,
2003�. At each frequency �, 2M eigenvalues km and, conse-
quently, 2M eigenvectors are obtained where M is the num-
ber of total degrees of freedom in the system. The mth ei-
genvalue km represents the mth wave number, and Qm is
the corresponding eigenvector in which the first M com-
ponents describe the mode shapes. Once the wave num-
bers are known as a function of frequency, the dispersion
curves can be computed.

When considering viscoelastic material damping, the
matrices A and B become both complex as a result of the
complex stiffness matrix C*. Therefore all of the wave num-

FIG. 2. Wave propagation models for �a� “within the bond” testing and �b�
“across the bond” testing. �c� Finite element discretization.
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bers and the eigenvectors are complex. The phase velocity
can be evaluated by the expression cph=� /kreal where kreal is
the real part of the wave number. The imaginary part of the
wave number corresponds to the attenuation, in Nepers per
meter, of the mth mode at the frequency �.

The energy velocity, rather than the group velocity, was
used in this study as the only physically meaningful param-
eter for viscoelastic media �Bernard et al., 2001�. The ex-
pression for the energy velocity used in the present work is

Ve =

�1/H��
H

P · x̂ dz

�1/T��
T

��1/H��
H

E dz�dt

, �7�

where x̂ is the vector of unit length along the wave propaga-
tion direction, x, and 1/T	T�¯�dt denotes the average over
the time period T. The integral 1 /H	H�¯�dz evaluates the
average power computed from the Poynting vector, P �real
part only�, and the average total energy density �kinetic and
potential�, E, over the entire waveguide thickness, H. The
Poynting vector can be calculated from the known relation:

P = −
1

2
Re��u̇*� = 
Px

Py

Pz
� , �8�

where � is the classical 3�3 stress tensor. The numerator of
Eq. �7� is of particular interest for the results that follow.
This term corresponds to the average power flow in the di-
rection of wave propagation carried by a mode over a unit
period of time, and it was used to predict the wave transmis-
sion strength across the different bond conditions.

The cross-sectional distribution of strains were normal-
ized by the square root of the power flow through the entire
thickness of a unit-width waveguide and averaged over a
temporal period, �	HP· x̂ dz. The cross-sectional distribu-
tions of power flows were normalized by the square of this
factor, 	HP· x̂ dz. These normalizations were necessary to
compare results between different modes and frequencies.

Complex constitutive matrices were used to model vis-
coelastic material damping in all components. The known

hysteretic viscoelastic model was assumed where the imagi-
nary part of the stiffness matrix is independent of frequency.
Thus

Cij
* = Cij� − jCij� . �9�

The hysteretic model conveniently required to determine the
stiffness matrix only once for the entire frequency range ex-
amined. This is in contrast to frequency-dependent models,
such as the Kelvin-Voigt, where the stiffness values must be
updated at each frequency step. The values of the real com-
ponents, Cij� , and of the imaginary components,Cij� , of the
stiffness matrix adopted in the models are shown in Table I.
For the eight CFRP layers of the skin, the real components of
the stiffness matrix were based upon manufacturing specifi-
cations and typical values for T300/5208 carbon epoxy. The
imaginary components of the stiffness matrix were assumed
equal to the values used by Neau et al. �2002�.

The CFRP spar was modeled as one homogenous layer
with anisotropic properties equivalent to the multilayer
�0/90� structure of T800/924. The real and imaginary com-

ponents of the stiffness matrix, C̄eq, for the equivalent spar
layer were computed by averaging the coefficients of the

stiffness matrices of two adjacent layers, C̄0 and C̄90, ob-
tained from Eq. �2�. These equivalent coefficients were con-
sistent with those obtained from the independent approach of
Karusena et al. �1991�. The homogeneous equivalent coeffi-
cients are accurate when the number of layers is high and the
wavelengths are large compared to the individual layer thick-
ness, as it was the case for the test spar. The epoxy adhesive
was modeled as a viscoelastic isotropic layer. In this case the
viscoelastic matrix, C*, depends only on the two elastic con-
stants, Young’s modulus, E, and shear modulus, G, which
were calculated from the bulk longitudinal and shear wave
velocities, cL

* and cS
*. These complex velocities were calcu-

lated by the known expressions:

cL,S
* = cL,S
1 + j

�L,S

2	
�−1

, �10�

where �L,S are the longitudinal and shear attenuation in the
material, expressed in Nepers per wavelength. The attenua-
tion and elastic constants for the properly cured epoxy and
for the poorly cured epoxy were obtained through normal-
incidence ultrasonic tests on properly mixed and poorly

TABLE I. Real and imaginary stiffness coefficients and geometric and physical properties for the bonded layers.

Layer
C11� �GPa�
C11� �GPa�

C12� �GPa�
C12� �GPa�

C13� �GPa�
C13� �GPa�

C22� �GPa�
C22� �GPa�

C23� �GPa�
C23� �GPa�

C33� �GPa�
C33� �GPa�

C44� �GPa�
C44� �GPa�

C55� �GPa�
C55� �GPa�

C66� �GPa�
C66� �GPa�

Density
�kg/m3�

Thickness
�mm�

CFRP Lamina 135
�8.23�a

5.70
�0.65�a

5.70
�0.60�a

14.2
�0.34�a

8.51
�0.25�a

14.2
�0.65�a

2.87
�0.24�a

4.55
�0.28�a

4.55
�0.25�a

1530 0.133

CFRP Spar 88.0
�4.28�

5.45
�0.65�

5.09
�0.425�

88.0
�4.28�

5.09
�0.425�

11.3
�0.65�

4.64
�0.26�

4.64
�0.26�

6.00
�0.25�

1530 5.235

Properly cured
Bond

8.24
�0.39�

4.10
�0.028�

4.10
�0.028�

8.24
�0.39�

4.10
�0.028�

8.24
�0.39�

2.07
�0.18�

2.07
�0.18�

2.07
�0.18�

1421 0.203

Poorly cured
Bond

6.89
�0.19�

4.58
�0.064�

4.58
�0.064�

6.89
�0.19�

4.58
�0.064�

6.89
�0.19�

1.16
�0.066�

1.16
�0.066�

1.16
�0.066�

1465 0.203

Disbond 0.0697
�0.0352�

0.0695
�0.0349�

0.0695
�0.0349�

0.0697
�0.0352�

0.0695
�0.0349�

0.0697
�0.0352�

0.000 118
�0.000 128�

0.000 118
�0.000 128�

0.000 118
�0.000 128�

1421 0.203

aFrom Neau et al. �2002�.
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mixed bulk epoxy samples. The poorly cured epoxy resulted
in a 42% degradation of the Young’s modulus and a 44%
degradation of the shear modulus compared to the properly
cured epoxy. The disbond was simulated in the model by
reducing the shear wave velocity �real part� of the properly
cured adhesive by a factor of 100, reducing the longitudinal
wave velocity by a factor of 10, and increasing the longitu-
dinal and shear attenuation by a factor of 10. This simulation
was considered representative of the Teflon release films
used in the specimens to replicate disbonded conditions. The
properties assumed for the various bond conditions are sum-
marized in Table I in terms of stiffness coefficients, and in
Table II in terms of bulk ultrasonic velocities and attenua-
tions.

Convergence of the dispersion solutions was found sat-
isfactory using one element for each ply in the wing skin,
one element for the bond layer, and five elements for the
spar. The number of elements was doubled to plot displace-
ment, strain, and power flow cross-sectional shapes.

B. Dispersion results for different bond states

Phase velocity, energy velocity, and attenuation curves
were obtained from the SAFE models for the three bond
conditions examined �properly cured bond, poorly cured
bond, and disbonded interface�, each under the two testing
configurations �within and across the bond� and the two wing
skin lay-ups ��0/ ±45/90�S and �0/ ±45/0�S�.

For the ease of the reader, throughout this paper the
conventional nomenclature of symmetric or antisymmetric
character is used for all guided modes. However, the only
true symmetric and antisymmetric modes exist when consid-
ering just the wing skin plate. The modes in the skin-to-spar
bond are not truly symmetric nor antisymmetric because the
cross section is not symmetric about its mid-plane. Modes
propagating in the single skin plate will be indicated with a
lower case, si, ai, and shi for the symmetric, the antisymmet-
ric, and the shear horizontal modes, respectively. Modes
propagating in the bonded region will be indicated with an
upper case, Si, Ai, and SHi. Due to the presence of the ±45°
plies, the horizontally and vertically polarized partial waves
are generally not decoupled, and thus the dispersion curves
presented always include the shear horizontal modes. For the
sake of space, dispersion results will be shown only for the
�0/ ±45/0�S joint under the across the bond test configura-
tion. The complete set of results for all test cases considered
will be shown in terms of transmission strengths in Sec.
III D.

The results for the �0/ ±45/0�S plate bonded to the spar
with the properly cured adhesive are shown in Fig. 3 consid-
ering wave propagation in the across the bond test configu-
ration. The frequency range shown is DC-300 kHz, which
was the operating range of the experimental tests. The four
modes of interest here are the zeroth-order symmetric, S0, the
zeroth- and first-order antisymmetric, A0 and A1, and the
zeroth-order shear horizontal, SH0. Figures 3�b� and 3�c�
show that A1 is propagative only above 135 kHz whereas the
other three modes are propagative throughout the frequency
range. Although other higher-order modes exist with cut-on
frequencies above 135 kHz �Fig. 3�b��, they are not consid-
ered further due to their large attenuation �Fig. 3�c��.

The two modes with minimum attenuation losses are S0

below 200 kHz and A1 above 200 kHz �Fig. 3�c��. Thus
these two modes appear to be preferred candidates for a bond
monitoring system within the frequency range examined.

TABLE II. Ultrasonic bulk longitudinal and shear velocities and material
attenuations for the adhesive layer.

Layer CL �m/s� CT �m/s� �L �Np/
� �T �Np/
�

Properly cured
Bond

2410 1210 0.149 0.276

Poorly cured
Bond

2170 890 0.089 0.178

Disbond 241 12.1 1.497 2.763

FIG. 3. �a� Phase velocity, �b� energy
velocity, and �c� attenuation curves for
the �0/ ±45/0�S skin bonded to the
spar with properly cured adhesive
�“across the bond” testing configura-
tion�.
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Moreover, PZT disks used for built-in ultrasonic structural
diagnostics are typically operated in the 3-1 electromechani-
cal coupling mode, i.e., to generate and receive in-plane,
rather than out-of-plane, displacements �Giurgiutiu et al.,
2003�. The cross-sectional mode shapes presented in the next
section indicate that both S0 and A1 have substantial in-plane
displacements at the skin plate surface, and they are thus
coupled very effectively to the built-in PZTs. The opposite is
true for either A0 �predominant out-of-plane displacement� or
SH0 �zero in-plane displacement along the wave propagation
direction�.

A closer look at Fig. 3 reveals a mode coupling effect
occurring for both S0 and A1 at around 200 kHz. Mode cou-
pling is a known phenomenon that can be caused by damp-
ing effects present in a single layer �Bernard et al., 2001� or
solely by geometrical effects in undamped multilayered
structures �Castaings and Hosten, 2003�. In this study mode
coupling is due to both viscoelastic damping and multilayer
geometrical effects, as seen in Fig. 4�a�. In this figure the
phase velocity results are obtained from the SAFE model of
the bonded joint with and without damping losses. The ex-
amination of the displacement mode shapes of S0,undamped and
A1,undamped reveals that apparently different branches on ei-
ther side of the 200-kHz frequency value are indeed the same
mode even in the undamped case. In other words, the
branches are already coupled in the undamped case although
they are not physically connected at 200 kHz. Once damping
is included in the model, S0 and A1 essentially retrace the
corresponding S0,undamped and A1,undamped, and connect the
branches at the mode coupling points around 200 kHz.

Mode coupling is generally associated to sharp changes
in group or energy velocity, increased attenuation, and large
transfer of energy across the thickness of the waveguide. The

first two phenomena are clearly visible in Figs. 3�b� and 3�c�
for both S0 and A1 at around 200 kHz. The third phenomenon
is seen in the plots of Figs. 4�b�–4�d�, comparing the normal-
ized through-thickness power flow, Pz, of S0 at the three
frequencies of 155, 205, and 255 kHz, respectively. At the
mode coupling frequency of 205 kHz �Fig. 4�c��, a large ex-
change of energy occurs between the top skin and the bottom
spar. Contrarily, most of the energy flow occurs within the
bottom spar at 155 kHz �Fig. 4�b��, and within the top skin at
255 kHz �Fig. 4�d��, with little interlayer flow. Similar Poyn-
ting vector results, not shown here, can be found for A1. The
large transfer of energy in the thickness direction is particu-
larly relevant for a bond monitoring system as the one pro-
posed here, that is based on relating bond defects to an in-
creased strength of transmission through the joint. Exciting
modes with large energy transfer between adherends, such as
S0 and A1 at mode coupling frequencies, would clearly be
beneficial in this case.

The dispersion curves for the case of the poorly cured
bond, where only the material properties within the thin bond
layer were altered according to Table I, did not show any
notable change from those of the properly cured bond. This
is because the thickness of the bond layer was very small
compared to the thickness of the entire skin-to-spar assembly
that dominates the dispersion. However, substantial changes
in the wave power flow between the two cases were pre-
dicted, and this will be discussed in detail in the following
sections.

As for the disbond case, shown in Figs. 5�a�–5�c�, dra-
matic changes in the phase velocity, energy velocity, and
attenuation curves are evident. The main observation in this
case is the appearance of additional modes that did not exist
for either of the two bond cases discussed previously. For
most of the frequency range examined, the additional modes
of the disbonded joint essentially coincide with the solutions
of the single wing skin plate, represented in the plots by the
open dots. Therefore, the introduction of a disbond allows
for the propagation of two separate types of modes, namely
those whose energy is mainly concentrated within the upper
plate above the bondline �identified in Fig. 5 by S0,plate,
A0,plate, SH0,plate, etc.�, and those whose energy is mainly con-
centrated within the spar below the bondline �identified by
S0,spar, A0,spar, SH0,spar, etc.�. Mode S0,spar of the disbonded
joint corresponds to mode S0 of the properly cured joint.
Similarly, A1,spar corresponds to A1 of the properly cured
joint. A comparison of Fig. 5 to Fig. 3 indicates that the
behavior of S0 does not change substantially between the two
bond cases. However, the mode coupling for A1 disappears
when a disbond is present. Under the testing conditions used
in this study, the predominant carrier of energy through the
disbonded joint is S0,plate; that should thus be considered the
most relevant mode in Fig. 5. The dispersion curves of S0,plate

in the disbonded joint are virtually coincident to those of the
single-plate s0 mode above 100 kHz. Below this frequency,
the mode deviates from the single-plate behavior as more
energy leaks through the spar.

FIG. 4. �a� Phase velocity dispersion curves for the �0/ ±45/0�S skin-to-spar
joint �“across the bond” testing configuration� with damping and without
damping. Through-thickness Poynting vector for S0 at �b� 155 kHz, �c�
205 kHz, and �d� 255 kHz.
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C. Identification of carrier modes

Mode conversion effects as the wave travels through the
joints were evaluated on the basis of the similarity between
the displacement mode shapes of an incoming mode and
those of a carrier mode. Predictions of energy transmission
across the bond in the across the bond test configuration
were based upon initial excitation of the s0 mode and subse-
quent mode conversion in the bonded region. Likewise, the
predictions for the within the bond test configuration were
based upon initial excitation of those overlap modes with
similar modes shapes to those of the single-plate s0 mode.
These assumptions were consistent with the in-plane �3-1�
electro-mechanical coupling characterizing the operation of
the PZT disks employed in the experiments.

Figure 6�a� shows the displacement mode shapes for the

�0/ ±45/0�S skin-to-spar bond tested in the across the bond
configuration at the mode coupling frequency of 205 kHz.
The left-hand plot in this figure shows the incoming s0 mode
in the wing skin. The plots to the right show the four possible
carrier modes in the bond, namely S0, A0, A1, and SH0, con-
sidering the properly cured bond condition. The notation for
the displacement components is consistent with the reference
system in Fig. 2�c�. The dominant displacement for s0 is the
in-plane component in the wave propagation direction, ux,
that thus also dominates the mode conversion process. The ux

displacement is also the dominant component for the S0 and
A1 carrier modes, and its symmetry within the upper plate in
both carrier modes is similar to that of the incoming mode.
Conversely, ux is not dominant for A0 and it is altogether

FIG. 5. �Color online� �a� Phase veloc-
ity, �b� energy velocity, and �c� attenu-
ation curves for the �0/ ±45/0�S skin-
to-spar joint with a disbonded
interface and for the single
�0/ ±45/0�S plate �“across the bond”
testing configuration�.

FIG. 6. The �0/ ±45/0�S skin-to-spar
joint in the “across the bond” testing
configuration: �a� displacement mode
shapes at 205 kHz in the properly
cured bond, �b� strain profiles for
modes S0 and A1 at 205 kHz in the
properly cured bond, and �c� displace-
ment mode shapes at 205 kHz in the
disbonded joint. Also shown are the
corresponding mode shapes for the in-
coming s0 mode in the single plate �a�
and the S0 and A1 modes in the prop-
erly cured joint �c�.
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absent for the shear horizontal SH0. It is therefore suggested
that S0 and A1 will act as the primary energy carriers across
the joint at this frequency.

Figure 6�b� shows the cross-sectional strain components
in the plane of propagation of the wave for the two carrier
modes S0 and A1 at 205 kHz. To emphasize the bonded re-
gion, only the upper portion of composite spar wall is shown.
It can be seen that both modes show a concentration of both
normal strain, �zz, and shear strain, �xz, within the adhesive
layer. Thus both modes are suitable candidates for detecting
changes in both longitudinal and shear stiffness of the adhe-
sive layer. Between the two modes, it is S0 that produces the
larger concentration of strains at the bondline, suggesting a
larger sensitivity to bond conditions. This result will be con-
firmed by power flow considerations in the next section.

Similar results were found when analyzing the mode
shapes in the poorly cured joint. This is because the changes
in the bond stiffness that were considered had little influence
on the shapes of the modes, which are dominated by the skin
and the spar adherends.

The next step is the case of wave propagation across a
central disbonded portion of the skin-to-spar joint �again,
�0/ ±45/0�S skin lay-up in the across the bond configura-
tion�. The s0 mode is still assumed to be initially excited
outside of the bond region. Mode conversion into the S0 and
A1 modes occurs at the joint boundary. In turn, these two
modes will mode convert once they reach the disbond. Fig-
ure 6�c� shows the S0 and A1 mode shapes for the properly
cured region together with the S0,spar, S0,plate, and A1,spar mode
shapes for the disbonded region at 205 kHz. For S0,spar and
A1,spar the largest displacements occur below the bondline in
the spar wall. Conversely, the largest displacements occur in
the top plate for S0,plate. Since the initial wave excitation is in
the top plate, it is expected that the majority of the wave
energy will remain confined to this component for short
propagation distances. In the experimental setup adopted, the
propagation distance to a centralized disbond was less than
half of either S0 or A1 wavelengths at 205 kHz. Thus it can
be assumed that S0,plate is the predominant carrier mode
through the disbonded region.

D. Strength of transmission as a function of bond
condition

The change in strength of transmission as a function of
bond condition was predicted from the cross-sectional aver-
aged power flow computed by the numerator of Eq. �7�. This
quantity was divided by the normalization factor �	HP· x̂ dz�
to enable direct comparisons between the various bond con-
ditions and carrier modes. Figure 7 shows the real Px com-
ponent profiles for the �0/ ±45/0�S skin-to-spar joint probed
in the across the bond configuration for the different bond
conditions. Notice that the discontinuities in the results for
the skin layer reflect the different stiffnesses of the individual
plies in the wave propagation direction. The properly cured
bond and the poorly cured bond are compared in the top four
plots for the two carrier modes S0 and A1. Figures 7�a� and
7�b� refer to S0 propagating at 155 and 205 kHz, respec-
tively. It can be seen that the S0 strength of transmission is

larger in the poor bond as compared to the good bond. This
phenomenon manifests itself mainly within the upper plate
layer. The power flow profile justifies the commonly identi-
fied reduction in “energy leakage” that occurs when guided
waves are transmitted across poor adhesive joints. It is also
evident in Figs. 7�a� and 7�b� that the normalized power flow
for a given bond condition is larger at 205 kHz than it is at
155 kHz, and the increase in transmission strength with de-
grading bond conditions is also larger at 205 kHz than it is at
155 kHz. The change in transmission strength between the
two bond conditions in much less pronounced for the A1

carrier mode shown in Figs. 7�c� and 7�d�. In fact, a slight
decrease in transmission strength within the upper plate oc-
curs at 205 kHz as the bond is degraded. It can be further
deduced that the S0 mode would be primarily responsible for
the sensitivity to bond stiffness based on transmission mea-
surements. This conclusion is consistent with the cross-
sectional strain profiles of Fig. 6�b� where S0 is seen to pro-
duce larger strains than A1 at the bond layer.

As for the disbonded case, shown in Figs. 7�e� and 7�f�
for 155 and 205 kHz, respectively, the power flow results
confirm that S0,plate is completely confined to the top plate.
As a result, the strength of transmission should be expected
much larger than what seen in either of the two carrier
modes, S0 or A1, in the previous two bond conditions. Sig-
nificant changes in the Px component of the Poynting vector
in the disbonded case were not observed over the frequency
range of interest. In fact, the result at 155 kHz in Fig. 7�e� is
indistinguishable from the one at 205 kHz in Fig. 7�f�.

The cross-sectional power flow information was used to
predict changes in transmission strength as a function of
bond condition over the frequency range 100–300 kHz, for

FIG. 7. Px component of the Poynting vector in the properly cured bond and
in the poorly cured bond for �a� S0 at 155 kHz, �b� S0 at 205 kHz, �c� A1 at
155 kHz, and �d� A1 at 205 kHz. Same quantity in the disbonded case for �e�
S0,plate at 155 kHz and �f� S0,plate at 205 kHz.
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both plate lay-ups ��0/ ±45/0�S and �0/ ±45/90�S� and both
testing configurations �within and across the bond�.

Figures 8�a� and 8�b� plot the strength of transmission in
terms of normalized power flow over the thickness of the
upper plate and bond layer. This quantity was calculated by

P̄ =

�
h

Pxdz

�
H

P · x̂ dz

, �11�

where h is the combined thickness of the upper plate and the
bond layer. Figure 8�a� compares A1 and S0 propagating
across the properly cured and the poorly cured bonds, for the
�0/ ±45/0�S lay-up. It can be seen that S0 is the main en-
ergy carrier in most of the frequency range, with its trans-
mission strength increasing with degrading adhesive prop-
erties. A1 is seen to have a minor role in the energy
transmission and it is also seen less sensitive to the change
in bond condition. Also notice that the A1 contribution is
eliminated below the 135-kHz cut-on frequency. The same
general behavior can be observed for the other plate lay-
up, �0/ ±45/90�S, shown in Fig. 8�b�. The main difference
in this case is the increased transmission strength of A1

with degrading adhesive properties below 200 kHz.
The sensitivity to bond condition was compared directly

by computing the relative differences in transmission
strength between the degraded bonds and the properly cured

bond. First, the relative excitability of the individual carrier
modes needed to be taken into account considering the single
incoming mode, s0, for the across the bond configuration. An
excitation factor for each potential carrier mode was evalu-
ated based on the similarity between the displacement mode
shapes of the incoming mode and those of the carrier mode.
These displacements were normalized by the factor
�	HP· x̂ dz in order to capture their relative magnitude at the
various frequencies and for the various modes. The maxi-
mum of the cross-correlation function was used as the simi-
larity index. The following excitation factor was defined for
an ith carrier mode �CMi� under a single incoming mode
�IM�:

excitation factorCMi�f�

=
�k=x,y,z

Max�uk,IM�f� � uk,CMi�f��

�i=1

N �k=x,y,z
Max�uk,IM�f� � uk,CMi�f��

, �12�

where � is the cross-correlation operation between the kth
cross-sectional displacement component of the incoming
mode, uk,IM, and that of the ith carrier mode, uk,CMi, com-
puted at the various frequencies and in the upper plate
only. In Eq. �12� the excitation factor is normalized by the
contribution of all possible N carrier modes existing at the
incoming frequency. For the subject tests, the excitability
remains dominated by the ux displacement component out-
weighing the other components of the incoming s0 mode.

FIG. 8. �Color online� Above spar
power flow of S0 and A1 for the prop-
erly cured and the poorly cured skin-
to-spar bonds in the “across the bond”
testing of �a� the �0/ ±45/0�S skin and
�b� the �0/ ±45/90�S skin. Power flow
differences in the “across the bond”
testing of �c� the �0/ ±45/0�S skin, �d�
the �0/ ±45/90�S skin, and for the
“within the bond” testing of �e� the
�0/ ±45/0�S skin and �f� the
�0/ ±45/90�S skin.

2248 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Matt, Bartoli, and Lanza di Scalea: Ultrasonic monitoring of composite wing bonds



The values of the excitation factor for the properly cured
and the poorly cured bonds varied from 0.28 to 0.83 for S0

and from 0 to 0.63 for A1 in the 100–300 kHz range. The
excitation factor for A0 was significant only below
135 kHz with a maximum value of 0.26. In the disbonded
case, the S0,plate mode was confirmed to be predominantly
excited with an excitation factor ranging from 0.80 to 0.99
in the same frequency range.

Generally, the transmission strength will also be affected
by attenuation losses. This effect was only factored explicitly
into the contribution of the A1 mode below 135 kHz where a
zero excitation factor was assumed to reflect nonpropagative
conditions �Fig. 3�. Above 135 kHz, since the attenuation
values for A1 and S0 were close, the relative weights of Eq.
�12� were considered for the perfectly elastic case without
loss of accuracy. The respective excitation factors computed
in the across the bond configuration for S0, A0, A1, and S0,plate

were applied to the within the bond configuration.
Finally, the excitation-adjusted power flow differences,

computed after weighing P̄ of Eq. �11� with the respective
excitation factors, are shown in the plots of Figs. 8�c�–8�f�.
These results were also normalized by the maximum power
flow of the properly cured bond to provide a relative trans-
mission change. There are three main observations that can
be made from these plots. First, the transmission strength is
always larger for the degraded bond cases relative to the
properly cured bond for each plate lay-up and direction of
propagation considered. Notice that the jump at 135 kHz in
all plots is due to the zero weight assigned to A1 below this
frequency. Second, the difference in transmission strength
for the disbonded joint is larger than that for the poorly cured
bond in all cases �notice the different values in the left- and
right-hand axes�. This is a consequence of the unique char-
acter of the S0,plate mode that carries the incoming s0 mode
energy very efficiently. It should be reminded that the current
simulation considers the limit case of a disbond extending
for the entire joint width. Clearly, the effect will be much
reduced for a localized disbond within a joint as is the case
for the experimental tests that follow. Third, comparing the
poorly cured to the properly cured bond, an abrupt increase
in sensitivity is seen to occur around 200 kHz in all cases.
The increase in sensitivity is due to the mode coupling phe-
nomenon discussed earlier, affecting both S0 and A1 near this
frequency value. The increased energy transfer through the
thickness of the waveguide at the mode coupling frequencies
is the physical basis for the abrupt increase in sensitivity.

IV. EXPERIMENTS ON SIMULATED WING SKIN-
TO-SPAR JOINTS

A. Test specimens

Two specimens representative of UAV skin-to-spar
joints were fabricated in the laboratory. The specimens
matched closely the models analyzed numerically. One of the
fabricated joints is shown in Fig. 9. Two composite plates
were fabricated using T700/5208 carbon epoxy prepreg with
the two lay-ups of �0/ ±45/0�S and �0/ ±45/90�S. Each plate
had a total thickness of 1.067 mm. The plate dimensions
were cut to 330�330 mm2. The composite piece used to

replicate the wing spar was a woven T800/924 carbon epoxy
square tube with measured outer dimensions of 50.8
�50.8 mm2 and a wall thickness of 5.23 mm. The compos-
ite tube was cut into two 330-mm-long sections to match the
length of each plate. A two-part Hysol 9394 epoxy adhesive
was used to bond the spar to the individual plates. Each of
the two specimens was manufactured identically with the
exception of the different plate lay-ups. Bonding of the plates
was done such that the 0° fiber direction ran along the
lengthwise direction of the spar.

The same type of bond conditions considered in the
model were artificially created prior to assembling the joints
�Fig. 9�. The majority of the bond was comprised of a prop-
erly mixed epoxy, representing the well-bonded region. In
order to form a region of degraded bond stiffness, an improp-
erly mixed sample of epoxy was prepared resulting in an
approximate 50% stiffness degradation compared to the
properly cured case �the exact values from ultrasonic
through-transmission testing of the mix were 42% degrada-
tion for the Young’s modulus and 44% degradation for the
shear modulus as reflected by the velocity values in Table II�.
Finally, two disbonded regions of different sizes were cre-
ated by inserting Teflon release film with a thickness of
0.025 mm at the centerline of the bond. The release film was
expected to severly degrade the shear stiffness of the bond
while degrading its longitudinal stiffness to a smaller extent.
The two simulated disbonds had dimensions of 12.7
�12.7 mm2 and 25.4�25.4 mm2, respectively. The total
bond thickess was measured to be 0.203 mm in both speci-
mens.

B. Experimental setup and procedure

Guided wave testing was performed in the joints with
the objective of relating changes in energy transmission
strength to the presence and type of the simulated bond de-
fects. PZT disks with a 12.7-mm diameter were used as wave
actuators and sensors for the across the bond test configura-

FIG. 9. �Color online� The �0/ ±45/0�S plate bonded to the tubular spar with
two PZT disks in the “across the bond” testing configuration. �a� Top view
and �b� side view.

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Matt, Bartoli, and Lanza di Scalea: Ultrasonic monitoring of composite wing bonds 2249



tion and the within the bond test configuration. Sensor spac-
ings of 84 and 70 mm were used for the former configuration
and for the latter configuration, respectively. Two PZTs are
shown in the pictures of Fig. 9. The disks were bonded to the
structure using a thermally activated film adhesive. To assist
in the normalization of the testing procedure, the same pair
of sensors was used throughout the tests. Tests run on a
single composite plate confirmed that s0 was the mode gen-
erated and detected by the PZTs with the greatest efficiency.

The signal generation and data acquisition system was a
National Instruments PXI-1010 running under LabVIEW
that was assembled and programmed in-house. The system
used an arbitrary function generator to allow for swept fre-
quency tests using Hanning windowed tonebursts sent to the
actuating PZT. The frequency sweep was performed between
100 and 300 kHz, stepping in 1-kHz increments. At each
frequency, the root mean square �rms� of the received time-
domain signal �corresponding to the energy of the signal�
was computed following the known relation:

rms =��i=1

N
xi

2

Z
, �13�

where xi is a single measure within a collection of Z mea-
surements.

Sample waveforms collected in the within the bond test
of the �0/ ±45/ 0 �S skin-to-spar joint are shown in Fig. 10 at
205 kHz corresponding to the properly cured bond, the
poorly cured bond, and the large disbond. The time window
where the rms of the signal was evaluated is identified on the
plot by two vertical lines. Notice that the signal energy
within this time gate is larger for the two degraded bonds
relative to the properly cured bond. The time gates were
maintained constant for each frequency sweep in a given test
configuration.

The relative change in energy transmission was quanti-
fied by taking the rms spectra difference between each de-
fected bond and the properly cured bond, and then normal-
izing the results by the rms spectrum of the properly cured
bond. This procedure enabled a qualitative comparison with
the power flow results from the model in Figs. 8�c�–8�f�.

C. Experimental results

The relative rms changes as a function of bond state
measured in each test are shown in Fig. 11. It can be seen
that each of the spectra are positive, and thus the energy
transmission is strengthened in the presence of any of the
simulated bond defects. This general observation is consis-
tent with the predictions from the models in Fig. 8. It can
also be seen in the experimental results that the peak relative
rms change occurs at around 200 kHz in all cases, and thus
this frequency value is confirmed as the most sensitive to the
bond defects considered in this study. This result was pre-
dicted by the model based on mode coupling occuring for S0

and A1 that are the primary energy carriers for the properly
cured and for the poorly cured bonds.

Other identifiable trends can be observed in Fig. 11
when comparing the results amongst each defect case. First,
in three of the four test sets, the strength of transmission for
the poor bond is larger than that for the two disbonds across
the entire frequency spectrum. The only exception is for the
�0/ ±45/90�S in the across the bond test shown in Fig. 11�b�.

FIG. 10. �Color online� Typical waveforms from the “within the bond” test
of the �0/ ±45/0�S skin-to-spar specimen at 205 kHz.

FIG. 11. �Color online� Normalized
rms of each defected bond relative to
the properly cured bond measured in
the “across the bond” testing of �a� the
�0/ ±45/0�S specimen, �b� the
�0/ ±45/90�S specimen, and in the
“within the bond” testing of �c� the
�0/ ±45/0�S specimen, and �d� the
�0/ ±45/90�S specimen.
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Alternatively, the predictions from the model in Fig. 8 indi-
cate that the power flow difference is larger for the disbond
case compared to the poor bond case. However, issues re-
garding the defect size were not included in the model �that
assumed a disbond extended for the entire width of the joint�.
Consequently it is expected that the strength of transmission
will be somewhat reduced from the predicted values when
the disbonds only extend for a portion of the joint.

Second, in every test set of Fig. 11 the relative rms dif-
ference associated with the large disbond is larger than that
associated to the small disbond, with the exception of the
usual �0/ ±45/90�S across the bond test above 220 kHz. The
fact that the strength of transmission increases with increas-
ing disbond size is due to the favorable Px component of the
Poynting vector of the S0,plate mode �Figs. 7�e� and 7�f�� that
isolates the majority of the wave energy within the same
upper plate where the PZT actuator and sensor are located.

Third, the relative rms difference for each defect is of
the same order of magnitude in each test. The smallest rms
differences are seen for the �0/ ±45/90�S across the bond
test. Thus this test is the one with the smallest sensitivity to
bond state. In terms of discriminating between the defect
cases, the �0/ ±45/90�S across the bond test remains the least
favorable since the three defects yield close results. The test-
ing configuration providing maximum discrimination be-
tween the poorly cured bond and the disbond defects changes
depending on the plate lay-up: the within the bond test is the
most discriminating for the �0/ ±45/90�S lay-up �Fig. 11�d��,
whereas the across the bond test is the most discriminating
for the �0/ ±45/0�S lay-up �Fig. 11�a��.

V. SUMMARY AND CONCLUSIONS

The subject of this paper is the propagation of ultrasonic
guided waves across composite adhesively bonded joints.
The specific component investigated was representative of a
skin-to-spar joint of UAVs. The research is part of a broader
project aimed at developing a built-in diagnostics system for
monitoring the structural integrity of UAVs. Two lay-ups for
the composite skin were investigated, namely a quasi-
isotropic �0/ ±45/90�S lay-up and a �0/ ±45/0�S lay-up. Two
types of bond defects were considered, namely a poorly
cured bond ��50% drop in Young’s modulus and shear
modulus� and a disbond where the shear stiffness was nomi-
nally lost.

The first portion of this study demonstrated the applica-
tion of a semi-analytical finite element method that included
viscoelastic material damping to predict modal solutions for
the joints when probed across and within the bond. An exci-
tation factor for the possible carrier modes in the joints was
defined based on the similarity �cross correlation� between
the displacement mode shapes of the incoming mode and
those of the possible carrier modes. Given an incoming s0

mode which was known to be generated most efficiently by
the PZT actuators used for the experimental component of
this study, it was found that S0 and A1 act as the primary
carrier modes through the properly cured and the poorly
cured bonds. Since both of these modes produce increased
normal and shear strains at the bondline, they are suitable for

monitoring changes in bond stiffness. The S0,plate mode will
instead act as the primary carrier mode across disbonded
regions, since its energy is confined within the top skin plate.
The model indicated that frequency values around 200 kHz
would produce mode coupling for S0 and A1. Mode coupling
results in a large interlayer energy transfer, and it was thus
expected to provide maximum sensitivity to the bond moni-
toring strategy adopted in this study. The strength of trans-
mission across the defected joints was quantified based on
the changes in the power flow �Poynting vector� along the
wave propagation direction relative to the properly cured
bond. For all the cases considered the power flow results
predicted that the strength of transmission would be larger
for the defected joints compared to the properly cured joint.

Experimental tests were conducted on two specimens
constructed in the laboratory and consisting of �0/ ±45/90�S

and �0/ ±45/0�S T700/5208 plates bonded to T800/924 wo-
ven tubular spars. The joints were manufactured by creating
a region of poorly cured adhesive and two regions with iso-
lated disbonds of two different sizes. The specimens were
tested in the within the bond and the across the bond con-
figurations using PZT disks. The strength of transmission
was quantified by computing the rms of the detected signals
in the 100–300 kHz range. The experimental results con-
firmed that the strength of transmission increases in the pres-
ence of the two types of bond defects compared to the prop-
erly cured bond. The best sensitivity to the defects was
measured at around 200 kHz corresponding to the mode cou-
pling point of the S0 and A1 carrier modes. In most of the
cases, it was found that the poorly cured joint resulted in a
larger transmission strength than the disbonded joints. This
result was opposite to what was found by the SAFE power
flow predictions, which, however, assumed an idealized dis-
bond extending for the entire width of the joint. As expected,
the measured strength of transmission generally increased
with increasing disbond size. Among the cases examined, the
across the bond configuration for the �0/ ±45/90�S joint was
the least favorable one, resulting in the smallest rms changes
and the smallest ability to discriminate among defect types
and sizes. The most favorable testing configurations, provid-
ing maximum discrimination between the poor bond and the
disbond defects, were found to be the within the bond test for
the �0/ ±45/90�S lay-up, and the across the bond test for the
�0/ ±45/0�S lay-up.

Clearly, the results presented are strictly applicable to
the joints examined in this study. However, the general con-
clusions of an increased strength of transmission in the pres-
ence of bond defects and a large sensitivity at mode coupling
points can be extended to other geometries or materials. Im-
provements can be made in the predictions of the power flow
through the defected joints, particularly for the disbonded
case. More accurate properties should be obtained for the
bond created by a Teflon release film for a better simulation
of this defect. A complete power flow analysis should also
account for the finite size of the disbond and for the attenu-
ation of each of the carrier modes involved in the energy
transfer.

A factor that will play a substantial role in any field
implementation of the bond monitoring system is the operat-
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ing temperature. The nominal temperature range for UAVs is
−40 °F to 165 °F �−40 °C to 74 °C� for high altitude
flights and storage in closed hangers, respectively. Tests are
being conducted to characterize the effects of temperature on
the wave transmission strength.
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G. Shkerdina� and C. Glorieuxb�

Laboratorium voor Akoestiek en Thermische Fysica, Departement Natuurkunde, K. U. Leuven,
Celestijnenlaan 200 D, B-3001 Leuven, Belgium

�Received 11 April 2005; revised 13 July 2005; accepted 13 July 2005�

A theoretical study of Lamb mode propagation through an absorptive composite plate consisting of
two parallel layers with a finite-length delamination dividing these layers is presented. In the
delamination boundary region, noncontact boundary conditions are assumed. The calculation is
based on a modal decomposition method. In thin composite plates containing a few propagating
Lamb modes, as a result of diffraction on a delamination, the incident Lamb mode can be efficiently
converted into transmitted Lamb modes. Delaminations in absorptive composite plates result in a
considerable change of transmitted acoustic energy if the plate is characterized by substantially
different absorption coefficients in the layers of the plate. In particular, the delamination can
considerably increase the transmission coefficient of the incident Lamb mode if the layer where the
incident Lamb mode is mainly concentrated is much less absorptive than the other one. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2031970�
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I. INTRODUCTION

Interaction of Lamb modes with different kinds of de-
fects including delaminations was already extensively
studied.1–8 The interest to this problem is created by its im-
portance for nondestructive testing and characterization of
materials. In particular delaminationlike defects are likely to
grow in mechanically strained structures, and finally lead to
global failure or malperformance. The propagation of Lamb
modes in plates turns out to be quite convenient to study the
peculiarities of acoustic wave interaction with delaminations
situated both in the depth and near the surface of a plate.

Auld and Tan1,2 predicted the reflection of Lamb modes
from vertical delaminations normal to the plate surfaces and
this effect was later studied by many authors �see, for ex-
ample, Refs. 6–8�. Rokhlin studied Lamb modes diffraction
on symmetrical horizontal delaminations situated exactly in
the middle of the plate.3–5 Reflection and transmission of an
incident Gaussian acoustic beam through the plate with a
horizontal delamination immersed in a liquid was analyzed
and a considerable influence of a delamination on the non-
specular lobe in the reflected beam was found.9 The effect of
mode conversion on a horizontal delamination in a thick
multimode plate was theoretically studied and it was shown
that, depending on a delamination length, a considerable part
of an incident Lamb mode �or Rayleigh wave� energy can be
converted into several transmitted Lamb modes.10

It is necessary, however, to mention that all these papers
were devoted to study Lamb modes interaction with a
delamination located only in a simple homogeneous plate.

However, delaminations are more likely to appear in com-
posite layered plates where the existence of stresses leads to
deterioration of the coupling between layers and to develop-
ment of horizontal delaminations. Composite structures are
frequently absorptive, therefore absorption in layers has to be
taken into account as well. Studies along these lines have
been performed by Lowe et al.,11 Simonetti,12 and Chan and
Cawley.13

The present paper is concerned with two-dimensional
propagation of Lamb modes through a composite plate con-
sisting of two parallel isotropic layers with different material
parameters including acoustic absorption. A finite delamina-
tion is contained at the interface between these layers. The
calculation is based on a modal decomposition method. The
first part of the paper is devoted to the fundamentals of the
method in the absorptive composite plate. Lamb mode con-
version at a delamination is studied in the second part of the
paper. Numerical calculations are given for the case of a thin
composite plate supporting only a few propagating Lamb
modes.

II. MODAL DECOMPOSITION METHOD IN
ABSORPTIVE COMPOSITE PLATE

The two-dimensional geometry under consideration is
shown in Fig. 1. The incident acoustic wave is represented
by Lamb modes propagating along the z direction in an iso-
tropic composite plate of thickness d, consisting of two par-
allel layers with y coordinates: 0�y�d1 and d1�y�d. The
layers are supposed to be in perfect mechanical contact ev-
erywhere at the interface y=d1, with the exception of the
delamination region with coordinates 0�z�L located at this
interface. We assume that the plate surfaces y=0, y=d and
all surfaces of the delamination are stress-free, and that the
delamination thickness is larger than the normal elastic dis-
placements at its surfaces, such that the structure behaves
linearly. On the other hand, the delamination thickness is
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taken much smaller than the acoustic wavelengths, such that
the delamination can be treated as infinitesimally thin.

The method to calculate the transmitted and reflected
acoustic field is based on an expansion of this field in the
Lamb eigenmodes of the different parts of this composite
plate, and on the use of boundary conditions at the vertical
planes z=0 and z=L. This method is described in detail in
Ref. 10, therefore only the expressions necessary for calcu-
lations are given here without the detailed derivation. Acous-
tic absorption was neglected in Ref. 10, but the whole pro-
cedure of calculation is valid for absorptive plates as well.
The influence of absorption needs to be specified explicitly
only for the calculation of the flow of acoustic energy.

The components of the stress tensor Sik
n and the mechani-

cal displacement vector Ui
n �i=y ,z and k=y ,z� of the nth

Lamb mode can be written down as follows:

�Sik
n ,Ui

n� = ��̃ik
n , ũi

n�exp�− i�t� + ��̃ik
n , ũi

n�* exp�i�t� . �1�

Here ��̃ik
n , ũi

n�= ��ik
n ,ui

n�exp�iqnz�, qn and � are Lamb mode
wave number and angular frequency, and the asterisk op-
eration refers to complex conjugation. Sik

n ,Ui
n ,�ik

n ,ui
n are y

dependent and satisfy the wave equation and the stress-
strain relations, and satisfy as well the continuity condi-
tions at the interface y=d1 and stress-free conditions at
y=0 and y=d. Displacements Ui

n and stresses Sik
n are

coupled by stress-strain relations. The quantities Ui
n and

Sik
n are for Lamb modes of the homogeneous parts of the

composite plate: 0�z�L, 0�y�d1 and 0�z�L, d1�y
�d are given by the usual expressions for symmetric and
antisymmetric Lamb modes �see, for example, the Appen-
dix in Ref. 10�. The same values for the nonhomogeneous
plate regions z�0 and z�L are described by more com-
plicated expressions for Lamb modes propagating in a
composite plate �see the Appendix of this paper�.

All Lamb modes satisfy orthogonality conditions. The
most general orthogonality condition, applicable to both ab-
sorbing and nonabsorbing plates, is written down for the ge-
ometry of Fig. 1 �see Appendix of Ref. 10�:

�
0

d

dy��yz
n uy

m + �yz
m uy

n − �zz
n uz

m − �zz
muz

n� = A�n��n,m �2�

with �n,m the Kronecker delta symbol. For n=m, A�n� is a
normalization factor.

All different Lamb modes are orthogonal according to
Eq. �2� and in general the A�n� values are not equal to zero.

Another orthogonality condition exists only for nonabsorb-
ing plates. This condition can be written down as follows:

�
0

d

dy��yz
n �uy

m�* + �zz
n �uz

m�* − uz
u��zz

m�*� − uz
n��zz

m� = B�n��n,m.

�3�

Here, for n=m, B�n� is proportional to the energy flow of the
nth Lamb mode.

Orthogonality conditions Eqs. �2� and �3� are given for
the plate regions with z�0 and z�L. Analogous conditions
can be written down for the homogeneous parts of the plate
with 0�z�L. Equation �2� gives a convenient test to check
calculated wave numbers of Lamb modes in the composite
plate.

The expansion of the mechanical displacement vector
for the transmitted acoustic waves u� tr�z�L� is given by

U� tr = �
n

Cn
trūtr

n exp�i�qn�z − L� − �t�� �4�

with Cn
tr the expansion coefficients for transmitted acoustic

waves, which are to be determined. An analogous expres-
sion can be given for the reflected acoustic waves �z�0�
with the substitutions Cn

tr→Cn
ref, u� tr

n →u�ref
n , L→0, and qn

→−qn. There are two different kinds of expansions for the
regions 0�z�L, 0�y�d1 and 0�z�L, d1�y�d. The
expansion of the mechanical displacement vector for
transmitted acoustic waves u�±

tr is found by applying the
following substitutions in Eq. �4�: Cn

tr→Cn,±
tr , u� tr

n →u� tr
n,±, L

→0, and qn→qn,±. The ± signs mark, respectively, trans-
mission in the upper �d1�y�d� and lower �0�y�d1�
parts of the delamination region. Analogous expansions
for the mechanical displacement of reflected acoustic
waves U±

ref in the regions 0�z�L, d1�y�d, and 0�y
�d1 are given by

U� ±
ref = �

n

Cn,±
ref u�ref

n,± exp�− i�qn,±�z − L� + �t�� . �5�

The expressions for the expansions of stress tensor compo-
nents are completely analogous to Eqs. �4� and �5�.

Applying boundary conditions at planes z=0, z=L and
using orthogonality condition Eq. �2�, an infinite system of
linear equations �6�–�9� in the unknown mode coefficients
Cn

tr,ref and Cm,±
tr,ref can be derived:

A�n�Cn
tr = �

m,±
�Cm,±

tr eiqm,±,L�Kn,m
± + In,m

± � + Cm,±
ref �In,m

± − Kn,m
± �� ,

�6�

A�n�Cn
ref = �

m,±
�Cm,±

ref eiqm,±L�Kn,m
± + In,m

± � + Cm,±
tr �In,m

± − Kn,m
± �� ,

�7�

A±�m�Cm,±
tr = �

n

�Cn
in�Kn,m

± + In,m
± � + Cn

ref�Kn,m
± − In,m

± �� , �8�

FIG. 1. Schematic view of the Lamb wave in a composite plate incident on
a delamination region with length L.

2254 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Shkerdin and Glorieux: Lamb mode conversion delamination composite absorptive



A±�m�Cm,±
ref = �

n

�Cn
tr�Kn,m

± − In,m
± �� , �9�

where In,m
± =�a±

b±dy��yz,tr
n uy,tr

m,±−uz,tr
n �zz,tr

m,± �, Kn,m
±

=�a±

b±dy��yz,tr
m,± uy,tr

n −uz,tr
m,±�zz,tr

n �, a−=0, a+=b−=d1, and b+=d.
The general expression for the acoustic flow of energy

Pz can be written down as follows:14

Pz = − �
k=y,z

�
0

d

dySkz
�Uk

�t
. �10�

Substituting the proper expansions �see Eq. �4�� in Eq. �10�,
the time-averaged expression Pz

tr for z�L can be written
down as follows �not important for calculations—
coefficient 2� was omitted in Ref. 10�:

Pz
tr = 2��

0

d

dy Im��
n

�Cn
tr�̃zz,tr1

n ��
m

�Cm
trũz,tr1

m �*

− �
n

�Cn
tr�̃yz,tr1

n �*�
m

�Cm
trũy,tr1

m �	 �11a�

with ��̃ik,tr1
n , ũi,tr1

n �= ��ik,tr
n ,ui,tr

n �exp�iqn�z−L��.
An analogous expression for Pz

in in the region z�0 is
given by Eq. �12a�:

Pz
in = 2��

0

d

dy Im���
n

Cn
in�̃zz,tr

n + �
m

Cm
ref�̃zz,ref

m 	
���

n

Cn
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n

Cn
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n

+ �
m

Cm
ref�̃yz,ref

m 	*��
n
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m
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trũy,ref
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where ��̃ik,tr
n , ũi,tr

n �= ��ik,tr
n ,ui,tr

n �exp�iqnz�, ��̃ik,ref
n , ũi,ref

n �
= ��ik,ref

n ,ui,ref
n �exp�−iqnz�, and Cn

in are expansion coeffi-
cients for the incident acoustic wave.

In the region 0�z�L the expression for Pz
tr,1 can be

written down as follows:
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±
�

a±

b±

dy Im���
n

Cn,±
tr �̃zz,tr

n,± + �
m

Cm,±
ref �̃zz,ref

m,± 	
���

n

Cn,±
tr , ũz,tr
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m,± 		 .

�13a�

Here ��̃ik,tr
n,± , ũi,tr

n,±�= ��ik,tr
n,± ,ui,tr

n,±�eiqn,±z and ��̃ik,ref
m,± , ũi,ref

m,± �
= ��ik,ref

m,± ,ui,ref
m,± �e−iqm,±�z−L�.

The use of orthogonality condition Eq. �3� results in
considerable simplifications of Eqs. �11�–�13� in the absence
of acoustic absorption. In this case the acoustic flow of en-
ergy for all nonpropagating Lamb modes is equal to zero and
Eqs. �11a�, �12a�, and �13a� are reduced to Eqs. �11b�, �12b�,
and �13b�:

Pz
tr = 2��

np


Cnp

tr 
2Fnp
, �11b�

Pz
in = 2��

np

�
Cnp

in 
2 − 
Cnp

ref
2�Fnp
, �12b�

Pz
tr,1 = 2��

np,±

�
Cnp,±
tr 
2 − 
Cnp,±

ref 
2�Fnp,±, �13b�

where Fnp
=Im��0

ddy��zz,tr
np �uz,tr

np �*− ��yz,tr
np �*uy,tr

np ��, Fnp,±

=Im��a±

b±dy��zz,tr
np,±�uz,tr

np,±�*− ��yz,tr
np,±�*uy,tr

np,±��, and only propagat-
ing Lamb modes np are taken into account.

Taking into account the continuity of �yz, �zz and of the
mechanical displacement vector components at z=0,L one
obtains that Pz is continuous at z=0,L. Therefore, in numeri-
cal approximative calculations, the levels of discontinuity of
Pz at z=0,L can be used to estimate calculation errors. To
quantify possible inaccuracies in calculated results, it is con-
venient to use dimensionless functions �0,L defined as fol-
lows:

�0 = �Pz
in�z = 0� − Pz

tr,1�z = 0��/Pin, �14a�

�L = �Pz
tr,1�z = L� − Pz

tr�z = L��/Pin, �15a�

where Pin is the incident acoustic flow of energy.
For a nonabsorptive plate Eqs. �14a� and �15a� are re-

duced to Eqs. �14b� and �15b�:

�0 = 1 −
�np


Cnp

ref
2Fnp

�np

Cnp

in 
2Fnp

−
�np,±

�
Cnp

tr,±
2 − 
Cnp

ref,±
2�Fnp,±

�np

Cnp

in 
2Fnp

,

�14b�

�L =
�np,±

�
Cnp

tr,±
2 − 
Cnp

ref,±
2�Fnp,± − �np,±

Cnp

tr 
2Fnp

�np

Cnp

in 
2Fnp

,

�15b�

�0 + �L = 1 −
Pref + Ptr

Pin
, �16�

where Ptr �Pref� is the acoustic flow of energy transmitted
at z�L �reflected at z�0�. Equation �16� was used to
estimate the inaccuracy of calculations in Ref. 10. For an
absorptive plate the general expressions Eqs. �11a�, �12a�,
�13a�, �14a�, and �15a� have to be used to estimate discon-
tinuities of acoustic energy flow at z=0,L. In this case the
acoustic energy flow of all kinds of Lamb modes �propa-
gating and nonpropagating� is not equal to zero, therefore
all these modes have to be taken into account in Eqs.
�11a�, �12a�, �13a�, �14a�, and �15a�.

III. ACOUSTIC FIELD CALCULATIONS IN COMPOSITE
PLATE WITH DELAMINATION

For the numerical implementation of the calculations of
the acoustic field in a composite plate with a delamination
we assume a composite plate consisting of a steel layer �0
�y�d1� and a rubber layer d1�y�d. The material and
geometrical parameters of these layers are taken as follows:
density, shear, and longitudinal velocities of steel are equal to
7800 kg/m3, 3160 m/s, and 5720 m/s, respectively; density,
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shear, and longitudinal velocities of rubber are equal to
1506 kg/m3, 2580 m/s, and 4615 m/s, respectively. Further
more, we take d1=d2=1 mm �d2=d−d1�.

The interaction of Lamb modes with a delamination is
easier to analyze for the case of a thin plate, when there are
only a small number of propagating Lamb modes. In prac-
tice, it is difficult to excite a pure, single Lamb mode in a
multimode plate. Taking into account that Lamb modes are
dispersive, this leads to problems to make a correct interpre-
tation of the signals. From this point of view a multimode
regime is not attractive to experimentally study the effect of
mode conversion on a delamination in a multimode plate.
The phase velocities of the lowest five propagating Lamb
modes in the composite nonabsorptive plate with aforesaid
material and geometrical parameters are given in Fig. 2 as a
function of the dimensionless parameter qtd �qt is the wave
number of shear wave in the steel layer�. For high acoustic
frequencies the phase velocity of the first Lamb mode tends
to the velocity of Rayleigh wave propagating along the
rubber/vacuum interface: vR

r �2381.57 m/s. The plateaus on
the phase velocity dependencies of the third, fourth, and fifth
Lamb modes near the velocity �2920 m/s correspond to
Rayleigh wave propagating along the steel/vacuum interface:
vR

s �2920.84 m/s. These modes are localized in the steel
layer and their field distributions are close to the field distri-
bution of the steel/vacuum Rayleigh wave in the vicinity of
the plateaus. The phase velocities of the higher Lamb modes
evolve to the transverse bulk velocity of rubber for high
acoustic frequencies.

In this composite plate there are only two propagating
Lamb modes for qtd�2.63 �acoustic frequency f
�0.661 MHz�. In the interval 4.59�qtd�6.076
�1.155 MHz� f �1.528 MHz� there are four propagating
Lamb modes. Now we consider these two cases more in
detail.

A. The case of two propagating Lamb modes

For f �0.661 MHz, the composite plate with the above-
mentioned material and geometrical parameters supports
only two propagating Lamb modes. We denote the first Lamb

mode as Lm1 and the second one as Lm2. We define mode
energy flow concentration coefficients for the Lm1 mode in
the steel layer Pd1

as follows:

Pd1
= �

0

d1

dy Im��zz,tr
Lm1�uz,tr

Lm1�*

− ��yz,tr
Lm1�*uy,tr

Lm1�
�
0

d

dy Im��zz,tr
Lm1�uz,tr

Lm1�*

− ��yz,tr
Lm1�*uy,tr

Lm1� . �17�

The coefficient Pd2
is defined analogously. The energy flow

of the second Lamb mode is mainly concentrated in the steel
layer for the whole frequency range f �0.661 MHz. The
concentration coefficient in the steel layer of the first
Lamb mode is also large for higher acoustic frequencies
but decreases with decreasing frequency. Their depen-
dence on the acoustic frequency for a nonabsorptive com-
posite plate is shown in Fig. 3.

The conversion coefficient of the incident mode Lm1
into the transmitted mode Lm2 �Qm2�, the conversion coeffi-
cient of the incident mode Lm2 into the transmitted mode
Lm1 �Qm1�, the total reflection coefficients, and the largest
relative errors of calculation described by the function �L are
plotted versus delamination length L in Figs. 4�a� and 4�b�
for nonabsorbing plate at acoustic frequency f =0.6 MHz.
The conversion coefficients Qm1,m2 are defined as follows:

Qm1 = FLm1
CLm1
tr 
2/�FLm2
CLm2

in 
2� , �18a�

Qm2 = FLm2
CLm2
tr 
2/�FLm1
CLm1

in 
2� . �18b�

The total reflection coefficients Rm1 �Rm2� for the cases of
incident modes Lm1 �Lm2� are defined by Eqs. �19a� and
�19b�:

Rm1 = 
CLm1
ref 
2/
CLm1

in 
2 + FLm2
CLm2
ref 
2/�FLm1
CLm1

in 
2� , �19a�

FIG. 2. Dependence of the lowest five Lamb mode phase velocities on
dimensionless plate thickness qtd.

FIG. 3. Dependence of the energy flow relative part Pd1
concentrated in the

steel layer of the composite plate for the first �full line� and second �dashed
line� Lamb mode.
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Rm2 = 
CLm2
ref 
2/
CLm2

in 
2 + FLm1
CLm1
ref 
2/�FLm2
CLm2

in 
2� .

�19b�

The FLm1,Lm2 functions are given in Eqs. �11b�, �12b�, and
�13b�. The calculation is based on the solution of the system
of linear equations �6�–�9�. The wave numbers of propagat-
ing Lamb modes in the composite plate and the layers are as
follows: composite plate: qLm1�17.89, qLm2�7.46; steel
layer: qA0�18.99, qS0�7.18; rubber layer: qA0�21.83, qS0

�8.86 �all wave numbers are given in 1/cm�.
The conversion coefficients Qm1,m2 are small and their

values do not exceed the calculation error. The reflection
coefficient Rm1 is also below the calculation error, but for
certain delamination lengths the reflection coefficient Rm2

can be considerable, although the calculated Rm2 values are
not very reliable because these values are of the order of
calculation error as well. To calculate the Rm2 value more
accurately, it is necessary to increase considerably the num-
ber of Lamb modes taken into consideration. The calcula-
tions presented in Figs. 4�a� and 4�b� have been performed
taking into account 40 modes for the transmitted acoustic
wave, 40 modes for the reflected acoustic wave, and 42
transmitted and 42 reflected modes in the region 0�z�L

�21 transmitted and 21 reflected modes in the steel layer, 21
transmitted and 21 reflected modes in the rubber layer�.
These modes include fundamental propagating modes, non-
propagating modes, and the lowest inhomogeneous modes.
The number of inhomogeneous modes was taken in such a
way that the absolute values of the highest inhomogeneous
mode wave numbers in all parts of the structure are close to
each other.

As an example, the dependence of the relative error �L

on the number of modes taken into account is shown in Fig.
5 for different delamination lengths. The order of additional
modes taken into account was as follows. In the first step,
only fundamental propagating modes were taken into ac-
count �two modes in every part of this plate—index 2 on the
abscissa axis�. In the second step, nonpropagating modes
were added �two modes in the composite plate and 1 anti-
symmetric mode in every �steel and rubber� layer—index 4
on the abscissa axis�. In the third step, the four lowest inho-
mogeneous modes in the composite plate and the two lowest
inhomogeneous modes �antisymmetric and symmetric� in ev-
ery layer were additionaly taken into account—index 8 on
the abscissa axis, and so on. Initially, increasing the number
of modes leads usually to a better accuracy, but then this
evolution saturates and fluctuates. The calculation error be-
comes especially large for cases of considerable reflection.
Apparently, the discontinuity presented by the delamination
renders it very difficult to satisfy the boundary conditions
around it, using eigenmodes which have an inherently con-
tinuous character. Therefore, further increase of calculation
accuracy can only be reached by taking into account a very
large number of inhomogeneous modes. This is difficult to
realize in practice because the sets of equations become ex-
tremely large and very computation �memory� intensive.

Now let us take into account acoustic absorption in the
composite plate. It turns out that this feature can be used to
detect the delamination with increased sensitivity, provided
the absorption coefficients inside the layers of the composite
plate are considerably different. An especially interesting

FIG. 4. �a� Dependence of conversion coefficients Qm2 �asterisk�, reflection
coefficient R �plus�, and relative error �L �circle� on the delamination length
L for an incident Lm1 mode at acoustic frequency f =0.6 MHz. �b� Depen-
dence of conversion coefficient Qm1 �asterisk�, reflection coefficient R
�plus�, and relative error �L �circle� on the delamination length L for an
incident Lm2 mode at acoustic frequency f =0.6 MHz.

FIG. 5. Dependence of relative error �L on the number of modes taken into
consideration for acoustic frequency f =0.6 MHz, different incident modes
and different delamination lengths, for L=1 cm �plus�, L=1.75 cm
�asterisk�, L=0.6 cm �circle�, L=1.3 cm �diamond�, L=1 cm �inverted tri-
angle�, L=0.6 cm �square� �the first three graphs are plotted for an incident
Lm1 mode and the last three graphs for an incident Lm2 mode�.
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case takes place if the layer of major energy concentration of
the incident wave is much less absorptive than the other one.
Not surprisingly, in this case the existence of a long delami-
nation with length L�Labs �Labs is the absorption length of
the incident wave in the composite plate without delamina-
tion� leads to considerable increase of transmitted acoustic
wave energy in the region z�L.

To illustrate this, we consider a composite plate where
only the rubber layer is absorptive. Absorption of shear and
longitudinal waves in rubber is modelled to be considerable
for propagation lengths �1 cm at acoustic frequency
�1 MHz. To realize this in the simulation, imaginary parts
−0.05ivs and −0.05ivl at acoustic frequency 0.6 MHz were
added to the to shear vs and longitudinal vl velocities of
rubber. These values for absorptive rubber were arbitrarily
chosen only to show the influence of absorption on propaga-
tion of the acoustic wave through the delamination region of
the composite plate. It is difficult to find values in the litera-
ture, partially because rubbers have strongly frequency- and
temperature-dependent elastic moduli. Some values are
given in Refs. 15–17. Usually an ad hoc model is used for
the frequency dependence.13 For our choice of values the
wave numbers of Lm1 and Lm2 modes in the composite
plate are about 17.89+0.16i and 7.46+0.06i, respectively.
The wave numbers of A0 and S0 modes in rubber layer are
about 21.79+0.75i and 8.83+0.44i, respectively �all wave
numbers are given in 1/cm�. Therefore, the absorption
lengths of the Lm1 mode �Labs,1=0.5/ Im�qLm1��, Lm2 mode
�Labs,2=0.5/ Im�qLm2��, the A0 mode in the rubber layer
�Labs,A0=0.5/ Im�qA0��, and the S0 mode in the rubber layer
�Labs,S0=0.5/ Im�qS0�� are about 3.09, 7.83, 0.67, and
1.12 cm, respectively, and a delamination with the length L
�3 cm can result in considerable increase of transmitted
Lm1 mode.

The dependence of the transmission coefficients of Lm1
mode Tm1, the relative value of absorbed flow of energy in
the delamination region Wm1, and the relative calculation er-
rors �L on the delamination length L for incident Lm1 mode
at acoustic frequency f =0.6 MHz are shown in Fig. 6. The
transmission coefficient of Lm1 mode Tm1 is defined as
Tm1= 
CLm1

tr 
2 / 
CLm1
in 
2. The relative value of absorbed flow of

energy in the delamination region is equal to: Wm1= �Pz
tr,1�z

=0�− Pz
tr,1�z=L�� / �FLm1
CLm1

in 
2� �the function Pz
tr,1 is given

by Eq. �13��. The conversion coefficient Qm2 and the reflec-
tion coefficient are small and below the level of calculation
error. Therefore these values are not shown in this figure.
The relative value of absorbed flow of energy in the delami-
nation region Wm1 increases with increasing delamination
length L and reaches a value of about 0.13–0.16 for L
�1.3 cm. This is explained by the fact that the incident Lm1
mode is mainly located in the steel layer for acoustic fre-
quency f =0.6 MHz �the concentration coefficient Pd1

in the
steel layer of the Lm1 mode is about 0.83�. This means that
about 13%–17% of incoming acoustic energy penetrates in-
side the rubber layer at z=0 and almost all this energy is
absorbed inside the rubber layer for a delamination length
L�1.3 cm. Therefore, the transmission coefficient of Lm1
mode Tm1 can be larger than 0.8 for delamination length L
�1.3 cm �the Tm1 values given in Fig. 6 for L�1.7 cm are

about 0.7–0.75 with calculation error about 0.1–0.15�. As a
result, a considerable part of incoming acoustic energy
�about 80%� is transmitted through the delamination region
with the absorptive rubber layer. A long delamination has a
clearly larger transmission than a delamination free plate.
This is illustrated in Fig. 6 where the dependence of the
transmission coefficient of the Lm1 mode through the com-
posite plate of length L without delamination Tm1,0

=exp �−2 Im�qLm1�L� is also given. The transmission coeffi-
cient of the Lm1 mode becomes starts to exceed the delami-
nation free value when L�2 cm.

B. The case of four propagating Lamb modes

The composite plate with aforesaid material and geo-
metrical parameters is characterized by four propagating
Lamb modes for 1.155 MHz� f �1.528 MHz. We denote
the third Lamb mode as Lm3 and the fourth one as Lm4. The
coefficients of energy concentration of the Lamb modes in
the steel layer, Pd1

, Pd2
, Pd3

, and Pd4
, defined analogously to

Eq. �17�, are plotted in Fig. 7 for the frequency range
1.17 MHz� f �1.52 MHz. Lm3 and Lm4 modes are mainly
concentrated in the rubber and steel layers, respectively, for
the whole mentioned range of acoustic frequencies. The first
modes Lm1 and Lm2 are mainly concentrated in the steel
and rubber layers, respectively, for the lower end of the fre-
quency interval, and these modes are more spread over the
whole composite plate near the higher end. In order to inves-
tigate the effect of this difference, we consider acoustic wave
propagation through the delamination region for two acoustic
frequencies 1.2 and 1.5 MHz which are close to the extremes
of this interval. To take into account the influence of absorp-
tion we again assume that only the rubber layer is absorptive,
with consequently relative additions to the shear and longi-
tudinal velocities of rubber of about −0.01i at acoustic fre-
quency 1.2 MHz.

For the acoustic frequency 1.2 MHz, the wave numbers
of propagating modes in the composite plate and the steel
and rubber layers are as follows: composite plate: qLm1

FIG. 6. Dependence of the transmission coefficient Tm1 �plus�, the transmis-
sion coefficient Tm1,0 �inverted triangle� without delamination, the relative
value of absorbed flow of energy in the delamination region Wm1 �square�,
and the relative error �L �circle� on the delamination length L for an incident
Lm1 mode at acoustic frequency f =0.6 MHz.
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�30.31+0.054i, qLm2�23.28+0.553i, qLm3�14.52+0.22i,
and qLm4�12.54+0.25i; steel layer: qA0

s �31.1, qS0
s �14.55;

rubber layer: qA0
r �36.51+0.29i, and qS0

r �18.11+0.2i �all
values are given in cm−1�. The wave number of the first
Lamb mode is close to the wave number of the A0 mode in
the steel layer. Taking into account that the energy flow of
the Lm1 mode is also mainly localized in the steel layer of
the composite plate, we can assume that the calculation er-
rors for the case of the incident Lm1 mode are comparatively
small.

In Fig. 8, the dependences of the transmission coeffi-
cients of the Lm1 mode Tm1 and the total transmission coef-
ficient T through the region of delamination, the conversion
coefficient of the Lm1 mode into the transmitted Lm2 mode
Qm2, the relative value of the absorbed flow of energy in the
delamination region Wm1, and the relative calculation errors
�L at acoustic frequency f =1.2 MHz are shown versus the
delamination length, for the case of an incident Lm1 mode.
The reflection and conversion coefficients of the Lm1 mode
into another propagating mode are of the order of the calcu-

lation error and not shown in this figure. The total transmis-
sion coefficient T is defined by Eq. �11� at z=L taking into
account only propagating Lamb modes. The calculations pre-
sented in Fig. 8 have been performed taking into account 42
modes for the transmitted acoustic wave, and the same
amount of modes for the reflected acoustic wave, and for the
transmitted and reflected wave in the region 0�z�L �21
transmitted and reflected modes, respectively, in the steel and
rubber layers�. These modes include fundamental propagat-
ing modes, nonpropagating modes, and the lowest inhomo-
geneous modes. A number of inhomogeneous modes were
taken using the same reason as for the case shown in Figs.
4�a� and 4�b�. Calculation errors for this case are indeed
quite small. The 
�L
 value is smaller than 0.06 for the whole
range of calculations.

There is a clear periodic behavior of the conversion co-
efficient Qm2 as a function of delamination length with a
maximum at L�0.58 cm and L�1.7 cm, and a minimum at
L�1.15 cm. The maximum value Qm2

max is about 0.3 at L
�0.58 cm and 0.19 at L�1.7 cm. This means that a part of
the incident Lm1 mode energy, equal to Qm2

max, is converted
into the transmitted Lm2 mode at these delamination lengths.
To explain such behavior of the conversion coefficient as a
function of the delamination length, one notes that almost all
incident Lm1 mode energy is converted into the A0 modes of
steel and rubber plates at z=0 �between 88% and 90% is
converted into the A0 mode of the steel layer and 8%–10% is
converted into the A0 mode of the rubber layer�. These A0
modes of the steel and rubber layers are converted into trans-
mitted Lamb modes at z=L and this conversion is the most
effective if the delamination length lies around the beating
length between A0 modes of steel and rubber layers
Lb,A0,A0=	 /Re�qA0

r −qA0
s ��0.58 cm. In this case both A0

modes are out of phase at z=L, resulting in effective genera-
tion of transmitted Lm2 mode �see also Ref. 10�. This effect
almost disappears if L�2Lb,A0,A0 when both A0 modes are
again in phase at z=L and the transmitted wave consists
mainly of Lm1 mode. A new maximum of the conversion
coefficient into the Lm2 mode appears again if L
�3Lb,A0,A0 and so on. But the absorption in the rubber layer
�the absorption length of the A0 mode in the rubber layer is
about 1.72 cm� results in the decrease of A0 mode amplitude
in the rubber layer at z=L, leading to a decrease of the maxi-
mum values Qm2

max of the conversion coefficient for larger
delamination length. As a result the Qm2

max value for L
=1.7 cm is smaller than at L=0.58 cm. The delamination
length L=2.5 cm is not large enough to realize the effect of a
considerable increase of transmission induced by the delami-
nation shown in Fig. 6. The total transmission coefficient T
and the transmission coefficient of the Lm1 mode without
delamination Tm1,0 for this delamination length are about 0.9
and 0.76, respectively. The effect of a considerable increase
of transmission induced by the delamination can be realized
in this case for longer delaminations with L�Labs,1

=0.5/ Im�qLm1��9.3 cm.
Now we consider the case of an incident Lm2 mode. In

Figs. 9�a� and 9�b�, the dependence of the transmission co-
efficients of the Lm2 mode Tm2 through the region of delami-
nation, the transmission coefficient of the Lm2 mode Tm2,0

FIG. 7. Dependence of the energy flow relative part Pd1
concentrated in the

steel layer of the composite plate, for the first �upper full line�, second
�dotted line�, third �lower full line�, and fourth Lamb modes �dashed line�.

FIG. 8. Dependence of the transmission coefficient Tm1 �circle�, the total
transmission coefficient T �diamond�, the conversion coefficient Qm2 �plus�,
the relative value of absorbed flow of energy in the delamination region Wm1

�square�, and the relative error �L �inverted triangle� on the delamination
length L for an incident Lm1 mode at acoustic frequency f =1.2 MHz.
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without delamination �Tm2,0=exp �−2 Im�qLm2�L��, the over-
all transmission coefficient T, the conversion coefficients of
the Lm2 mode into the transmitted Lm1 mode Qm1 and into
the transmitted Lm4 mode Qm4, the relative value of ab-
sorbed flow of energy in the delamination region Wm2, and
the relative calculation errors �L are plotted versus delami-
nation length for an acoustic frequency f =1.2 MHz. The re-
flection and conversion coefficient of the Lm2 mode into the
Lm3 mode are below the calculation error and not shown in
this figure. The total transmission coefficient is defined
analogously to that shown in Fig. 8. The calculations pre-
sented in Figs. 9�a� and 9�b� have been performed in exactly
the same way as the calculations of the graphs in Fig. 8.
Calculation errors for this case are larger. This is connected
with the fact that the wave number of the Lm2 mode is not
close enough to wave numbers of A0 and S0 modes propa-
gating in the layers.

There is a clear periodic dependence of conversion co-
efficients Qm1 and Qm4 on the delamination length. The

maximum and minimum of Qm1 are realized at about the
same lengths L as the maximum and minimum of Qm2 shown
in Fig. 8. The maximum value Qm1

max is about 0.27 at L
�0.5 cm and 0.17 at L�1.7 cm. The maximum and mini-
mum of the conversion coefficient Qm4 occur at the length
L=Lm4

max,min. These lengths are now connected with the beat-
ing length between the A0 mode of the rubber layer and the
S0 mode of the steel layer Lb,s0,A0=	 /Re�qA0

r −qS0
s �

�0.143 cm. The maximum and minimum of Qm4 are
reached for Lm4

max��2n−1�Lb,S0,A0 and Lm4
min�2nLb,S0,A0, re-

spectively, and n=1,2 ,3. . .. The maximum value Qm1
max is

about 0.37 at L�0.143 cm and decreases to 0.2 at L
�17Lb,S0,A0�2.43 cm. The explanation of these conversions
is exactly the same as the one already given for Qm2. Now it
should be taken into account that at z=0 the incident Lm2
mode is mainly converted into the A0 mode of the rubber
layer and almost equally converted into the A0 and S0 modes
of the steel layer �between 60% and 80% of Lm2 mode en-
ergy is converted into the A0 mode of the rubber layer and
between 15% and 20% of Lm2 mode energy is converted
into the A0 and S0 modes of the steel layer�. This leads to
comparable maximum values Qm1

max and Qm4
max.

Figure 9�b� shows that the existence of a delamination
leads to an enhancement of transmitted acoustic energy for
L�1 cm. This is connected with the value of the absorption
length of the Lm2 mode, Labs,2=0.5/ Im�qLm2��0.9 cm, but
the absorption of propagating Lamb modes inside the rubber
layer is smaller. The absorption lengths of A0 and S0 modes
in the absorptive rubber layer are about 1.72 and 2.56 cm,
therefore the propagation of the acoustic wave through the
delamination leads to a considerable decrease of the total
absorbed energy for L�1 cm.

To make calculations for the acoustic frequency f
=1.5 MHz we assume ad hoc �in particular rubbers have a
complicated frequency dependence of absorption and disper-
sion properties� that the absorption coefficients for shear and
longitudinal waves are proportional to f2 �see, e.g., Ref. 18�,
so these values can be found from the appropriate absorption
coefficients for f =1.2 MHz. In this case the wave numbers
of the propagating modes in this composite plate and the
steel and rubber layers are as follows: composite plate:
qLm1�36.96+0.33i, qLm2�35.02+0.34i, qLm3�19.95
+0.31i, and qLm4�17.81+0.04i; steel layer: qA0

s �37.04,
qS0

s �18.45; rubber layer: qA0
r �43.79+0.46i, qS0

r �23.34
+0.36i, and qA1

r �10.49+0.53i �all values are given in cm−1�.
In Figs. 10�a� and 10�b�, the dependence of the transmis-

sion coefficients of the Lm1 mode Tm1 through the delami-
nation region, the transmission coefficient of the Lm1 mode
Tm1,0 without delamination �Tm1,0=exp�−2 Im�qLm1�L��, the
total transmission coefficient T, the conversion coefficient of
the Lm1 mode into transmitted Lm2 mode Qm2, the relative
value of absorbed flow of energy in the delamination region
Wm1, and the relative calculation errors �0, �L at acoustic
frequency f =1.5 MHz are shown versus the delamination
length for the case of an incident Lm1 mode. In this case the
�0, �L values are of the same order, therefore both functions
are now shown. The reflection and conversion coefficients of
the Lm1 mode into other propagating modes are below the

FIG. 9. �a� Dependence of the transmission coefficient Tm2 �circle� through
the delamination, the conversion coefficient of Lm2 mode into Lm1 mode
Qm1 �plus�, the conversion coefficient of the Lm2 mode into the Lm4 mode
Qm4 �square�, and the relative error �L �inverted triangle� on the delamina-
tion length L for an incident Lm2 mode at acoustic frequency f =1.2 MHz.
�b� Dependence of the total transmission coefficients T �circle� through the
delamination, the transmission coefficient Tm2,0 �plus� of Lm2 mode without
delamination, the relative value of absorbed flow of energy in the delami-
nation region Wm2 �square�, and the relative error �L �inverted triangle� on
the delamination length L for an incident Lm2 mode at acoustic frequency
f =1.2 MHz.
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level of calculation error and not shown in these figures.
Calculations for this figure proceeded exactly in the same
way as for Figs. 8, 9�a�, and 9�b�.

Again there is a clear periodic dependence of the con-
version coefficients Qm2 on the delamination length. The
maximum and minimum of Qm2 are realized at the delami-
nation lengths connected with the beating length between the
A0 modes of the rubber and steel layers Lb,A0,A0=	 /Re�qA0

r

−qA0
s ��0.46 cm. A maximum and minimum of Qm1 are

reached for Lmax��2n−1�Lb,A0,A0 and Lmin�2nLb,A0,A0, re-
spectively, and n=1,2 ,3. . .. The maximum value Qm1

max is
about 0.73 at L�0.45 cm and decreases down to 0.41 at L
�5Lb,A0,A0�2.3 cm. The maximum values Qm1

max are very
large in this case. This is connected with an almost equal
distribution of Lm1 mode energy flow among the steel and
rubber layers in the composite plate �about 42% of Lm1
mode energy flow is concentrated in the steel layer at this
frequency—see Fig. 7�. The incident Lm1 mode is converted
mainly into the A0 modes of the steel and rubber layers at

z=0 �between 44% and 46% of Lm1 mode energy is con-
verted into the A0 mode of the steel layer and between 40%
and 43% of Lm1 mode energy is converted into the A0 mode
of the rubber layer�. Acoustic absorption existing in the rub-
ber layer �absorption lengths of all propagating modes are
about 1 cm� results in a continuous decrease of the maxi-
mum values Qm1

max with increasing delamination length. One
sees from Fig. 10�b� that the existence of a delamination
increases the transmitted acoustic energy for L�Labs,1

�1.5 cm. This is connected with the fact that a considerable
part of the acoustic wave energy propagates through the steel
layer without absorption.

Similar phenomena occur for the case of the incident
Lm2 mode at f =1.5 MHz. Maximum and minimum Qm1 val-
ues occur near the same lengths L as for the case of the
incident Lm1 mode and the influence of absorption is also
close to the one shown in Fig. 10�b�. This is explained by the
similar distributions of the Lm1 and Lm2 modes inside the
composite plate �about 55% of Lm2 mode energy flow is
concentrated in the steel layer at f =1.5 MHz�. As a result the
incident Lm2 mode is converted mainly into the A0 modes
of the steel and rubber layers at z=0 �about 50% of Lm2
mode energy is converted into the A0 mode of the steel layer
and about 30% into the A0 mode of the rubber layer�. The
absorption lengths of the Lm2 and Lm1 modes in the com-
posite plate are also close to each other �Labs,2�1.5 cm�.

The dependence of transmitted relative energy flows in
the steel and rubber layers Pz

s,r on the z coordinate for z
�L, taking into account only two major propagating Lm1
and Lm2 modes, are plotted in Fig. 11�a� for the case of an
incident Lm1 mode at acoustic frequency f =1.2 MHz. The
Pz

s,r values are defined as follows:

Pz
s,r = �

a±

b±

dy Im��CLm1
tr �̃zz,tr1

Lm1 + CLm2
tr �̃zz,tr1

Lm2 ��CLm1
tr ũz,tr1

Lm1

+ CLm2
tr ũz,tr1

Lm2�* − �CLm1
tr �̃yz,tr1

Lm1

+ CLm2
tr �̃yz,tr1

Lm2 �*�CLm1
tr ũy,tr1

Lm1

+ CLm2
tr ũy,tr1

Lm2 ��
�
0

d

dy Im���zz,tr
Lm1�uz,tr

Lm1�*

− ��yz,tr
Lm1�*uy,tr

Lm1�� , �20�

where a−=0, a+=b−=d1, b+=d; a− and b− are substituted for
the steel layer, a+ and b+ are substituted for the rubber layer,
�̃ik,tr1

n and ũi,tr1
n are defined in Eq. �11�, and it is suggested

that CLm1
in =1.

These graphs are plotted for three cases: without delami-
nation �L=0� and delamination lengths L=0.58 cm and L
=1.16 cm. The energy flows in the steel and rubber layers
Pz

s,r�exp�−2z Im�qLm1�� in the absence of a delamination.
Maximum conversion into the Lm2 mode is realized for a
delamination length L=0.58 cm. This leads to the appear-
ance of two transmitted propagating modes—Lm1 and Lm2
�amplitudes of other propagating modes are much smaller�.
Interference between these modes results in the beating of
energy flows in the steel and rubber layers versus z coordi-
nate with a beating length 	 /Re�qLm1−qLm2��0.45 cm. This
is clearly seen in Fig. 11�a�. Minimum conversion into the

FIG. 10. �a� Dependence of transmission coefficients Tm1 �circle� of Lm1
mode through the delamination, conversion coefficient of Lm1 mode into
Lm2 mode Qm2 �plus� and relative errors �0 �square�, �L �inverted triangle�
versus delamination length L for an incident Lm1 mode at acoustic fre-
quency f =1.5 MHz. �b� Dependence of the total transmission coefficient T
�circle� through the delamination, transmission coefficient Tm1,0 �plus� of
Lm1 mode without delamination, relative value of absorbed flow of energy
in the delamination region Wm1 �square�, and relative error �0 �inverted
triangle�, �L �diamond� versus delamination length L for an incident Lm1
mode at acoustic frequency f =1.5 MHz.
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Lm2 mode is realized for L=1.16 cm. In this case the trans-
mitted wave consists mainly of the Lm1 mode; strong beat-
ing of energy flows in the steel and rubber layers is absent,
i.e., there are relatively small fluctuations due to the presence
of other propagating modes with relatively small amplitudes
in the transmitted wave. The strong absorption of the Lm2
mode �absorption length is about 0.9 cm� leads to a decrease
of energy flow beatings for L�1 cm. For the same cases
�L=0, L=0.58 cm, and L=1.16 cm�, the dependence of the
modulus of the y component of the mechanical displacement
at y=d
uy�y=d�
 �arbitrary units� is plotted in Fig. 11�b�. The

uy�y=d�
 value for z−L�0.5 cm is considerably larger for
L=0.58 cm compared to the same values for L=0 or L
=1.16 cm. This feature can be used to detect the presence of
delaminations in the composite plate.

IV. CONCLUSIONS

The two-dimensional propagation of Lamb modes in an
absorptive composite plate consisting of two parallel layers

with a finite delamination dividing these layers was studied.
The calculation was based on the modal decomposition
method. To calculate transmission and reflection coefficients
of Lamb modes induced by the delamination it is necessary
to solve a system of linear equations for mode amplitudes
taking into account all propagating modes and a number of
inhomogeneous Lamb modes. The error due to the made
approximations can be quantified using the discontinuities of
the acoustic flow energy integrated over the vertical planes at
the beginning and at the end of delamination.

As a result of diffraction on a delamination, an incident
Lamb mode undergoes conversion into all possible transmit-
ted and reflected Lamb modes. Specific numerical calcula-
tions were performed for the case of a composite plate con-
sisting of steel and rubber layers of equal thickness. Only
thin composite plates characterized by a few propagating
Lamb modes were taken into consideration. It was found that
the mode conversion effect in transmission for a thin plate
characterized by only two propagating fundamental Lamb
modes is usually quite weak. The effect of mode conversion
becomes much stronger in the case of a composite plate char-
acterized by four propagating Lamb modes, where, depend-
ing on acoustic frequency, it is possible to realize situations
characterized by efficient mode conversion of the incident
first �second� Lamb mode of the composite plate into a trans-
mitted second �first� Lamb mode, where up to 70% of the
incident mode energy can be transferred into the converted
Lamb mode.

Delaminations in absorptive composite plates result in a
considerable change of transmitted acoustic energy if the
plate is characterized by substantially different absorption
coefficients in the layers of the plate. In particular, the
delamination can considerably increase the transmission co-
efficient of the incident Lamb mode if the layer where the
incident Lamb mode is mainly concentrated is much less
absorptive than the other one.

Numerical calculations show that the reflection of the
incident Lamb modes from delamination is usually small
�under the level of calculation errors�. On the other hand,
there are cases where this reflection can be considerable, e.g.,
the case of the incident second Lamb mode in a thin com-
posite plate characterized by two propagating Lamb modes
at specific delamination lengths, where the calculated reflec-
tion coefficient turns out to be more than 0.2. Calculation
errors in these cases are also large and reliable results con-
siderably above the level of calculation errors can only be
obtained by taking into account a very large number of in-
homogeneous Lamb modes.

The effect of mode conversion and influence of absorp-
tion on the transmission coefficient in absorptive composite
plates with delaminations can be used to detect nondestruc-
tively the existence of delaminations.
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FIG. 11. �a� Dependence of relative acoustic energy flow in rubber and steel
layers for acoustic frequency f =1.2 MHz and incident Lm1 mode versus z
for z�L at different delamination lengths. Acoustic energy flow Pz

s �circle�
in the steel layer and Pz

r �plus� in the rubber layer in the absence of a
delamination �L=0�. Pz

s �square� and Pz
r �inverted triangle� for L=0.58 cm,

Pz
s �diamond� for L=1.16 cm, and Pz

r �asterisk� for L=1.16 cm. �b� Depen-
dence of the modulus of the mechanical displacement y component 
uy�y
=d�
 for acoustic frequency f =1.2 MHz and incident Lm1 mode versus z for
z�L at different delamination lengths, in the absence of delamination, L
=0 �circle�, L=0.58 cm �plus�, and L=1.16 cm �square�.
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APPENDIX: CALCULATION OF DISPLACEMENT AND
STRESS FIELDS FOR A TWO-LAYER COMPOSITE
PLATE

The displacement fields for the forward propagating nth
Lamb mode in the first �0�y�d1� and the second �d1�y
�d� layers of the composite plate can be written as follows:

uy,1
n = �− A1t

+ qneiqty,1y − A1t
− qne−iqty,1y + A1l

+ qly,1eiqly,1y

− A1l
− qly,1e−iqly,1y�ei�qnz−�t�, �A1�

uz,1
n = �A1t

+ qty,1eiqty,1y − A1t
− qty,1e−iqty,1y + A1l

+ qneiqly,1y

+ A1l
− qne−iqly,1y�ei�qnz−�t�, �A2�

uy,2
n = �− A2t

+ qneiqty,2y − A2t
− qne−iqty,2y + A2l

+ qly,2eiqly,2y

− A2l
− qly,2e−iqly,2y�ei�qnz−�t�, �A3�

uz,2
n = �A2t

+ qty,2eiqty,2y − A2t
− qty,2e−iqty,2y + A2l

+ qneiqly,2y

+ A2l
− qne−iqly,2y�ei�qnz−�t�, �A4�

where qly,1
2 =ql,1

2 −qn
2, qty,1

2 =qt
2−qn

2, qly,2
2 =q1,2

2 −qn
2, qty,2

2 =qt,2
2

−qn
2, ql,1 and ql,2 are the wave numbers of the longitudinal

waves in the first and the second layers, qt,2 is the wave
number of shear wave in the second layer, qn is the wave
number of the Lamb mode, and A1t,1l

± and A2t,2l
± are the un-

known coefficients to be found. Expressions for stress tensor
components can be easily written down taking into account
standard stress-strain relations.

Taking into account free boundary conditions at y=0,d
and continuity of mechanical displacement vector compo-
nents and stress tensor components �yz and �yy at y=d1 the
system of eight linear equations for eight unknown coeffi-
cients can be written down. The determinant of the system
has to be equal to zero. This condition leads to the dispersion
equation for Lamb mode wave numbers as follows:

� f1
+ − 
1

m2
+ − m1

+n2
−/n1

−

n2
+ + n1

+n2
−/n1

− 	� f2
− − 
2

m2
− + m1

−n2
−/n1

−

n2
+ + n1

+n2
−/n1

− 	
+ � f2

+ + 
2
m2

+ − m1
+n2

−/n1
−

n2
+ + n1

+n2
−/n1

− 	� f1
− − 
1

m2
− + m1

−n2
−/n1

−

n2
+ + n1

+n2
−/n1

− 	 = 0,

�A5�

where f1
±=m3

±�m1
±n3

− /n1
−, f2

±=m4
±−m1

±n4
− /n1

−, 
1=n3
+

+n1
+n3

− /n1
−,


2 = n4
+ − n1

+n4
−/n1

−, n1
+ = qnb2 exp�i�qty,2 − qly,2�d2�

+ qnc2 exp�i�qty,2 + qly,2�d2� + qty,2,

n1
− = qnc2 exp�− i�qty,2 + qly,2�d2�

+ qnb2 exp�i�qly,2 − qty,2�d2� + qty,2,

n2
+ = − qly,2b2 exp�i�qty,2 − qly,2�d2�

+ qly,2c2 exp�i�qty,2 + qly,2�d2� + qn,

n2
− = qly,2c2 exp�− i�qty,2 + qly,2�d2�

− qly,2b2 exp�i�qly,2 − qty,2�d2� + qn,

n3
+ = − �a2lb2 exp�i�qty,2 − qly,2�d2�

+ �a2lc2 exp�i�qty,2 + qly,2�d2� − � ,

n3
− = �a2lc2 exp�− i�qty,2 + qly,2�d2�

− �a2lb2 exp�i�qly,2 − qty,2�d2� − � ,

n4
+ = �b2 exp�i�qty,2 − qly,2�d2�

+ �c2 exp�i�qty,2 + qly,2�d2� − �a2t,

n4
− = �c2 exp�− i�qty,2 + qly,2�d2�

+ �b2 exp�i�qly,2 − qty,2�d2� − �a2t,

m1
+ = qnb1 exp�iqly,1d1� + qnc1 exp�− iqly,1d1�

+ qty,1 exp�iqty,1d1� ,

m1
− = qnc1 exp�iqly,1d1� + qnb1 exp�− iqly,1d1�

+ qty,1 exp�− iqty,1d1� ,

m2
+ = qly,1b1 exp�iqly,1d1� − qly,1c1 exp�− iqly,1d1�

− qn exp�iqty,1d1� ,

m2
− = − qly,1c1 exp�iqly,1d1� + qly,1b1 exp�− iqly,1d1�

− qn exp�− iqty,1d1� ,

m3
+ = a1lb1 exp�iqly,1d1� − a1lc1 exp�− iqly,1d1�

+ exp�iqty,1d1� ,

m3
− = − a1lc1 exp�iqly,1d1� + a1lb1 exp�− iqly,1d1�

+ exp�− iqty,1d1� ,

m4
+ = b1 exp�iqly,1d1� + c1 exp�− iqly,1d1�

− a1t exp�iqty,1d1� ,

m4
− = c1 exp�iqly,1d1� + b1 exp�− iqly,1d1�

− a1t exp�− iqty,1d1�, b1 = �a1ta1l − 1�/�2a1l� ,

b2 = �a2ta2l − 1�/�2a2l�, c1 = �a1ta1l + 1�/�2a1l� ,

c2 = �a2ta2l + 1�/�2a2l� ,

� = 
2�qt,2
2 − 2qn

2�/�
1�qt
2 − 2qn

2�� ,

a1t = 2qnqty,1/�qt
2 − 2qn

2� ,

a2t=2qnqty,2 / �qt,2
2 −2qn

2�, a1l=2qnqly,1 / �qt
2−2qn

2�, a2l

=2qnqly,2 / �qt,2
2 −2qn

2�, and 
1 and 
2 are Lame coefficients of
the first and second layers, respectively.

All unknown coefficients can be connected to the coef-
ficient A1t

+ by the following expressions:

A1t
− = �A1t

+ , �A6�

A1l
+ = �b1 − c1��A1t

+ , �A7�
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A1l
− = �c1 − b1��A1t

+ , �A8�

A2t
+ = �A1t

+ exp�− iqty,2d1� , �A9�

A2t
− = �A1t

+ exp�iqty,2d1� , �A10�

A2l
+ = exp�− iqly,2d��b2� exp�iqty,2d2�

− c2� exp�− iqty,2d2��A1t
+ , �A11�

A2l
− = exp�iqly,2d��c2� exp�iqty,2d2�

− b2� exp�− iqty,2d2��A1t
+ . �A12�

Here �= �n1
+�+m1

−�−m1
+� /n1

−,

� =
�f2

+�n2
+ + n1

+n2
−/n1

−� + 
2�m2
+ − m1

+n2
−/n1

−��
�f2

−�n2
+ + n1

+n2
−/n1

−� − 
2�m2
− + m1

−n2
−/n1

−��
,

� =
m1

+n2
−/n1

− − m2
+ − �m2

− + m1
−n2

−/n1
−��

n2
+ + n1

+n2
−/n1

− .

Substituting �A6�–�A12� into �A1�–�A4�, the displace-
ment fields for Lamb modes in the composite plate are
found.
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A two-dimensional computational fluid dynamics �CFD� simulation study of a traveling-wave
thermoacoustic engine is presented. The computations show an increase of the dynamic pressure
when a linear temperature difference is applied across the regenerator. An amplification of the
acoustic power through the engine is also illustrated. A satisfactory agreement between the
calculated and expected gains of the traveling-wave thermoacoustic engine is obtained. The
expected gain is defined as the ratio of the absolute temperatures at the ends of the regenerator.
Nonlinear phenomena that cannot be captured by existing linear theory, like streaming mass flows
and vortices formation, are also visualized. It is concluded that CFD codes could be used in the
future to predict and optimize thermoacoustic systems. This is an important step towards the
development of nonlinear simulation tools for the high-amplitude thermoacoustic systems that are
needed for practical use. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2035567�

PACS number�s�: 43.35.Ud �RR� Pages: 2265–2270

I. INTRODUCTION

During the past two decades significant progress has
been made in the development of thermoacoustic systems. A
number of thermoacoustic standing-wave engines and cool-
ers have been built.1–6 The thermal efficiency of these stack-
based systems is limited to about 20%. This is due in part to
the intrinsic irreversibility of the heat transfer in the stack. In
contrast, a reversible Stirling cycle is executed in a traveling-
wave system. However, traveling-wave systems have long
suffered from high viscous losses in the regenerator.7 The
combination of a standing- and traveling wave by making
use of a feedback inertance parallel to the regenerator opened
the way to practical traveling-wave systems.8,9 Researchers
at Los Alamos National Laboratory have constructed a ther-
moacoustic traveling-wave engine with high efficiency.9 This
regenerator-based engine has shown a 50% efficiency im-
provement over the best standing-wave counterpart. This ef-
ficiency improvement has been obtained by suppressing a
number of undesirable nonlinear effects. Further improve-
ments would be possible if nonlinear effects could be better
understood. Numerical simulations and visualizations of the
unsteady flow field can help in understanding these phenom-
ena; this could lead to a more rigorous design and optimiza-
tion of thermoacoustic systems.

The aim of this paper is to present a computational fluid
dynamics �CFD� study of a traveling-wave thermoacoustic

engine. This study forms a first step towards the application
of CFD as a full numerical nonlinear three-dimensional tool
for the design and prediction of the behavior of thermoacous-
tic engines and heat pumps. Most of the numerical calcula-
tions done to date concern standing-wave systems and are
based on the linear theory of thermoacoustics developed by
Rott10,11 and implemented into design tools such as
DELTAE.12 At low amplitude, the linear theory gives a good
understanding of the physical phenomena involved and can
be used to predict the behavior of thermoacoustic systems.
However, thermoacoustic systems developed for practical
use operate at high amplitude. At such conditions nonlinear
effects, like turbulence, vortices, and streaming, will be
present and the actual behavior will deviate from the linear
theory. In this case the full nonlinear Navier–Stokes equa-
tions have to be considered. In the past some nonlinear mod-
els have been developed to simulate flows in the resonator,
and around the stack, and to simulate nonlinear phenomena
like streaming in stack-based systems.13–15 To our knowl-
edge, these are the first CFD results to be presented for a
complete system containing an active, acoustic-power-
producing, thermoacoustic element.

In the present work a commercially available CFD
code16 has been used. In this so-called structured CFD code,
the engine is spatially discretized into a large number of
hexahedral computational cells, and the governing unsteady
Navier–Stokes equations and the equation for the total en-
thalpy are solved by the CFD code. The results of the com-
putations show the onset of self-oscillations accompanied by
an increase of the dynamic pressure. Amplification of thea�Electronic mail: spoelstra@ecn.nl
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acoustic power through the regenerator is also shown. Non-
linear phenomena like streaming mass flows and vortices
formation are also visualized.

In Sec. II, the CFD model for the thermoacoustic
traveling-wave engine is described. Special attention is given
to the CFD submodel for the regenerator and heat exchang-
ers. Section III presents the computational results. Finally, in
Sec. IV some conclusions are drawn.

II. CFD MODEL

In this section the construction of the CFD model for the
thermoacoustic engine is described. The geometry and
boundary conditions used for the engine are also presented.
ANSYS’s computational fluid dynamics code CFX 4.4 is used
to run all simulations. All computations are performed using
a single CPU on a Linux cluster. Roughly 1 day on a single
Pentium 4 processor is needed to run the simulation for the
traveling-wave thermoacoustic engine.

Fixed time stepping with the Cranck–Nicolson central
differencing scheme has been used for the time integration.
An upwind differencing scheme has been used for the spatial
discretization. Upwind differencing was needed to numeri-
cally stabilize the flow near the porous region of the regen-
erator. Test calculations have shown that the artificial acous-
tic losses associated with the application of the upwind
scheme are rather small. Numerical tests revealed that, in
particular, first-order time differencing caused large artificial
acoustic losses. Using the second-order Cranck–Nicolson
scheme diminishes these losses. The numerical tests showed
that application of the first-order upwind differencing
scheme resulted in a small increase in the acoustic losses
compared to a second-order spatial differencing scheme.
This increase was small compared to the difference between
first- and second-order time differencing. The SIMPLEC al-
gorithm has been used for updating pressure and correcting
the velocity components for continuity.

A. Numerical model for the traveling-wave
thermoacoustic engine

This subsection describes the modeled geometries for
the three components, namely the resonator, the engine, and
the regenerator and heat exchangers.

1. Resonator

Figure 1 shows a schematic illustration of the thermoa-
coustic system that has been modeled in the CFD computa-
tions. The system is composed of a traveling-wave thermoa-
coustic engine placed in a double-Helmholtz resonator. In

order to simplify the modeling and to save computational
time, a system without acoustic load has been considered.
This results in very low damping of the acoustic wave. An
axisymmetric grid has been applied for the modeling of the
system. The resonator is filled with air at an average pressure
of 1 bar and at 300 K initially. The 2D mesh is relatively
small and consists of only 3462 computational cells for the
total system in order to achieve a reasonable computational
time.

2. Engine

Figure 2 shows the geometrical dimensions and the
mesh of the engine part of the model. The engine consists of
an ambient �300 K� and hot �500 K� heat exchanger �HX�
with the regenerator placed in between. The engine is placed
in a tube with a length of 204 mm and a diameter of
104 mm. This tube is placed concentrically in the resonator
at the right side of the system �cf. Fig. 1�. The annular gap
between the tube and the resonator serves as a feedback in-
ertance connected to the compliance at the right side of the
engine. Porous metallic structures are used for both the heat
exchangers and the regenerator.

3. Regenerator and heat exchangers

A CFD submodel for the regenerator and the heat ex-
changers has been developed. This submodel accounts for
the flow resistance of the air in the porous metal structure
and the thermal interaction between this structure and the air.
The very detailed structure in the regenerator and in the heat
exchangers is not geometrically modeled. Instead, a porous
region is defined in which body forces account for the flow
resistance of air in the porous metallic structure. Volume po-
rosity is prescribed in this region to account for the reduction
of the flow area in the heat exchangers and the regenerator;
see Table I.

a. Flow resistance. The flow resistance is implemented
as a function of the local air velocity in the heat exchangers
and regenerator. This implementation is realized by means of
body forces at the location of the regenerator and heat ex-

FIG. 1. Schematic view of the
traveling-wave thermoacoustic engine.

FIG. 2. Geometrical dimensions and computation mesh of the traveling-
wave thermoacoustic engine. The dimensions are in millimeters.
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changers. The following one-dimensional equation is consid-
ered for the pressure gradient in the porous structure:17

dp

dx
= �Cfd +

Csf

Re
� �u2

4dw
, �1�

where Cfd=0.572, and Csf =49.46. The Reynolds number
Re is given by

Re =
�dw�u

�1 − ���
, �2�

where � is the gas density, u is the gas velocity in the x
direction, � and dw are the porosity and the wire diameter of
the porous structure, respectively. The pressure drop from
expression �1� is implemented in two dimensions by using
the so-called body forces given by the following
expressions:16

Bx = −
dp

dx
= − �RC + RF�v��u , �3�

and

By = −
dp

dy
= − �RC + RF�v��v, �4�

where u and v are the gas velocities in the x- and y direc-
tions, respectively. �v� is the magnitude of the velocity. The
parameters Rc and RF are given by the expressions17

Rc =
Csf��1 − ��

4dw
2 �

, �5�

and

RF =
�Cfd

4dw
. �6�

Expressions �5� and �6� apply in a Cartesian as well as in a
cylindrical coordinate system.

b. Thermal model. The CFD model for the thermal in-
teraction between the porous structure and the air is based on
the following idealized assumptions:

�i� Perfect thermal contact between the porous metallic
structure and the gas. The thermal penetration depth at
the prevailing conditions at the ambient side of the
regenerator and at the prevailing frequency amounts
to about 350 �m. This distance is a factor of 8 more
than the hydraulic radius of the regenerator �cf. Table
I�. The perfect thermal contact assumption �infinite
heat transfer� therefore seems justified.

�ii� Very large heat capacity of the metallic structure. The
heat capacity of any real regenerator will be much
larger than air at 1 bar and the prevailing temperature
conditions, so this assumption also seems justified.

�iii� A linear temperature profile is assumed in the regen-
erator by means of two heat exchangers as shown in
Fig. 3.

�iv� No heat conduction through the metal structure of the
regenerator. In reality, there will be a heat leakage
through the regenerator from the hot to the ambient
side. This heat does not participate in the thermoa-
coustic process. However, in a real regenerator this
heat loss should be much less than 10% of the total
heat. For the purpose of this study, it seems justified
to neglect this heat loss.

A temperature profile Ts as shown in Fig. 3 is assumed
for the heat exchangers, regenerator material, and the air in-
side these structures. The air inside the porous metallic struc-
tures is forced to adapt to this prescribed temperate profile.
This is achieved by means of time-dependent heat sources in
the enthalpy equation for air. The source is active in each
grid cell located in the heat exchangers and regenerator re-
gions. The heat source has the following form:

SH = − ��Tg − Ts� , �7�

where � is the heat transfer coefficient, Tg and Ts are the gas
and solid matrix temperatures, respectively.

B. CFD model parameters

The following CFD modeling conditions are used for the
computations:

�i� Time-dependent flow;
�ii� Axisymmetric flow;
�iii� Laminar compressible air flow;
�iv� Ideal-gas approximation;
�v� Constant material properties;
�vi� Nonbuoyant flow;
�vii� Air heat conduction and convection; and
�viii� Porous region for heat exchanger and regenerator.

The unsteady Navier–Stokes equations and the equation
for total enthalpy are solved by the CFD code. The flow

TABLE I. Geometrical parameters of the heat exchangers and the regenera-
tor.

Porosity �%� Hydraulic radius ��m� Thickness �mm�

Heat exchangers 60 100 8
Regenerator 71 41 10

FIG. 3. Prescribed temperature profile in the regenerator and the heat ex-
changers.
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oscillations at a frequency of 56 Hz are solved with fixed
time steps of 1.7·10−4 s, resulting in 107 time integration
points per oscillation period. Initially, at low-pressure ampli-
tudes, the flow is laminar in the system. However, at high-
pressure amplitudes the flow velocities at the pressure node
in the resonator and in the feedback inertance will become
turbulent, with Reynolds numbers exceeding 2300. In this
first study, no attempt has been made to predict the very
complicated transition from laminar to turbulent flow. There-
fore, the flow has been approximated as being laminar during
the whole transient.

C. Initial and boundary conditions

At t=0, a small pressure and temperature perturbation is
present in the system. The initial perturbation is prescribed
according to a standing wave with temporary zero velocity in
the whole system and 1

2-wavelength sine-shaped axial pro-
files for temperature and pressure.

The tube containing the regenerator is modeled as a cy-
lindrical surface �tube with zero thickness� with no heat con-
duction. All other walls are also assumed to be adiabatic.
Acoustic losses are minimized in the resonator by applica-
tion of a slip-boundary condition for velocity. All other walls
including the regenerator inner tube are treated as no-slip
walls for velocity.

The calculation is stopped at the moment that the pres-
sure amplitude exceeds 10 kPa. No attempt has been made to
reach stationary conditions, since this would require too
much computational time for the present model.

D. Postprocessing

The local acoustic power density Pac is calculated from
the CFD results for each computational cell according to the
equation

Pac =
�i

piui

N
. �8�

In this equation the product of dynamic pressure p and axial
velocity u is averaged over all time steps i during one cycle.

Positive values of the acoustic power correspond with trans-
port of acoustic energy to the right side in Fig. 1.

The local time-averaged acoustic power Pac according to
Eq. �8� has been integrated at two cross sections to obtain the
net acoustic power at these cross sections �Pcross�

Pcross = 	
Across

Pac dA . �9�

The same procedure as for the local acoustic power is ap-
plied to obtain time-averaged mass flux and time-averaged
temperature distributions.

III. RESULTS AND DISCUSSION

The results of the calculations are discussed in two parts.
The first part deals with the acoustic results like pressure
amplitude, local acoustic power, and phase differences be-
tween gas velocity and dynamic pressure. The second part
concerns nonlinear and multidimensional effects like flow
fields, resulting vortices, and streaming.

A. Acoustic results

Figure 4 shows the development with time of the pres-
sure at the antinode position as predicted by the CFD mod-
eling. A strong increase of the pressure amplitude is pre-
dicted. The pressure increases up to 10 kPa �10% drive ratio�
in only 1.5 s. Eventually, this increase in pressure amplitude
will continue until the acoustic power generated by the en-
gine is balanced by the dissipation within the resonator.
Since there is very little damping in the system, this process
will lead to very high pressure amplitudes.

The acoustic power is calculated at two cross sections
and integrated with time over one period. One cross section
is located at the right side of the ambient heat exchanger and
the other cross section at the left side of the hot heat ex-
changer. The resulting acoustic power and gain can be found
in Table II. The calculated gain of 1.5 is somewhat below the
expected amplification factor of 1.67 due to acoustic losses
in the regenerator. The expected amplification factor is de-
fined as the ratio of the absolute temperatures at the ends of
the regenerator.7,9

A detailed plot of the space distribution of acoustic
power �time averaged for one period� in the engine is shown

TABLE II. Time-averaged acoustic power in the axial direction at the am-
bient and hot side of the regenerator and their ratio �gain� at 10-kPa pressure
amplitude.

Cross-section regenerator Acoustic power �watt� Gain

Ambient side 38.5 1.5
Hot side 57.7

FIG. 4. Onset of oscillations for the traveling-wave thermoacoustic engine.

FIG. 5. �Color online� Time-averaged acoustic power density �W/m2� in the
axial direction at 10-kPa pressure amplitude.
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in Fig. 5. Positive values correspond with transport of acous-
tic energy to the right side. This figure shows that acoustic
power is transported to the right side via the feedback iner-
tance, and back to the left side through the heat exchangers
and regenerator. Some of the phenomena observed in this
figure can be understood by looking at the velocity fields,
which are described in the next section.

Figure 6 defines six positions at which the phase differ-
ence between velocity and pressure is calculated from the
CFD results. The calculated phase differences are given in
Table III.

In an optimized traveling-wave thermoacoustic engine,
conditions are established in the regenerator corresponding
to a local phase shift of 0 or 180 deg �depending on the
direction of the acoustic power�. In the present system, a
180-deg phase difference between velocity and pressure
would be optimal. A value between 146 and 160 deg across
the regenerator is found from the present CFD results. This
phase difference can be optimized by tuning the parameters
of the acoustic network consisting of the feedback inertance,
the compliance, and the flow resistance of the regenerator.

B. Multidimensional and nonlinear results

The calculated flow profile is shown in Fig. 7. The time
period between each figure is 1

4 of a full cycle and the figure
at the top is taken at a maximum positive pressure at the
engine side of the system. Note that not all grid points are
used for the vector plots. The spatial resolution of the grid
exceeds the spatial resolution of the vectors.

As can be seen from Fig. 7, the flow is strongly nonlin-
ear. During the whole period a vortex can be observed in the
compliance at the right side. This vortex shifts somewhat in
position; also, the vortex’s magnitude fluctuates during the
period. In the first and third vector plots a vortex has also
temporarily developed at the left side of the feedback iner-
tance. These vortices are believed to be driven by the jet
coming out of the feedback inertance, where velocities are
rather high �on the order of 15 m/s�. The vortex that is cre-
ated in the thermal buffer tube leads to a strong two-
dimensional temperature distribution of the air. The thermal

buffer tube is the part of the tube containing the regenerator
to the left of the hot heat exchanger in Fig. 1. Figure 8 shows
the time-averaged gas temperature around the engine.
Clearly visible is the convection of heat driven by the vortex.

One known nonlinear phenomenon in traveling-wave
thermoacoustic systems is Gedeon or dc streaming.18 This
effect is due to a time-averaged pressure difference across
the regenerator, resulting in a mass flow circulating from the
hot side of the regenerator through the feedback inertance to
the ambient side of the regenerator. In order to identify this
phenomenon, the time-averaged air mass flow rate in the
axial direction is calculated at 10-kPa pressure amplitude and
presented in Fig. 9. This figure is somewhat hard to interpret,
partly due to the fact that the system is not stationary. Also,
the fact that the largest part of the area is located on the outer
part of the cylinder makes it hard to get an impression of the
total mass flow from the local mass fluxes. When the mass
flow rate is integrated over the cross section, it turns out that
there is a net negative flow �to the left side� within the ther-
mal buffer tube and a net positive flow �to the right side�
within the feedback inertance. Thus, dc streaming is indeed
occurring.

IV. CONCLUSIONS

The main purpose of the study presented is to find out
whether a commercially available CFD code is able to model
a thermoacoustic system. Both the oscillatory flow behavior
and the interaction between the sound wave and the porous
structure are taken into account. This paper clearly shows
that this can indeed be done by the code used. Although the
model used is an idealization of the real situation, the phe-

FIG. 6. Phase difference monitoring positions around the engine.

TABLE III. Phase difference between velocity and pressure at the positions
defined in Fig. 8.

Position Phase difference �°�

A-End of thermal buffer Tube 121
B-Hot heat exchanger 146
C-Ambient heat exchanger 160
D-Compliance 118
E-Feedback inertance left side 94
F-Feedback inertance right side 96

FIG. 7. �Color online� Velocity fields �m/s� in the engine at 10-kPa pressure
amplitude.

FIG. 8. �Color online� Time-averaged temperature distribution at 10-kPa
pressure amplitude.
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nomena observed correspond to a great extent to the expec-
tations. The agreement between the calculated and expected
gains of the traveling-wave thermoacoustic engine strength-
ens confidence in the computational results.

The CFD results clearly show strong nonlinear effects at
high pressure amplitudes. Both dc streaming and jet-driven
streaming are visualized. The jet-driven streaming results in
vortices that lead to unwanted heat convection.

We think that CFD may prove to be a useful tool in the
study of thermoacoustic phenomena that cannot be captured
by today’s one-dimensional linear codes. In the near future,
the present CFD model will be extended to include
temperature-dependent material properties, finite heat trans-
fer in the regenerator and the heat exchangers, losses in the
resonator, and the effect of gravity. In addition, higher aver-
age pressures and different working media will be used. And,
last but not least, the CFD model should be validated against
experimental data to obtain a design tool for a real thermoa-
coustic system.
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The thermal performance of heat exchangers within a thermoacoustic cooler was investigated.
Experimental procedures and calculation methods to evaluate the oscillating flow heat transfer
coefficients were developed. Dimensionless heat transfer coefficients, or Colburn-j factors, were
estimated based on the oscillating-flow variables and compared with results from steady-flow
measurements. The results were also compared with heat transfer coefficients predicted from a
boundary-layer conduction model, and methods that utilize steady-flow correlations with Reynolds
numbers that characterize oscillating flow conditions. Although the boundary layer model is
commonly employed for thermoacoustic calculations, it did not accurately predict heat transfer
coefficients and the influence of Reynolds number on heat transfer performance. However, accurate
predictions were obtained using a steady-flow correlation and a modified Reynolds number that
accounts for the oscillating flow field, assuming a half-cycle Reynolds number correction value of
0.109. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2019425�
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I. INTRODUCTION

In standing-wave thermoacoustic coolers, heat transfer
occurs between gas particles within high-amplitude acoustic
standing waves and heat exchangers immersed into the
working gas. Dynamic pressure, velocity, and temperature
changes in the acoustic standing wave cause a net flow of
heat up a mean temperature gradient along the direction of
sound wave propagation.1 Analytical or semiempirical mod-
els are needed to predict the gas-side net heat transfer in and
out of the hot and cold heat exchangers, usually located at
each end of the stack.

Most heat transfer models for oscillating flows assume
steady-flow conditions in the primary �gas-side� working
fluid. Garrett et al.2 showed that an acoustic heat transfer
coefficient derived from a conduction heat transfer model
between gas particles and heat exchanger could be used for
the preliminary design. They also suggested that the root-
mean-square value of the heat transfer coefficient obtained
from the conduction model could be indicative of the heat
transfer in an oscillating acoustic flow.

Mozurkewich3 measured heat transfer from heated wires
located at a velocity antinode in a standing acoustic wave.
The Nusselt number was accurately predicted using a steady-
flow, forced-convection correlation based on an acoustic
Reynolds number for high Reynolds numbers, in conjunction
with a natural-convection model for low Reynolds numbers.
More recently, Mozurkewich performed experiments within
a quarter-wavelength modular thermoacoustic refrigerator
using aluminum heat exchangers with simple geometries.4 In
this study, a correlation based on the Zukauskas5 single-tube
steady cross-flow correlation was developed based on the
so-called time-averaged steady-flow equivalent �TASFE�
approximation.6 Methods based on the TASFE approxima-
tion involve averaging the steady-flow correlation over one

cycle of the presumably sinusoidal particle displacement to
evaluate the heat transfer in the oscillating flow. The TASFE
approximation was reported to be accurate for simple-tube
heat exchangers placed near the velocity node.

Poese and Garrett7 assumed that the time-averaged value
of the convective heat transfer coefficient was relevant to
characterize heat transfer in oscillating flows, and proposed a
modified laminar correlation. The modified correlation was
obtained by averaging a laminar parallel-flow correlation for
flow over a flat plate during one-half of the period. Swift1

suggested that the substitution of a root-mean-square �rms�
Reynolds number into published steady-flow correlations
could be used to predict the heat transfer coefficient in oscil-
lating flow.

There have been other noteworthy contributions to ther-
moacoustic heat transfer. Wetzel and Herman8,9 visualized
the time-dependent temperature profile around a single plate
in oscillating flow using holographic interferometry and es-
timated a local heat transfer coefficient. Brewster et al.10

studied the effects of heat transfer between the elements in a
thermoacoustic system. They assumed a perfect thermal con-
tact between the gas and the solid in the stack and also in the
heat exchanger, and derived a heat transfer coefficient be-
tween the stack and the heat exchanger based on the longi-
tudinal enthalpy flow.

Mozurkewich appears to be the only researcher to ex-
perimentally evaluate heat transfer coefficients for thermoa-
coustic applications and to evaluate the accuracy of the
TASFE assumption. However, the geometries considered by
Mozurkewich were not representative of heat exchangers
that would be employed in actual applications �i.e., fin tube
heat exchangers�. Furthermore, the measurements were not
performed within a thermoacoustic device and, as such, did
not consider interactions between the heat exchangers and
the stack material.
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Heat exchangers are widely considered to be a bottle-
neck to better performance within thermoacoustic coolers.
As a result, it is important to have accurate models that can
be used to investigate the impact of heat exchanger selection
on overall thermoacoustic system performance. The goal of
the study presented in this paper was to evaluate different
approaches for estimating heat transfer coefficients for heat
exchangers in thermoacoustic coolers, and to identify the
most promising methods. In order to accomplish this goal,
both steady- and oscillating-flow experiments were per-
formed for one heat exchanger that was designed specifically
for use in a thermoacoustic cooler. Procedures were estab-
lished for estimating heat transfer coefficients in steady and
oscillating flows from measured data, and for correlating
heat transfer coefficients using dimensionless parameters.
The oscillating flow heat transfer coefficients determined
from the experiments were compared with predictions from
different correlation models.

II. EXPERIMENTAL PROCEDURES

A heat exchanger made by the Modine manufacturing
company with small primary �gas-side� fluid pore spacing
and thin secondary �water-side� fluid tubing was used in this
study. Figure 1 depicts the heat exchanger, and its inner liq-
uid flow path. The heat exchanger had a standard commercial
brazed aluminum construction with folded fins. Fin spacing
of the heat exchanger was 0.54 mm and the tube width was
1.9 mm. The fin width was 7.9 mm, and the fins were flat
and square in shape. The tubes had square leading edges. The
water flow direction is shown in Fig. 1 using dotted arrows.
The dotted line in the center of the heat exchanger shows the
boundary between the two opposite vertical water flows.
Several features distinguish this design from that of a con-
ventional fin-tube design. First, the use of small rectangular
flow channels for the secondary fluid reduces the obstruction
to the flow of the primary thermoacoustic working fluid for a
given tube surface area. Second, the use of the microchannel
and two-pass secondary flow geometry enhances the second-
ary fluid heat transfer coefficients. Third, the microchannel
design incorporates outer fins having a smaller depth, a
tighter spacing, and a larger overall surface area.

A. Steady-flow measurements in wind tunnel

A small wind tunnel was built and used to measure
steady flow, steady-state, gas side heat transfer coefficients.
The heat exchangers were operated with water flowing
through the tubes. The wind tunnel, shown in Fig. 2, con-
sisted of a centrifugal fan powered by an electric motor �Bal-
dor, M3115�, and a 150 mm diameter PVC pipe. A flow
straightener was used to minimize inflow swirl and trans-
verse flow motion. An inlet bell mouth and a plenum settling
chamber downstream of the heat exchangers were utilized to
improve the flow velocity profile uniformity across the duct.
One heat exchanger with a polycarbonate housing was
mounted between two sections of polyvinyl chloride pipe.
The region near the heat exchanger was surrounded by air-
filled cavities to reduce heat leak through the PVC pipe. A
Pitot tube, in conjunction with a probe traversing mechanism
and a differential capacitance manometer �MKS Instruments,
Type 220�, was used to measure the airflow velocity distri-
bution across the pipe at one streamwise location. The veloc-
ity distribution was used to determine the air mass flow rate.
The water flow rates through the heat exchanger were mea-
sured using an axial paddle-wheel turbine-type flow meter
�JLC International, IR-Opflow Type 4� at the water outlet.

A differential temperature transducer �Delta-T Company,
75X� was used to measure the water temperature difference.
At the inlet and the outlet of the wind tunnel, nine arrays of
type T thermocouples were installed to measure air tempera-
tures at the temperature measurement locations shown in Fig.
2. The rate of heat transfer was calculated from the measured
flow rates and temperatures for both the air side and the
water side of the heat exchanger.

B. Oscillating-flow measurements in thermoacoustic
cooler

A thermoacoustic cooler prototype11 was used for the
heat transfer rate measurements in oscillating flow. A sche-
matic of the thermoacoustic cooler is shown in Fig. 3. It is
driven by a 300 W moving magnet linear actuator �CFIC,
B-300� mounted on metal “leaf” springs to provide suspen-
sion stiffness. Type T thermocouples were used to perform
detailed temperature measurements. It was found in a previ-
ous investigation11 that the gas temperatures at both ends of
the stack in the prototype vary in magnitude radially along
the cross section of the stack. To estimate the average gas
temperature at each end of the stack, four thermocouples

FIG. 1. Schematic of the heat exchanger �dimensions in millimeters�.

FIG. 2. Schematic of the wind tunnel used for the steady-flow measure-
ments.
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equally spaced along the radial direction were used. The tem-
perature values were weighted based on area. The sealed
bodies of the thermocouples were carefully bonded to the
heat exchangers, ensuring no contact between the sealed el-
ements of the thermocouples and the heat exchangers. Foam
tape was used to thermally insulate the heat exchangers from
their housings and the surrounding environment.

An accelerometer �PCB, 353B15� was mounted on the
driver piston to measure the axial wall acceleration. A dy-
namic pressure sensor �PCB, 102A07� was installed in a port
near the piston. The dynamic pressure and velocity measured
at the piston face allowed the estimation of the acoustic par-
ticle velocity within each heat exchanger using a linear
acoustic model of the thermoacoustic cooler prototype. The
commercially available software DELTAE was used.12 Five
target vectors were prescribed, including the spatially aver-
aged gas temperatures at both heat exchangers, the amplitude
of the oscillating pressure at the driver, the amplitude of the
piston velocity, and the phase angle between the oscillating
pressure at the driver and the piston velocity. The gas particle
velocity at the cold-side heat exchanger was used to deter-
mine the acoustic Reynolds number, as discussed further in
the next section.

The stack was made of a 76 �m thick polyester film,
and a 254 �m thick nylon wire constructed by using the wire
as a spacer and rolling the film into a cylinder. A differential
temperature transducer �Delta-T Company, 75X� was used to
measure the water temperature difference between at the in-
let and at the exit of the heat exchangers. The hot-side heat
exchanger was used to transfer heat outside the thermoacous-
tic cooler. Only the cold-side heat exchanger was used to
estimate the gas-side heat transfer coefficient in oscillating
flow. Water flow rates through the hot and the cold heat
exchangers were about 40 and 11 ml/s, respectively. The
water flow rates were chosen, based on consideration of the
measurement accuracy. For the hot side, it is important to
effectively transfer heat to the surrounding, and for the cold
side, it is desirable to have a larger water temperature span
across the heat exchanger to reduce the uncertainty of the
measured heat transfer data. The water flow rates through the
heat exchangers were measured using axial paddle wheel
turbine-type flow meters �JLC International� at the water out-
lets.

To measure heat transfer rates through the heat exchang-
ers, a closed path water loop was built. A schematic of the
water loop is shown in Fig. 4. A water chiller equipped with
a water pump was used to pump and cool water through the

water loop. Downstream of the water chiller, the water loop
was divided in two branches, each connected to an electrical
water heater. The water loops from the water heaters were
finally connected to the two heat exchangers. Two valves
were installed downstream of the heat exchangers to control
the water flow rate. Downstream of the valves, the two water
loops were joined and connected to the chiller. The water
loop was designed to control water flow rates and water tem-
peratures of both the hot side and the cold side, more or less
independently. The water temperature was controlled using
two silicone controlled rectifier power controllers �Cristal
Controls, CCPA-30-1-A-S3� by adjusting the current input to
the heaters.

The heat transfer rate was estimated from an energy bal-
ance on the water stream using measured data. An Agilent
C-size VXI mainframe �E8403A� with three 16-channel DSP
boards �E1432A�, and a 16-channel multimeter module
�E1411A� with a multiplexer were used for data acquisition.
The 8 acoustic and electric signals and 16 temperature sig-
nals were acquired simultaneously. The results were used to
evaluate heat transfer coefficients on the gas side of the heat
exchanger. One source channel was used to operate the mov-
ing magnet driver, and two other source channels were as-
signed to operate the SCR power controllers. “On-line” mea-
surements of the calculated electrical power, acoustic power,
heat transfer rates at the heat exchangers, driver efficiency,
and coefficient of performance were available through the
use of Agilent-Vee, in conjunction with MATLAB subroutines.
These variables were displayed online in real time by using a
data acquisition and display program.

III. ESTIMATION OF HEAT TRANSFER COEFFICIENTS

A. Steady flow

For heat transfer in steady flow, a local heat transfer
coefficient is defined as the ratio of the heat transfer per unit
area to the temperature difference between the surface and
“bulk” fluid adjacent to the surface. However, in practice, a
global heat transfer coefficient derived from a lumped analy-
sis of the heat exchanger �UA-LMTD or effectiveness-NTU
methods� is utilized.

The overall conductance �UA� of a heat exchanger op-
erating in steady flow was estimated from experimental data
using a log-mean temperature difference model. A cross-flow
heat exchanger is considered in this study, with water flow-
ing through the tubes and air flowing over the finned tubes.
Therefore, the overall heat-exchanger conductance was esti-
mated according to

FIG. 3. Schematic of the standing wave thermoacoustic cooler �dimensions
in millimeters�.

FIG. 4. Schematic of the temperature controlled closed water loop. The flow
direction is indicated by the arrows.
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UA =
Q̇

LMTDCF
, �1�

where Q̇ is the heat transfer rate determined from measure-
ments, and LMTDCF is the log-mean temperature differ-
ence, defined for a cross-flow heat exchanger as

LMTDCF = F �
�Th,i − Tc,o� − �Th,o − Tc,i�

ln�Th,i − Tc,o

Th,o − Tc,i

� . �2�

Here, Th,i, Tc,i, Th,o, and Tc,o are the inlet �i� and outlet �o�
temperatures of the hot �h� and cold �c� streams, and F is a
correction factor for a conversion from a counterflow LMTD
to a cross-flow LMTD. The correction factor, F, has been
investigated for various heat exchangers.13–15 A value of 0.98
was used as the correction factor for all the measured data
presented in this paper.

The overall heat-exchanger conductance is related to lo-
cal heat exchanger characteristics through a simplified
model13 as follows:

UA =
1

1

�0h0A0
+ Rtw +

1

hiAi

, �3�

where � is the overall fin efficiency, h is the global heat
transfer coefficient, A is the surface area, and Rtw is the re-
sistance of the tube wall. The subscripts o and i denote the
outer �gas-side� and inner �water-side� surfaces of the micro-
channel heat exchanger, respectively.

The average water-side and the gas-side heat transfer
coefficients, hi, and h0, were assumed to obey the following
power laws:

hi = hi�a Rei
hi�b, �4�

and

h0 = ho�a Reho�b, �5�

where Rei is the water-side Reynolds number, Re is the
gas-side Reynolds number, and hi�a, hi�b, ho�a, and ho�b are
unknown variables. The four unknowns in Eqs. �4� and �5�
were found by minimizing the sum of the square of the
differences between values from Eq. �3�, in conjunction
with Eqs. �4� and �5� and Eq. �1�.

In order to facilitate comparisons with theoretical calcu-
lations and extrapolations, the estimated gas-side heat trans-
fer coefficients were expressed in nondimensional form as
the Colburn-j factor,14 defined as

j = St Pr2/3 =
Nu

Re Pr1/3 , �6�

where St, Pr, Nu, and Re are the Stanton, Prandtl, Nusselt,
and Reynolds numbers, respectively.

B. Oscillating flow

Heat transfer coefficients are typically defined for steady
flow and are not strictly appropriate for oscillating flow.

However, it is a very convenient representation for comput-
ing heat transfer rates and the concept can be employed by
assuming that the heat transfer process occurs between the
steady flow water stream and a source or sink that is at the
time and spatially averaged gas temperature that is in contact
with the end of the stack closest to the heat exchanger. With
this assumption, the overall UA is estimated from oscillating
flow measurements using

UA=
Q̇

LMTDtac
, �7�

where LMTDtac is defined as

LMTDtac =
�Tw,o − Tw,i�

ln� Ts − Tw,i

Ts − Tw,o

� . �8�

In Eq. �8�, tac stands for thermoacoustic, Tw,o and Tw,i are the
water outlet and inlet temperatures, and Ts is the time and
spatially averaged stack-end gas temperature.

The gas-side heat transfer coefficient is estimated from
the overall UA in a manner similar to that for steady flow
given in Eq. �3�. However, for oscillating flow the entire heat
exchanger surface cannot participate in gas-side heat transfer
when the peak-to-peak gas-particle displacement amplitude
is smaller than the heat exchanger length in the gas flow
direction. This causes an underestimation of the gas-side heat
transfer coefficient, h0, if the total heat exchanger surface
area, A0, is used when the peak-to-peak displacement is
smaller than the heat exchanger length. Therefore, Eq. �3�
was modified as

UA =
1

1

�0h0 min�A0,Ap�
+ Rtw +

1

hiAi

, �9�

where Ap is the effective gas-side heat exchanger surface
area obtained by multiplying the perimeter of the heat ex-
changer by the peak-to-peak displacement amplitude of the
particle.

For oscillating flow, the gas-side heat transfer coeffi-
cients determined from oscillating flow measurements are
correlated with the acoustic Reynolds number obtained using
the amplitude of the particle velocity u1 or

Re1 =
u1Dh

�
, �10�

where Dh is the hydraulic diameter, and v is the kinematic
viscosity.

Equations �7�–�9� were used to estimate the gas-side
heat transfer coefficient from measured data. The heat trans-
fer coefficient was cast into a Colburn-j factor using Eqs. �6�
and �10� and then correlated in terms of the acoustic Rey-
nolds number. It is important to note that the application of
the resulting heat transfer correlation in modeling thermoa-
coustic heat exchangers needs to be consistent with the
model used to determine the heat transfer coefficients from
the data. In order words, the definition for LMTDtac given in
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Eq. �8� needs to be employed with the heat transfer coeffi-
cients determined using the correlation presented in this pa-
per.

IV. EXPERIMENTAL ACCURACY

A. Steady flow

To verify the accuracy of the experimental data in steady
flow, heat transfer rates were estimated using both the water-
side and the air-side measured data, obtained from

Q̇w = �wV̇cpw
�Tw, �11�

and

Q̇a = �aV̇acpa
�Ta, �12�

where Q̇ is the heat transfer rate, � is the density, V̇ is the
volume flow rate, cp is the isobaric specific heat, and �T is
the temperature difference between the inlet and outlet of the
heat exchanger. The subscripts w and a denote the water-side
and the air-side paths of the heat exchanger, respectively.

A thermodynamic first law imbalance ratio was then cal-
culated using

Q̇imb�%� =
��Q̇w� − �Q̇a��

�Q̇w�
, �13�

and used as a figure of merit for the accuracy of the data. For

all the measured data in steady flow, Q̇imb was within 10%,
and the mean value was 6.9%.

Relative uncertainties in Colburn-j factors were within
4%. Both the thermodynamic first law imbalances and the
relative uncertainty values of the measured data indicated
that the experiments performed in steady flow were reason-
ably accurate.

B. Oscillating flow

A similar thermodynamic first law imbalance ratio for
oscillating flows was calculated using

Q̇imb�%� =
�Ẇac + �Q̇� − �Q̇h��

Ẇac + �Q̇c�
, �14�

where Ẇac is the measured acoustic power near the piston,

Q̇c is the heat transfer rate at the cold-side heat exchanger,

and Q̇h is the heat transfer rate at the hot-side heat exchanger.

For all the data measured in oscillating flows, Q̇imb was
within 9%, and the mean value was 3.9%. This indicated
that extraneous heat leaks were negligible compared to the
heat exchanger heat fluxes of interest.

For all the measured data, the relative uncertainties in
the Colburn-j factors were within 16%. Uncertainties associ-
ated with steady flow heat transfer correlations reported in
basic heat transfer textbooks13 are normally between 10%
and 25%. Therefore, the uncertainty of 16% in this study was
considered acceptable.

V. RESULTS

A. Steady flow

Here twenty eight datasets for four different water flow
rates, between 11 and 25 ml/s, and 6 different air flow rates,
between 0.1 and 0.2 m3/s, were obtained. The gas-side
Colburn-j factors were evaluated using Eqs. �1�–�6�, and are
plotted in terms of the steady-flow Reynolds number in Fig.
5. The regression model for the measured heat transfer coef-
ficients data in steady flow was obtained numerically using a
Nelder-Mead simplex method16 and plotted in Fig. 5. The
resulting semiempirical relation is

jsteady = 0.9384 Re−0.5673. �15�

The rms error of the residual in the regression was 3.2
�10−5.

B. Oscillating flow

For the measured oscillating flow data, the amplitudes of
the peak-to-peak particle displacement range varied
2.5 to 5.3 mm and were smaller than the heat exchanger fin
width, 7.9 mm. This means that gas particles having different
particle displacements see different lengths of heat exchang-
ers. Therefore, the effective heat exchanger surface area
based on the amplitude of the peak-to-peak particle displace-
ment was used to calculate the gas-side heat transfer coeffi-
cient h0 using Eq. �9�.

Figure 6 shows the gas-side Colburn-j factors deter-
mined from measurements in oscillating flow. To broaden the
range of acoustic Reynolds numbers covered, three helium
and argon mixtures �44% He, 33% He, 22% He� with three
different mean pressures �2 MPa, 1.33 MPa and 0.67 MPa�
were used. Various thermophysical properties of the mea-
sured data points are listed in Table I. For all the 22 data
points, the thermoacoustic cooler was operated near the
acoustic resonance frequency of the resonator. The phase
angle between pressure and velocity at the driver was be-
tween −7° and +9°.

The solid line in Fig. 6 is the regression obtained for the
measured data. The resulting correlation yields the expres-
sion

FIG. 5. Measured gas-side Colburn-j factor versus Reynolds number in
steady flow. O: measured data,—: regression curve of measured data.
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joscillating = 1.3030 Re1
−0.6729. �16�

The rms error of the residual in the regression was 7.1
�10−4.

C. Comparison with other models

Comparisons were made with predictions from a time-
average steady-flow equivalent model �TASFE�, a rms Rey-
nolds number model,17 and a boundary layer conduction
model.18 For consistency, the Colburn-j factors were based
upon the acoustic Reynolds number using the definition in
Eq. �10�, even in cases where the rms Reynolds number was
used in the correlation.

The TASFE model is based on the steady-flow regres-
sion model given in Eq. �15�. A sinusoidal particle velocity

was assumed with a zero mean value, and the oscillating
velocity u=u1 sin �t was substituted into Eq. �15�. The
Colburn-j factors were first used to evaluate the factor
Nu Pr−1/3, which was then numerically averaged over one-
half period of one cycle using a recursive adaptive Simpson
quadrature method19 to yield the final Colburn-j factors. The
TASFE model yielded the following expression:

jTASFE = 0.7373 Re1
−0.5673. �17�

The rms Reynolds number model is obtained by substi-
tuting the rms acoustic Reynolds number for the Reynolds
number in the steady-flow correlation. The rms acoustic Rey-
nolds number is defined as

Rerms =
urmsDh

�
, �18�

where urms is the rms velocity. The rms Reynolds number
model in terms of the acoustic Reynolds number is given
by

jrms = 0.8077 Re1
−0.5673. �19�

In DELTAE, the heat transfer coefficient used to find the
heat-exchanger metal temperature is calculated using a
boundary layer conduction model described by

h =
k

min�rh,�	�
, �20�

where k is the thermal conductivity of the working gas, rh is
the hydraulic radius of the fin spacing of the heat exchanger,
and �	 is the thermal penetration depth that is defined by

FIG. 6. Measured gas-side Colburn-j factor versus acoustic Reynolds num-
ber in oscillating flow. O: measured data,—: regression curve of measured
data.

TABLE I. Thermophysical properties of measured data in oscillating flow.

No.
Helium %
in mixture

Mean
pressure

�Pa�
Frequency

�Hz�

Peak-to-peak
particle

displacement �m�

Thermal
conductivity

�W/m K�

Thermal
penetration
depth �m�

Isobaric
specific heat

�J/kg K�
Density
�kg/m3�

Prandtl
number

1 33% 6.89E+05 145.2 4.8E−03 0.0400 1.2E−04 740.0 8.0 0.43
2 33% 6.89E+05 145.2 5.1E−03 0.0400 1.2E−04 740.0 8.0 0.43
3 44% 2.00E+06 156.3 2.5E−03 0.0488 7.6E−05 861.3 20.0 0.42
4 44% 2.00E+06 156.3 3.1E−03 0.0488 7.6E−05 861.3 20.0 0.42
5 33% 2.00E+06 144.9 3.3E−03 0.0404 7.2E−05 740.0 23.3 0.44
6 33% 2.00E+06 144.9 3.7E−03 0.0404 7.2E−05 740.0 23.3 0.44
7 22% 2.00E+06 136.0 3.5E−03 0.0338 6.8E−05 648.7 26.5 0.46
8 22% 2.00E+06 136.2 3.8E−03 0.0338 6.8E−05 648.7 26.6 0.46
9 22% 2.00E+06 136.2 3.6E−03 0.0338 6.8E−05 648.7 26.5 0.46

10 22% 2.00E+06 136.2 3.2E−03 0.0338 6.8E−05 648.7 26.5 0.46
11 22% 2.00E+06 136.2 3.0E−03 0.0338 6.8E−05 648.7 26.5 0.46
12 44% 6.89E+05 155.6 4.1E−03 0.0486 1.3E−04 861.3 6.8 0.42
13 44% 6.89E+05 155.6 4.7E−03 0.0485 1.3E−04 861.3 6.9 0.42
14 44% 6.89E+05 155.4 4.7E−03 0.0485 1.3E−04 861.3 6.9 0.42
15 44% 6.89E+05 155.6 4.0E−03 0.0486 1.3E−04 861.3 6.8 0.42
16 33% 6.89E+05 145.8 4.9E−03 0.0401 1.2E−04 740.0 8.0 0.43
17 33% 6.89E+05 145.8 5.3E−03 0.0400 1.2E−04 740.0 8.0 0.43
18 33% 6.89E+05 145.8 4.4E−03 0.0401 1.2E−04 740.0 8.0 0.43
19 33% 1.38E+06 145.2 4.5E−03 0.0402 8.6E−05 740.0 16.1 0.44
20 33% 1.38E+06 145.1 3.9E−03 0.0403 8.6E−05 740.0 16.0 0.44
21 44% 1.38E+06 155.9 3.4E−03 0.0487 9.2E−05 861.3 13.8 0.42
22 44% 1.38E+06 155.9 3.8E−03 0.0486 9.2E−05 861.3 13.8 0.42
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�	 =�2


�
, �21�

where 
 is the thermal diffusivity of the fluid and � is the
angular frequency of the oscillations. The Colburn-j factor
for the boundary layer conduction model can be calculated
using Eq. �6�, and it is given by

jDELTAE =
k

min�rh,�	�
Pr2/3

�cpu1
, �22�

where � is the density and cp is the isobaric specific heat.
The Colburn-j factors from the different prediction

methods are presented as a function of the acoustic Reynolds
number for oscillating flows in Fig. 7, alongside measured
values. The TASFE model predictions were in good agree-
ment with the measured Colburn-j factors, although they
slightly overpredicted the measured heat transfer coeffi-
cients. Discrepancies of up to 36% were observed between
the TASFE model predictions and the measured heat transfer
coefficients.

The heat transfer model based on the rms acoustic Rey-
nolds number overestimated the measured Colburn-j factors.
This is because the rms acoustic Reynolds number is larger
than the time-averaged acoustic Reynolds number in the
TASFE model.

The Colburn-j factors obtained from the boundary layer
conduction model used in DELTAE overestimated the heat
transfer coefficients. Relative differences of up to 114% be-
tween the laminar conduction results and experimental data
were found. This is consistent with the accuracy of this
model stated in previous studies.1

The TASFE model, although it slightly overpredicted the
heat transfer coefficients, was found to perform better than
other models in this particular experiment.

VI. DISCUSSION AND MODEL IMPROVEMENTS

Existing heat transfer correlation models failed to accu-
rately predict the measured heat transfer coefficients in os-

cillating flow. Therefore it is necessary to develop a more
accurate model to predict the heat transfer in oscillating flow,
especially for thermoacoustic coolers.

So far, most proposed correlation models1–4,7 have in-
vestigated the influence of acoustic Reynolds number in os-
cillating flow, since the normalized heat transfer coefficients
in steady flow are functions of the Reynolds numbers. The
heat transfer coefficients in oscillating flow may be directly
measured, and expressed in nondimensional form using the
procedures described in Sec. III. To relate the heat transfer
coefficients in oscillating flow to those in steady flow, a
proper expression for the acoustic Reynolds number should
be obtained in terms of the steady Reynolds number.

In the TASFE model, the Reynolds number is assumed
to be sinusoidal, Re�t�=Re1 sin �t. To find the time-averaged
heat transfer coefficient, this expression is substituted into
the known steady-flow regression model, and the resulting
expression is numerically averaged over one-half of the pe-
riod. This procedure is based on the assumption that the con-
vection heat transfer coefficient between the gas particles and
the heat-exchanger surface is the same for the “forward
flow” �the right direction in Fig. 3� and the “reverse flow”
�the left direction in Fig. 3�. In fact, these should be different,
since the temperature history of the oscillating gas particles
varies during each half-cycle.1

For the cold side of the stack and the cold heat ex-
changer, the stack temperature is always lower than the heat-
exchanger metal temperature. Gas particles entrained from
the stack into the heat-exchanger fin channels, before they
reach their maximum displacement, convect heat with a res-
ervoir at the gas temperature, T1. After one-half period, when
the gas particles move back into the stack, their temperature
is higher than T1 due to the heat transferred from the heat
exchanger. Therefore the convective heat transferred during
the reverse flow component of the cycle should be lower
than that during the forward flow. For the hot side of the
stack and the hot heat exchanger, the reverse flow should
cause a greater convective heat transfer than the forward
flow. This effect may be accounted for by reducing the
acoustic Reynolds number during one-half of the cycle. If
the reverse flow did not participate in the heat transfer pro-
cess at all, the velocity history for the instantaneous Rey-
nolds number could be represented by Fig. 8�b�. The velocity
history consistent with a reduced reverse flow is shown in
Fig. 8�c� for an arbitrary reverse flow amplitude.

The time-dependent instantaneous Reynolds number
was assumed to be

Re�t� = 	
Re11 sin �t , 2n� � t � 2n� + �/� ,

n = 0,1,2 . . . ,

− C Re1 sin �t , 2n� + �/� � t � 2n� + 2�/� ,

n = 0,1,2 . . . ,



�23�

where C, a correction factor assumed to vary between zero
and unity, accounts for reduced heat transfer during one-half
of the cycle �reverse flow for the cold heat exchanger and
forward flow for the hot heat exchanger�. The Reynolds

FIG. 7. Measured gas-side Colburn-j factor versus the acoustic Reynolds
number comparison with other models. O: measured data, ---: rms Reynolds
number model, ¯: TASFE model,—: regression curve of measured data, -·-:
boundary layer conduction model.
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number was then obtained by averaging the instantaneous
Reynolds numbers over one period.

After some algebra, a simple relation between the
steady-flow Reynolds number and the acoustic Reynolds
number was obtained in terms of the correction factor, C, in
Eq. �24�:

Re = x Re1, x =
1 + C

�
, �24�

where x is the conversion factor between the steady-flow
Reynolds number and the acoustic Reynolds number. A
modified TASFE is obtained by applying Eq. �24� to a
known steady-flow correlation.

To determine the conversion factor, x, to convert the
steady-flow correlation to the oscillating flow correlation,
Eq. �24� was substituted into the steady-flow regression
curve, Eq. �15�, and it was numerically optimized for the
calculated Colburn-j factors in oscillating flow using the
Nelder-Mead simplex method. The overall Reynolds number
conversion factor was found to be x=0.353, and the half-
cycle Reynolds number flow correction factor, C, was about
0.109. As expected, the value for C is greater than zero and
less than unity. This trend is consistent with the hypothesis
that the heat transfer during this half of the period is substan-
tially less than that for the other half.

In Fig. 9, the steady-flow Reynolds number conversion
applied to the steady-flow heat transfer coefficient regres-
sion, Eq. �15�, is compared with the measured oscillating
flow heat transfer coefficient data, and the original TASFE
model, Eq. �17�. The modified TASFE model is more accu-
rate than the original TASFE model. The rms errors of the
original TASFE model and the modified TASFE model were
2.2�10−3 and 7.8�10−4, respectively. However, more work
is needed to determine whether the same correction factor
works well for other heat-exchanger geometries.

The validity of the modified TASFE model for other
geometries was briefly investigated. Mozurkewich’s experi-
mental results for heat exchangers made of an aluminum
tube4 with a simple geometry were compared with the
Zukauskas’ single tube cross-flow correlations. Figure 10
shows a comparison between the modified TASFE model

and the original TASFE model for Mozurkewich’s experi-
mental results. The data was obtained with his heat-
exchanger configuration A that is designed for the low Rey-
nolds number measurement in Ref. 4. The modified TASFE
model was obtained by substituting Eq. �24� with the con-
version factor, x=0.353, into the Zukauskas low Reynolds
number correlation, expressed as

Nu Pr−0.37 = 0.51 Re0.5, 40 � Re � 1000. �25�

The modified TASFE model predictions appear to be slightly
better for Reynolds numbers less than 600, and slightly less
accurate for Reynolds numbers over 600 compared with the
original TASFE model. The rms errors of the TASFE model
and the modified TASFE model were 1.1 and 1.6, respec-
tively.

Zukauskas’s steady-flow correlation for large Reynolds
numbers was then used to evaluate the modified TASFE
model for Mozurkewich’s heat-exchanger configuration B,
with bigger tube diameters than his heat-exchanger configu-
ration A. The results, as shown in Fig. 11, are expressed
using the relation

Nu Pr−0.37 = 0.26 Re0.6, 1000 � Re � 20 000. �26�

The heat transfer coefficient in an oscillating flow predicted
by the modified TASFE was significantly improved over that

FIG. 8. Assumed velocity history for correlation models for a period of
10 ms. �a� TASFE model; �b� when the effect of the reverse flow is zero; �c�
modified TASFE model imposing a lower heat transfer for the reverse flow
than for the forward flow.

FIG. 9. Measured gas-side Colburn-j factor versus the acoustic Reynolds
number with the modified and the original TASFE models. O: measured
data, ¯: TASFE model,—: modified TASFE model.

FIG. 10. Mozurkewich’s measured gas-side heat transfer coefficient �Ref. 4�
versus the acoustic Reynolds number for low acoustic Reynolds numbers.
�: measured data, ---: TASFE model,—: modified TASFE model.
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predicted by the TASFE model. The RMS errors of the
TASFE model and the modified TASFE model were 10.7
and 3.2, respectively.

In Mozurkewich’s calculation of heat transfer coeffi-
cients, however, the overall heat transfer coefficient between
the water flow and the oscillating gas flow was used instead
of the gas-side convection heat transfer coefficient. This ap-
proximation is only valid when the internal convection heat
transfer coefficient for the water flow in the tubes is much
larger than the overall gas-side heat transfer coefficient. Con-
sidering the effects of the internal convective heat transfer of
the water flow, Mozurkewich’s original data for configura-
tion B is dramatically changed. The results, obtained by ma-
nipulating the data presented in Ref. 4 in conjunction with
data from Ref. 20, are shown in Fig. 12.

For low Reynolds numbers, the water-side convection
heat transfer coefficient, hi, was about ten times larger than
the global gas-side heat transfer coefficient, h0. Thus, it was
reasonable to ignore the thermal resistance of water flow in
that regime, and to use U instead of h0. For high Reynolds
number, however, hi was comparable to h0, and as a result,
h0 was about twice U. Based on these results, no correlation
model predicts the measured data well.

The heat transfer coefficients measured for high Rey-
nolds numbers were much larger than those from both the
TASFE and the modified TASFE models. They were even
larger than the steady-flow heat transfer coefficients for the
same Reynolds numbers. This cannot be explained by the
TASFE model because TASFE should yield heat transfer co-
efficients smaller than or equal to the steady-flow heat trans-
fer coefficients.

A few factors might have caused some uncertainties in
Mozurkewich’s measured data. First, the intercept, Q0, was
subtracted from the measured heat transfer rate, QH, based
on the expectation that no heat should flow for a zero tem-
perature difference. The heat transfer rate between the gas-
side flow and the water-side flow, QH, is measured from the
water flow in the heat exchanger. Thus, QH is the proper
metric to calculate the heat transfer coefficients of the heat
exchanger, and not QH−Q0. Furthermore, it is possible that
the difference between the stack end temperature and the
mean water temperature in the heat exchanger, TH−Thhx, is
not zero when the heat transfer rate, QH, is zero, because the
thermal contact between the stack and the oscillating gas is
imperfect and a temperature difference may exist between
the gas and the stack.

Second, the heat transfer rate was divided by TH−Thhx.
This procedure yields the global heat transfer coefficient be-
tween the water and the stack surface, and not between the
water and the oscillating gas. This adds another unknown
variable, namely the convection heat transfer coefficient be-
tween the stack and the oscillating gas, to Eq. �3�, and, there-
fore, although the internal water temperature was considered
in his calculation, the gas-side heat transfer coefficient be-
tween the gas and the heat exchanger could not be calcu-
lated.

Consequently, existing measured data can unfortunately
not be used to verify the validity of the modified TASFE
model for other heat-exchanger geometries, and it should be
the subject of future work.

VII. CONCLUSIONS

The performance of a microchannel heat exchanger was
measured in both steady and pulsating flows. A method to
evaluate dimensionless heat transfer coefficients of micro-
channel heat exchangers in an oscillating flow was devel-
oped. The results suggest that the thermoacoustic heat trans-
fer in microchannel heat exchangers could be predicted using
a modified steady-flow correlation based on an acoustic Rey-
nolds number. The previously proposed TASFE model also
yielded reasonably good agreement, but it slightly overpre-
dicted the heat transfer coefficients. Discrepancies of up to
36% were observed. Boundary layer conduction models
overestimated the heat transfer coefficients. The maximum
discrepancy was about 114% of the measured heat transfer
coefficient. This implies that predicted temperature differ-
ences between the heat-exchanger metal and thermoacoustic
fluid from DELTAE could be in error roughly by as much as
a factor of 2. Substituting the Reynolds number with the
acoustic Reynolds number multiplied by a conversion factor,
x=0.353, in the steady-flow correlation models predicted the

FIG. 11. Mozurkewich’s measured gas-side heat transfer coefficient �Ref. 4�
versus the acoustic Reynolds number for high acoustic Reynolds numbers.
�: measured data, ---: TASFE model,—: modified TASFE model.

FIG. 12. Modified measured gas-side heat transfer coefficient from Mo-
zurkewich �Ref. 4� versus the acoustic Reynolds number for high acoustic
Reynolds numbers. �: original measured data; O: modified measured data;
---: TASFE model; ¯: Zukauskas’ steady flow correlation;—: modified
TASFE model.
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heat transfer coefficients in oscillating flow better than any
suggested correlation models by other authors. This simple
conversion from the steady-flow correlation to the oscillating
flow correlation can be applied to the steady-flow correla-
tions in the design stage to predict the heat exchanger per-
formance. More experiments are needed for validation of the
proposed modified TASFE model with other heat-exchanger
geometries.
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As an application of ultrasound generation by microwave excitation, a study of piezoelectric
material behavior is presented. Piezoelectric bars excited electrically or by microwave irradiation
give different resonance frequencies. Piezoelectric materials are subject to a stiffening phenomenon
�variation of the apparent Young’s modulus� when the electrical boundary conditions change and, as
a result, when the material is dynamically excited, a modification of the natural resonance
frequencies occurs. A one-dimensional model, to predict the acoustic waves generated in
piezoelectric materials by an unspecified excitation source, is presented and compared to
experimental results. This model is used as a nondestructive evaluation method to characterize
piezoelectric samples and to highlight the thermoelastic origin of the acoustic generation when the
piezoelectric materials are excited by pulsed microwaves. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2005968�

PACS number�s�: 43.35.Zc, 43.35.Cg, 43.38.Fx �YHB� Pages: 2281–2288

I. INTRODUCTION

Piezoelectric materials are used in many technological
fields �car industry, aircraft, electrical engineering, medical
imagery, ultrasound generation,…�. They play a major rule
in the use of ultrasound in nondestructive testing of materi-
als. A specific application could be the excitation at distance
of embedded ultrasound generators to carry out structural
health monitoring.

The piezoelectric materials behavior was extensively
studied when they are excited by an electric field applied at
the electrodes.1–4

The absorption of microwave energy by viscoelastic ma-
terials causes thermoelastic expansion that generates acoustic
waves.5–7 The use of pulsed microwaves for ultrasound gen-
eration in piezoelectric materials is here applied to excite
piezoelectric bars without contact. The starting point of the
present study has been the observation of a change in the
resonance frequency of a piezoelectric bar when it is excited
electrically and by pulsed microwave irradiation. In order to
quantify this variation, a one-dimensional model for the dis-
placement calculation of a piezoelectric bar excited by an
unspecified volumic source is developed from the piezoelec-
tricity equations and using a state vectors method. Then, the
experimental study is presented to validate the theoretical
model. It concerns cylindrical samples of piezoelectric ce-
ramics �lead zirconate titanate, PZT� excited electrically and
by pulsed microwaves in different configurations. The theo-
retical and experimental results are compared to explain the
difference observed in the resonance frequencies. Finally, the
experimental setup and the developed model are used to un-
derstand the origin of ultrasound generation by microwaves
in piezoelectric materials.

II. THEORY

A. General behavior equations for piezoelectric
materials

The classical coupling equations1,2 between the me-
chanical and the electrical properties are first reminded here.
Let �, �, E, and D be the respective representations of the
stress tensor, the strain tensor, the electrical field vector, and
the electrical displacement vector. The three-dimensional
equations of piezoelectricity are given by

�� = c��
E �� − di�c��

E Ei,

Di = eij
� Ej + di�c��

E ��,
i, j = 1,2,3, �,� = 1, . . . ,6, �1�

or in the following equivalent way

�� = s��
E �� + di�Ei,

Di = eij
�Ej + di���,

i, j = 1,2,3, �,� = 1, . . . ,6 �2�

with �� the stress tensor components in a vectorial form, ��

the strain tensor components in a vectorial form, Ei the elec-
trical field components, Di the electrical displacement com-
ponents, c��

E the stiffness tensor components at constant elec-
trical field, eij

� the permittivity tensor components at constant
strain, eij

� the permittivity tensor components at constant
stress, di� the piezoelectric charge tensor components, and
S��

E the compliance tensor components at constant electrical
field.

The superscripts E, �, and � mean that the characteris-
tics are respectively given for constant electrical field, con-
stant stress, and constant strain.

B. The one-dimensional model

A slender bar �of length L, along the direction z� is made
of a piezoelectric material. In order to take into account the
acoustic waves damping, a complex Young’s modulus is
adopted and the material is considered as viscoelastic. The

a�Author to whom correspondence should be addressed. Electronic mail:
ar.hadjhenni@lmp.u-bordeaux1.fr
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bar is excited by a volumic source of unspecified origin
�electrical, thermal, mechanical impact, etc.,…� that pro-
duces stress and displacement fields inside it depending on
the electrical and mechanical boundary conditions. To sim-
plify the calculations, the equations given below are ex-
pressed in the frequency domain by applying a Fourier trans-
form to the equations expressed in the time domain.

By calling � the pulsation related to the frequency f by
�=2�f , the equilibrium equation is given by

��z

�z
= − ��2Uz, �3�

where �z and Uz are the normal stress and the theoretical
displacement, respectively, according to the direction of
propagation z, and � is the density of material.

Under the assumption of small displacements, the strain
and the displacement are related by

�z =
�Uz

�z
. �4�

The expression of the stress field induced by the genera-
tion phenomenon is represented by

�0�z,t� = �0�z�f�t� , �5�

where �0�z� represents the space distribution and f�t� the
temporal evolution of �0�z , t�. In the particular case of a very
short pulsed excitation, the source stress is a Dirac function
and its Fourier transform depends only on the space distri-
bution of the stress:

�0�z,t� = �0�z���t� , �0�z,�� = �0�z� . �6�

For the one-dimensional case and after a Fourier trans-
form, the behavior equations �1� are simplified and become

�z = Y33
E �z − d33Y33

E Ez + �0�z� , Dz = e33
� Ez + d33Y33

E �z, �7�

where Y33
E is the complex Young’s modulus of the piezo-

electric material in the z direction, at constant electrical
field.

Two electrical boundary conditions are considered: The
first one, when the electrodes at the ends of the bar are con-
nected, is called “short circuit.” The second one, when the
electrodes are disconnected, is called “open circuit.” The
short circuit imposes the same electrical potentials at the
ends of the bar and the electrical field is uniformly zero
inside the bar. The open circuit induces a uniform electrical
displacement:8,9

Ez = 0 at short circuit,
�Dz

�z
= 0 at open circuit. �8�

It is assumed that the propagation velocity of the electric
waves is very large compared to the propagation velocity of
the mechanical waves.

1. Short circuit

Since the electrical field is zero, there is no electrome-
chanical coupling between the electrical field and the stress

in the material. After calculations, the combination of Eqs.
�3�, �4�, and �7� gives the differential equation of the move-
ment expressed in terms of strain:

�2�z

�z2 + �SE��2�z = −
1

Y33
E

�2�0

�z2 , �9�

where SE=�� /Y33
E is the acoustic wave slowness in the

material at constant electrical field.

2. Open circuit

Under this boundary condition, the electrical displace-
ment gradient is zero and Eqs. �3�, �4�, and �7� give

�2�z

�z2 + �SD��2�z = −
1

Y33
D

�2�0

�z2 , �10�

where SD=�� /Y33
D is the acoustic waves slowness in the

material at uniform electrical displacement. The stiffening
of the piezoelectric material is expressed by a larger ap-
parent Young’s modulus1 Y33

D :

Y33
D = Y33

E +
�d33Y33

E �2

e33
� . �11�

C. Solution of the differential equation

Equations �9� and �10� have similar forms and their reso-
lution is identical. The scheme to compute the solution is
based on the use of a state vector composed of stress and
velocity.7

Let S* and Y* be the acoustic waves slowness in the
material and the apparent Young’s modulus, respectively, that
depend on the electrical boundary conditions imposed to the
piezoelectric bar. The differential equation of movement has
the following general form:

�2�z

�z2 + �S*��2�z = −
1

Y33
*

�2�0

�z2 . �12�

The solution of equation �12� is

��z,�� = P���e−i�S*z + N���e+i�S*z + �0�z,�� , �13�

where P��� and N��� are two functions which depend on the
mechanical boundary conditions at the ends of the bar. The
function �0�z ,�� is the particular solution of the differential
equation �12� and depends on the space distribution of the
source stress �0�z ,��.

The state vector method links the stress and the velocity
at interfaces z=0 and z=L by means of transfer matrices.

The velocity and the stress can be formulated as func-
tions of P��� and N���. According to the relations �3�, �7�,
and �13� and independently of the electrical boundary condi-
tions, the velocity expression is

V�z,�� = −
S*Y33

*

�
P���e−i�S*z +

S*Y33
*

�
N���e+i�S*z

−
iY33

*

��

��0

�z
−

i

��

��0

�z
. �14�
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For open circuit conditions, the electrical displacement
is uniform ��Dz /�z=0� and the system �7� allows the calcu-
lation of the electrical field profile and the associated me-
chanical stress:

E�z,�� = −
d33Y33

E

e33
� ��z,�� + A��� , �15�

��z,�� = Y33
D ��z,�� + �0�z,�� − d33Y33

E A��� , �16�

where A=A��� is a function which depends on the electrical
boundary conditions.

In the short circuit case �E�z�=0�, the stress expression
is simplified and deduced from the first equation of �7�:

��z,�� = Y33
E ��z,�� + �0�z,�� . �17�

Equations �16� and �17� are very similar. The stress ex-
pression in short circuit can be indeed obtained just by re-
placing Y33

D by Y33
E and by eliminating the term A in Eq. �16�.

According to the first equation of the system �7� and the
strain deformation �13�, the stress is expressed, in the general
case, as

��z,�� = Y33
* �P���e−i�S*z + N���e+i�S*z + �0�z,���

+ �0�z,�� − d33Y33
E A��� �18�

with A=0 in short circuit.
It is possible to express P��� and N��� as functions of

the velocity and the stress at the interface z=0. By writing
the velocity and the stress at z=L and by replacing P��� and
N��� by their expression, the state vector at z=0 is linked to
the state vector at z=L by the matrix relation7

���L,��
V�L,�� � = P���0,��

V�0,�� � + G . �19�

The matrix P and the vector G are defined by

P = � c
i�

S*s

iS*

�
s c 	 ,

�20�

G = � − �̄0�0�c�L� −
1

�S*� ��̄0

�z
�

z=0
s�L� + �̄0�L�

−
iS*

�
�̄0�0�s�L� +

i

��
� ��̄0

�z
�

z=0
c�L� −

i

��
� ��̄0

�z
�

z=L

	 ,

where c�z�=cos��S*z�, s�z�=sin��S*z�, and �̄0�z� indicates
the following quantity:

�̄0�z� = Y33
* �0�z� + �0�z� − d33Y33

E A . �21�

Note that the matrix P is related to the acoustic waves
propagation because it only depends on the mechanical prop-
erties of the medium, whereas the vector G, which depends
on the space profile of the imposed source stress �0�z ,��, is
related to the generation phenomenon. The method can be
generalized to a bar composed of n juxtaposed piezoelectric
segments by taking into account, sequentially, the continuity

of the stress and the velocity at the interfaces between two
consecutive segments.7 According to Eq. �19�, one can find

���zj,��
V�zj,�� � = S�j����z1,��

V�z1,�� � + T�j�, j 	 2, �22�

where z1=0.
The following recurrence relations define the matrix S�j�

and the vector T�j�:

S�j� = P�j−1�S�j−1�, j 
 2, S�2� = P�1�,

�23�
T�j� = P�j−1�T�j−1� + G�j−1�, j 
 2, T�2� = G�1�.

In order to obtain the displacement velocity spectrum at
the interface z=L, the mechanical boundary conditions for a
free bar are introduced:

��z = 0� = ��z = L� = 0, �24�

and the velocity at the end of the bar is deduced from Eqs.
�19� and �24�:

V�L� =
− P22�L�G1�L� + P12�L�G2�L�

P12�L�
. �25�

For a pulsed excitation, which has a uniform space pro-
file, the Fourier transform of the stress is given by Eq. �6�
��0�z ,��=�0�. The particular solution of the differential Eq.
�12� is then equal to zero ��0�z ,��=0�, and the velocity at
the end z=L is written

V�L� =
S*�̄0�1 − cos��S*L��

i� sin��S*L�
. �26�

Depending on whether the assembly is an open circuit or
a short circuit, Eq. �26� gives two different resonance fre-
quencies:

fr
D =

1

2L
�Y33

D

�
and fr

E =
1

2L
�Y33

E

�
. �27�

III. EXPERIMENTAL SETUP

The experimental setup �Fig. 1� allows us to choose be-
tween two kinds of excitation: by microwave irradiation or
by electrical excitation. The pulsed electromagnetic waves
are produced by a magnetron at the frequency of 9.41 GHz

FIG. 1. Experimental setup for the electrical or microwaves excitation of a
PZT bar.
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with a peak power of 5.5 kW. This generator allows us to
send bursts composed of 1-�s pulses. The number n of
pulses and the repetition frequency frep �Fig. 2� are chosen
with a function generator �Agilent 33120 A�, which allows
us to excite the sample by pulses or by bursts. The repetition
frequency in a burst is 800 kHz �1.2 �s� and the repetition
frequency of the bursts �controlled by the function generator�
permits us to excite the bar at a given frequency fr �in par-
ticular the resonance frequencies of the samples�.

The generated microwaves are propagating inside a rect-
angular waveguide �WR 90�, of internal size 23�10 mm2,
which only allows the propagation of the fundamental mode
TE10 �the electrical field is then parallel to the small dimen-
sion of the waveguide�. To obtain a maximum power in the
sample, an impedance adaptor is adjusted in order to get the
minimum reflected power measured with a wattmeter. It is
made up of a hybrid tee associated to two sliding short cir-
cuits. The circulator permits us to direct the microwaves re-
flected by the sample to the detector and finally to the watt-
meter.

The electrical excitation is produced by a function gen-
erator �Agilent 33120 A�, which is connected to two elec-
trodes �Fig. 1�.

In both cases, it is possible to choose an excitation by
pulses or by bursts and in open circuit or in short circuit. The
electrical boundary conditions are realized by preventing or
by ensuring the contact of the electrodes with the metallized
ends of the piezoelectric bar.

The particulate velocity at the end of the sample is mea-
sured with a Laser velocimeter �Polytec OFV 353� related to
a modular controller �Polytec OFV 3001� with a sensitivity
of 5 mm/s /V if the bandwidth is limited to 250 kHz. The
signal is acquired, through a filter amplifier �Electronic in-
strument 3627� and an oscilloscope �LeCroy 9450 A�, in a
computer.

IV. EXPERIMENTAL RESULTS AND MATERIAL
CHARACTERIZATION

A. Effects of the nature of the excitation and of the
boundary conditions

The following experimental results are obtained with pi-
ezoelectric ceramic bars �lead zirconate titanate, PZT�. The
study concerns two cylindrical bars with circular cross sec-
tions of lengths 10 and 15 mm �with a diameter equal to
10 mm� and two parallelepipedic bars of lengths 20 and
25 mm �with lateral dimensions equal to 10 mm�.

The frequency spectra obtained by pulsed microwaves
or electrical excitation in short circuit or in open circuit are
presented and compared with the previously developed pi-
ezoelectric model. Table I presents the four tested configura-

tions and the corresponding resonance frequencies. Configu-
rations �1� and �2� �short circuit for electrical or microwaves
excitation� give similar resonances. Configurations �3� and
�4� �open circuit for electrical or microwaves excitation� give
similar resonance frequencies as well. The small differences
between the frequencies are only due to the variation of the
experimental conditions �support of the bars, connectors,
etc.� that slightly modify the mechanical boundaries condi-
tions.

More details on the experimental spectra are given in
Fig. 3. It is clear that the differences in resonances are only
due to the electrical boundary conditions and the configura-
tions �2� and �3� have been found to prove it. In fact, in short
circuit the Young’s modulus Y33

E is smaller than the Young’s
modulus Y33

D corresponding to the open circuit.2,9 Finally,
Fig. 3 does not show difference between electrical and mi-
crowaves excitations concerning resonance frequencies.

B. Piezoelectric materials characterization

The mechanical, electrical, and piezoelectric character-
istics of the tested bars need to be evaluated to compare the
experimental results and the model. To this end, the mechani-
cal and piezoelectric characteristics are deduced from the
resonance frequencies of a bar obtained in short circuit and
open circuit, its dielectric permittivity at constant stress, and
its density. This method, inspired of the classical methods of
characterization,10–12 is presented below.

In the first place, the characterization method is applied
to samples that are parallelepipedic bars of PZ21 �FERROP-
ERM Piezoceramics� polarized according to their axes. For
those samples, the manufacturer characteristics are given13

and can be compared with the results. Then, the validated
method is applied to the circular cylinders samples with un-
known properties.

From Eq. �27�, one can find

Y33
E = 4�L2�fr

E�2 and Y33
D = 4�L2�fr

D�2. �28�

The dielectric permittivity eij
� is obtained at constant

strain by rigidifying the connections or by exciting the ma-
terial at high frequencies9 �the strains are then very small
because of the inertia of the sample�. The permittivity eij

�,
measured for a free solid excited by a static electrical exci-
tation or at low frequencies,9 is usual and easier to determine
than eij

� .
In order to relate eij

� and eij
�, the stress expression in Eq.

�1� is introduced in the electrical displacement expression of
Eq. �2�:

Di = �eij
� − dj�dj�c��

E �Ej + di�c��
E ��. �29�

FIG. 2. Time shape of the excitation generated by the microwave generator.

TABLE I. Experimental resonance frequencies �kHz� of piezoelectric bars
excited by microwaves and electrically in short circuit and in open circuit
�precision: ±0.4%�.
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This relation is obtained by identification with the elec-
trical displacement of Eq. �1�:

e33
� = e33

� − d33
2 Y33

E . �30�

Equation �30� gives the dielectric permittivity at con-
stant strain from the knowledge of the piezoelectric charge
constant d33 which is obtained from the combination of �30�
and �11�:

d33 = 
Y33
D − Y33

E

Y33
E Y33

D e33
� �1/2

. �31�

Moreover, the coupling factor k33, which represents �for
a piezoelectric material� the restitution rate of electrical en-
ergy into mechanical energy or vice versa, is given by

k33 = 
�1 −
Y33

E

Y33
D �−1

. �32�

The measurements are taken on three slender bars �of
lengths 35, 40, and 45 mm� in order to be able to use the
equations given above. From the measurements of Young’s
moduli, the density �7800 kg/m3� and the given manufac-
turer data of permittivity at constant stress �e33

� =3980e0, with
vacuum permittivity e0=8.85 pF/m�, the piezoelectric
charge constant d33, the dielectric permittivity e33

� , and the
coupling factor k33 are computed and given in Table II. These
calculated properties are very constant, whatever the
samples, and are in adequacy with the manufacturer data,
with nevertheless a small variation compared to the intervals
of tolerance.

The method tested on samples with manufacturer known
properties is now applied to the samples with unknown prop-
erties. The computed values of the cylindrical piezoelectric

FIG. 3. Comparison of experimental
velocity spectra for four bars excited
electrically and by microwaves in
short circuit and in open circuit: �a�
10 mm, �b� 15 mm, �c� 20 mm, and
�d� 25 mm.

TABLE II. Mechanical, electrical, and piezoelectric properties calculations for parallelepipedic piezoelectric
Pz21 bars.

Y33
E �GPa� Y33

D �GPa� d33 �pC/N� e33
� �pF/m� k33

25 mm 58 99 500 2334 e0 0.64
35 mm 58 98 493 2378 e0 0.63
40 mm 58 100 501 2330 e0 0.64
45 mm 58 99 502 2331 e0 0.64
Average 58±0.5 99±0.8 499±19 �2343±398� e0 0.64±0.02
Manufacturer 55.6±1.4 107.0±2.7 552±28 �1980±198� e0 0.69±0.03
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bars �given in Table III� are used to compute the frequency
spectra based on the model. These spectra are compared to
the measured spectra in Fig. 4.

Although the resonances are very sharp, the width of the
peak indicates a small attenuation, due to the damping in the
material and the effects of the surrounding supports. To take
into account this attenuation, the imaginary parts of the
Young’s moduli are evaluated to 1% of the real parts.

The velocity spectra for an electrical excitation in short
circuit and in open circuit, represented in Fig. 4, show that
the theoretical model represents correctly the vibration phe-
nomenon of piezoelectric slender bars. Indeed, when the
length over diameter ratio is at least equal to 1.5, the bar can
be considered as one-dimensional. The experimental and the-
oretical spectra of Fig. 4�a� are not superposed since the 10
-mm bar does not verify the slenderness condition to ap-
proach its behavior by the 1D model. Moreover, the three-
dimensional effects that occur during the vibration of the bar
are not taken into account. In the spectra of Figs. 3 and 4,
other frequencies different from the harmonics of the funda-

mental mode appear. The 3D finite element modeling of the
vibration of the samples shows that the frequencies obtained
experimentally correspond to 3D eigenmodes �flexion, tor-
sion, etc., …�, which do not enter within the framework of
this study and cannot be represented in the one-dimensional
model.

V. NATURE OF ULTRASOUND GENERATION BY
MICROWAVE EXCITATION

Expression �26� of the velocity spectrum leads to differ-
ent resonance frequencies depending on the electrical bound-
ary conditions and not on the generation mechanism. The
model and the experimental results show that for the same
electrical boundary conditions, the resonance frequencies ob-
tained by a piezoelectric excitation and by microwaves are
identical. Then, two-generation mechanisms can be assumed:
a thermoelastic generation or a piezoelectric one due to the
electric field included in the microwaves. The previous tests
performed on single bars do not allow us to deduce this
mechanism.

The configurations described in Fig. 5 permit us to study
the theoretical and experimental response of a piezoelectric
composed bar for which the results are strongly dependent
on the generation nature. The samples are made with two
bars glued together, named �1� and �2�, of length L, excited
either electrically or by microwaves in open circuit. Four
configurations are tested by the combination of the excitation
and the relative polarization orientations of the bars: either

TABLE III. Mechanical, electrical, and piezoelectric properties calculations
for cylindrical PZT bars.

Y33
E �GPa� Y33

D �GPa� d33 �pC/N� e33
� �pF/m� k33

25 mm 53 86 489 1800 e0 0.61
30 mm 54 87 494 1850 e0 0.61
Average 54±0.5 86.5±0.7 492±19 �1825±310� e0 0.61±0.02

FIG. 4. Comparison of experimental
and theoretical velocity spectra for
four bars electrically excited in short
circuit and in open circuit: �a� 10 mm,
�b� 15 mm, �c� 20 mm, and �d�
25 mm.

2286 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Hadj Henni, Bacon, and Hosten: Microwave excitation of piezoelectric materials



polarization in the same direction �cases a and c� or polar-
ization in opposite directions �case b and d� �see Fig. 5�.

The intensity of the piezoelectric source stress �0�z ,��
is supposed to be uniform over the length of the bar. If the
generation is piezoelectric, and for a given orientation of the
electrical field excitation the pulsed source stress depends on
the relative polarization orientations,

�0
�1� = �0

�2� = �0, same polarizations,

�33�
�0

�1� = − �0
�2� = �0, opposite polarizations,

where �0
�1� and �0

�2� are the source stresses which act in the
bars �1� and �2�, respectively.

In both cases, the theoretical response of the composed
bar is given by application of Eqs. �22� and �23� of the state
vector method. If the generation is piezoelectric, the velocity
spectra at the end of the composed bar are given by

V�2L� =
− SD�1 + 2c�2L���̄0s�L�

i�c�L�
, same polarizations,

�34�

V�2L� =
− SD�1 − c�L���̄0

i�s�L�
, opposite polarizations.

The velocities given in �34� show that the resonance
frequency of a composed bar excited by the microwave elec-
tric field depends on the relative orientations of the constitu-
tive bars polarizations. Consequently, if the ultrasound gen-
eration by microwaves in the bars is induced by the
microwave electric field, it must be sensitive to the polariza-
tions orientation. On the contrary, if the generation is ther-
moelastic, the generation mechanism does not depend on the
polarizations.

The experimental tests consist in exciting a bar �com-
posed of two coupled identical PZT bars, of lengths 15 mm�
electrically and by microwaves according to the configura-

tions of Fig. 5. The obtained spectra are represented in Fig.
6, and Table IV summarizes the theoretical frequencies of
each supposed generation mode and the experimental results
for the studied composed bars.

As guessed, if the composed bar is electrically excited,
the resonance frequency is sensitive to the relative polariza-
tion orientations of the constitutive bars. When the two po-
larizations are identically oriented �Fig. 5�a�� the resonance
frequency of the composed bar is 56 kHz, whereas for an
opposed polarizations orientation �Fig. 5�b��, the resonance
frequency is 117 kHz. The first frequency is that of a bar
resonance of length 30 mm and corresponds, roughly, to the
half of the 15 mm constitutive bar resonance frequency. As
for the frequency obtained in opposed polarizations, it is
only the resonance frequency of a bar of length 15 mm
whose vibration is modified by the change of its mechanical
boundary conditions.

The results obtained for the microwave excitation do not
depend on the relative orientations of the polarizations. The
resonance frequencies are almost the same when the two bars
have identical �Fig. 5�c�� or opposite �Fig. 5�d�� polariza-
tions. The generation by microwaves is thus independent of
piezoelectric material polarization and has, in consequence, a
thermoelastic origin. Physically, the microwaves excite dy-
namically the piezoelectric ceramic dipoles; their movements
produce a temperature rise which finally results in the gen-
eration by thermal dilatation and the propagation of an elas-
tic wave in the material.5,6 In addition, the linearity of the
microwaves excitation in the piezoelectric materials has been
checked experimentally. Indeed, the ultrasonic amplitude in-

FIG. 5. Electrical and microwave excitation of a composed-bar in two ex-
perimental configurations: �a� and �c� same polarizations, �b� and �d�oppo-
site polarizations.

FIG. 6. Experimental spectrum of the
composed bar excited electrically and
by microwaves in the relative orienta-
tions of the polarizations: �a� same po-
larizations and �b� opposite polariza-
tions.

TABLE IV. Experimental and guessed theoretical resonance frequencies of
the composed bar excited electrically and by microwaves in two relative
orientations of the polarizations.
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creases linearly with respect to the microwave energy, which
increases linearly the temperature in material �about 10−2 °C
and 10−5 °C�.

VI. CONCLUSIONS

The nature of the acoustic generation by microwaves in
piezoelectric materials is thermoelastic. The sudden eleva-
tion of temperature is due to the excitation of the dipoles by
the microwaves.

A one-dimensional model and some appropriated experi-
ments were introduced to explain this mechanism and the
various results that depend on the electrical boundary condi-
tions. With these experiments and model, the various electri-
cal and mechanical characteristics of the piezoelectric mate-
rial were evaluated for the needs of calculations. The very
good fitting between the theoretical and experimental fre-
quency spectra obtained for various boundary conditions and
excitations validates the physical explanations given about
the thermoelastic generation mechanism.

Pulsed microwaves, producing acoustic waves in piezo-
electric materials, could be used to excite buried piezoelec-
tric elements, without contact, in structural health monitoring
applications. The method can be extended to circular piezo-
electric components, which can be uniformly excited by mi-

crowaves to produce radial dilatation in piezoelectric disks
and, consequently, in the controlled structure.
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The mechanical and electrodynamic parameters of a small, potentially inexpensive, moving-magnet
electrodynamic linear motor are determined experimentally. Employing the formalism introduced
by Wakeland, these parameters are used to predict the electromechanical efficiency of the motor.
The transduction coefficient, Bl, was observed to be a function of position. But as shown in the
paper, the variation in Bl with position has a smaller effect on the driver’s output power because Bl
is largest around the equilibrium position, where the piston velocity is also largest. By mechanical
colinear joining of the armatures of two such motors, an electrodynamic load �dynamometer� is
created to measure the efficiency as a function of energy dissipated in the dynamometer. The
measured efficiencies are shown to be in good agreement with the predictions if a position-averaged
effective transduction coefficient is introduced. Based on these results, this linear motor is judged
to be an attractive power source in small electrically driven thermoacoustic refrigerator
applications. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2011155�

PACS number�s�: 43.38.Dv, 43.35.Ud �AJZ� Pages: 2289–2294

I. INTRODUCTION

The use of inert gases as the thermodynamic working
fluid in thermoacoustic refrigerators1 provides a potentially
attractive alternative to the conventional vapor compression
�Rankine Cycle� refrigeration technology that employs man-
made chemicals.2 Those chemicals have been shown to de-
plete the Earth’s protective stratospheric ozone layer3 and/or
enhance the “greenhouse effect” that has led to worldwide
concern over the effects of global warming.4

The environmental friendliness of the thermoacoustic al-
ternative also requires that the thermoacoustic chillers be at
least as energy efficient as the vapor compression units they
replace, since greenhouse gases are emitted in the process of
generating the energy consumed by electrically driven refrig-
erators. Recent advances in the efficiency of thermoacoustic
heat transport processes5–8 suggest that such an efficiency
improvement is possible. For an electrically driven thermoa-
coustic refrigerator, high efficiency electroacoustic energy
conversion is also required.

Advances have been made in the application of moving-
magnet electrodynamic linear machines9 to the production of
high-amplitude sound fields in thermoacoustic refrigerators.
To date, these advances have been focused on “loudspeak-
ers” that generate acoustic output powers in excess of a
kilowatt,10 where the cost of these large linear motors11 can
be justified in the higher cooling capacity chillers. For the
many lower power applications, such as domestic
refrigerator/freezers and small food service refrigeration
units, the cost and size of the mechanically resonant acoustic
driver that would replace the rotary compressor in a conven-
tional vapor compression unit presents a substantial barrier
to the widespread adoption of thermoacoustic refrigeration.

The EnduraTEC™ Systems Group at Bose Corporation
has developed a small moving magnet linear motor12 �Model
LM-1� that is currently used in medical instrumentation for

the testing of biomedical materials.13 The small size and
weight of the LM-1, its 200 W power handling capacity,
12 mm stroke, and demonstrated reliability make it attractive
for smaller-scale thermoacoustic refrigeration applications.14

In this paper we report detailed measurements that were
made on the LM-1 to determine its suitability.

II. THEORETICAL FRAMEWORK

Wakeland15 has shown that the maximum electroacous-
tic efficiency of a linear electrodynamic motor �driver or
loudspeaker� depends only upon the transduction coefficient
�Bl product�, the real �dissipative� part of the electrical im-
pedance of the voice coil, Re�Re�Zel�, where Zel is the
blocked complex electrical impedance of the voice coil, and
the driver’s open-circuit mechanical resistance Rm. From
these driver properties, Wakeland defines two dimensionless
parameters: ���Bl�2 /ReRm and ����+1�1/2. If the purely
dissipative load, Ra, that is presented to the driver is opti-
mized by making Ra=�Rm, and the driver suspension is ad-
justed so that the driver is mechanically resonant at the in-
tended frequency of operation, f =� /2*�= �1/2���k /m�1/2,
where k is the driver’s suspension stiffness and m is the
driver’s moving mass, then the maximum electroacoustic
transduction efficiency, �max, is

�max =
� − 1

� + 1
. �1�

These results can be derived for drivers with large � ��5� by
adjusting the load to equate the average power dissipated by
Joule heating of the voice coil ��el=Rei

2 /2� to the average
power dissipated in the mechanical resistance of the driver
��mech=Rm�2 /2�.

Wakeland’s analysis assumes that the Bl product is a
constant that is independent of the driver’s amplitude of mo-
tion, x. Although that is not true for the LM-1, nor for other
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moving-magnet electrodynamic motors that have been stud-
ied at the Penn State Applied Research Laboratory,16–18 it is
shown in a subsequent section of this paper that the variation
in �Bl� with piston position has a small effect on the driver’s
output power. This is because �Bl� is largest around the equi-
librium position, where the piston velocity is also largest.

III. DRIVER MECHANICAL PARAMETER
MEASUREMENTS

The suspension stiffness and dynamic mass of the driver
can be determined nondestructively by measuring the me-
chanical resonance frequency as a function of the mass, mi,
added to the armature. The resonance frequencies, f i, corre-
sponding to mi, are approximated by tracking the zero cross-
ing of the phase of the input electrical impedance �using an
HP4192A Impedance Analyzer� of the voice coil. Since the
quality factor of the mechanical resonance is typically
greater than ten, the neglect of the motor winding inductance
�L�21 mH� that contributes a gradual linear variation in
impedance through its inductive reactance �XL=�L� is not
significant for the determination of dynamic mass and sus-
pension stiffness.

The armature of the LM-1 has a rectangular mounting
plate that is approximately 38 mm long, 15.5 mm wide, and
1.8 mm thick. The plate has five tapped �4-40� mounting
holes; one near each corner of the plate and one at the center.
We attached a fixture with a 1

4-20 threaded rod to that mount-
ing plate to accommodate rigid attachment of standard slot-
ted laboratory weights to the threaded rod. The mass of that
fixture is 0.0241 kg, including the 1

4-20 nut and washer used
to constrain the added masses.

The resonance frequency, f i, with a mass, mi, added to
the piston, can be plotted to produce a straight line.

1

4�2f i
2 =

m

k
+

mi

k
. �2�

The inverse of the slope of the line in Eq. �2� determines the
suspension’s stiffness and the ratio of the intercept to the
slope determines the dynamic mass. These measurements
were made on both LM-1 drivers �S/N: 100070 and S/N:
100181� using ten different weights with a maximum added
mass of 0.30 kg. The correlation coefficients for the curve

fits to Eq. �2� gave uncertainties in the slope19 that were
under ±1%. The measurements were repeated twice for
each driver. The results reported in Table I include an
uncertainty that is half of the difference of the results from
the two measurements made with different orientations of
the driver.

The mechanical resistance was measured with the same
added mass fixture by recording the open-circuit voltage
generated by the voice coil �recorded on a Nicolet 310 Digi-
tal Oscilloscope�. A current applied at a frequency near the
mechanical resonance excited oscillations of the driver. The
current was abruptly removed and the digitized waveform
was captured and curve fit20 with a four parameter chi-
squared algorithm to the form V�t�=V0e−t/	 sin��t+
�, to ex-
tract values for the exponential decay time, 	. The mechani-
cal resistance can be expressed in terms of the dynamic mass
and the decay time, Rm=2m /	.21 The decay time was plotted
against the dynamic mass for eight different added masses up
0.15 kg. The mechanical resistance, Rm, is twice the recipro-
cal of the slope. Uncertainties in the individual slopes are
typically ±2%, so the mechanical damping seems to be in-
dependent of frequency and armature orientation in the
neighborhood of the resonance frequency.

IV. DRIVER Bl-PRODUCT VERSUS PISTON POSITION

The Bl product was measured in a static experiment us-
ing the apparatus shown in Fig. 1. A calibrated 100 lb stain-
less steel load cell �Omega LCCB-100, S/N: K736020N�,
energized by a precision 10.000 Vdc bias supply, was used to
measure the force, F�idc� produced by a dc current, idc, flow-
ing through the voice coil, as measured by a Yokogawa WT-
110 Power Meter. The load cell was attached to one end of a
turnbuckle that was connected by a short section of chain to
the added mass fixture attached to the rectangular mounting
plate of the armature. A machinist’s dial indicator was placed
in contact with the armature to determine its displacement
from equilibrium caused by rotation of the turnbuckle. The
Bl product was measured from equilibrium to
0.25 in. �6.35 mm� away from equilibrium in steps of
0.05 in. �1.27 mm�. As shown in Fig. 2, the load cell output
voltage was plotted against the current for 20 different cur-
rents ranging up to 5.0 Adc at each position. The relative

TABLE I. Summary of driver parameters measured for the two linear motors. The estimated uncertainties are based on the differences in the results obtained
with the driver in two opposite vertical orientations. These uncertainties were consistent with the statistical uncertainties in the slopes of the least-squares fits
to the measurements. The value for maximum efficiency, �max, is calculated �Ref. 15� from the measured parameters in the table.

Motor Serial Number:
Parameter Symbol Units

100181
Result

100181
Error

100070
Result

100070
Error

Suspension stiffness k N/m 7,760 ±10�±0.1% � 6,470 ±30�±0.5% �
Dynamic mass m Kg 0.1265 ±0.001�±0.8% � 0.1071 ±0.0008�±0.8% �
Natural frequency f Hz 39.4 ±0.2�±0.4% � 39.1 ±0.2�±0.4% �
Mechanical resistance Rm Kg/s 2.34 ±0.04�±1.7% � 3.75 ±0.06�±1.5% �
dc electrical resistance Rdc � 1.36 ±0.035�±2.5% � 1.39 ±0.03�±2.2% �
Inductance L mH 23.0 ±0.07�±0.3% � 21.7 ±0.3�±1.4% �
Bl product at x=0 c N/A 18.36 ±0.185�±1.0% � 18.12 ±0.05�±0.2% �
Bl product �linear term� b N/A m 266 ±137.5�±50% � 260 ±36.9�±14.3% �
Bl product �quadratic term� a N/A m2 −178,000 ±4150�±2.3% � −131,000 ±5600�±4.26% �
Maximum efficiency �max 81.8% ±2.8% 77.4% ±2.7%
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statistical uncertainties in the slopes are typically ±0.1%.
This measurement was repeated on each driver for both di-
rections of pull.

The Bl product as a function of position for S/N: 100181
is plotted in Fig. 3. The points are fit �least squares� with a
second-degree polynomial of the form Bl�x�=ax2+bx+c. It
can be seen that �Bl� decreases by about 30% when the ar-
mature is pulled as far away from its equilibrium position as
possible �6.35 mm�. Although this decrease is substantial, its
effect on the time-averaged acoustic power that the driver
can deliver, ��ac�t,

��ac�t =
1

T
	

0

T

F� · �� dt =
1

T
	

0

T

Bl�x�i�t���t�dt , �3�

is significantly smaller since the armature undergoes simple
harmonic motion with the armature velocity being largest at
the equilibrium position.

If the armature stroke is taken to be 2x0, substitution for
x�t�=x0 sin �t, ��t�=�0 cos �t=�x0 cos �t, and i�t�
= i0 cos �t, can create an effective Bl product, �Bl�eff, based
on the definition of average power in Eq. �3�. The velocity
and current �hence force� are assumed to be in phase since
the linear motors are typically operated at their mechanical
resonance frequency. Operation at resonance is frequently
ensured by use of a feedback control system.22,23 The result-

ing integral can be simplified if the time average is taken
over only one quarter-cycle �� /2 radians�, as shown in Eq.
�4�:

�Bl�eff

Bl�x = 0�
=

	
0

T/4

�ax2 + bx + c�cos2 �t dt

	
0

T/4

c cos2 �t dt

. �4�

The substitution of x�t� into Eq. �4� leads to simple integrals
over products of trigonometric functions24 that yield the
stroke-dependent result for the normalized effective Bl prod-
uct:

�Bl�eff

Bl�x = 0�
=

a

4c
x0

2 +
4b

3�c
x0 + 1. �5�

FIG. 2. Output of the load cell as a function of coil current for the driver’s
armature displaced by 3.81 mm �0.15 in.� from equilibrium. Using the cali-
brated sensitivity of the load cell, this plot corresponds to Bl
=17.21±0.008 N/A.

FIG. 3. The triangle-shaped points show the measured Bl product as a
function of the displacement of the piston from its equilibrium position for
LM-1, S/N: 100181. The line connecting the triangles is a second-order
polynomial fit �R2=0.9995�. The effective Bl product, �Bl�eff, �squares
connected by a solid line� is based on those fit coefficients
��a=−176 232 N/A m2; b=266.3 N/A m; c=18.36 N/A� and Eq. �5��.

FIG. 1. Static test fixture for a measurement of the Bl product as a function
of the armature’s displacement from equilibrium. The S-shaped load cell at
the top of the test stand is connected to the turnbuckle that is attached to the
added mass fixture by a chain to avoid application of any torques to either
the driver or the load cell. The dial indicator used to measure the piston
position is visible behind the chain.
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The value of �Bl�eff as a function of the armature dis-
placement is plotted along with the static values of Bl�x� in
Fig. 3. It can be seen clearly that although Bl �x=6.35 mm�
is only 70% of its equilibrium value, �Bl�eff is still 94.3% of
Bl�x=0� when averaged over a 12.7 mm stroke.

It should be noted that the variation of the Bl product
with armature position also has the effect of introducing mo-
tion of the armature at frequencies that are harmonic mul-
tiples of the frequency of the electrical current. Because
these linear motors have quality factors that are typically of
order ten, the response of the armature at the harmonics of
the drive are negligible.

V. VOICE COIL ELECTRICAL IMPEDANCE

The average power dissipated by the voice coil is caused
by three effects.16 For the LM-1 at the frequencies of interest
��100 Hz�, Joule heating due to the current passing the elec-
trical resistance of the coil, Rdc, is the largest contributor.
Additional losses are created by the dissipation due to eddy
currents generated in the laminations around which the coil
is wound, as well as to magnetic hysteresis in the lamination
material and the magnet carrier. The eddy current and hys-
teretic losses are frequency dependent.

Rdc was determined by a four-wire technique that mea-
sured the current and voltage over the current range of inter-
est �typically 0.5–5.0 Adc�. A straight line was fit to the data
and the slope and uncertainty in the slope provided the dc
resistance and its uncertainty reported in Table I. The com-
plex input electrical impedance of the coil was measured
with an impedance analyzer �HP 4192A�. Care was taken to
immobilize the driver’s armature using a clamping fixture
during these measurements. This minimizes the contribution
of motional impedance during the measurement.

All of these three loss mechanisms can be represented
by the frequency-dependent dissipative �real� component,
Re�f�=Re�Zel�, of the voice coil’s blocked electrical imped-
ance. The real part of the frequency-dependent blocked elec-
trical impedance of S/N:100070 is plotted in Fig. 4. The

frequency-dependent inductive �imaginary� component of
the blocked input electrical impedance of the coil, Xe�f�
=Im�Zel�, increased linearly with frequency corresponding to
a voice coil inductance of 21.7±0.3 mH.

VI. DRIVER DYNAMOMETER POWER
MEASUREMENTS

A direct determination of the efficiency of one driver
�S/N: 100181� was made by rigidly connecting its armature
to the armature of the other driver �S/N: 100070� together
with a spring10 to increase the resonant frequency to 104 Hz.
A photograph of the high-frequency dynamometer is shown
in Fig. 5. Alternating current was applied to the driver being
tested, while different electrical load resistances, Rload, and a
load-matching 80 
F capacitor were connected in series with
the terminals of the driver �used as an alternator� that was
acting as the load for the driver under test.25,26

Electromechanical conversion efficiency was measured
at a fixed stroke. The stroke was monitored by an accelerom-
eter attached to the armature �PCB Model 353B65, S/N:
33055�. One Yokogawa WT-110 electrical power meter mea-
sured the electrical power delivered to the driver under test
and a second Yokogawa WT-110 electrical power meter mea-
sured the power dissipated in the load resistor, Rload. The

FIG. 4. Dissipative portion of the voice coil’s blocked input electrical im-
pedance of driver SN 100070, Re�f�=Re�Zel�, as a function of frequency.
Extrapolation of the curve to zero frequency gives an intercept of Rdc

=1.41 �. That result is within experimental error for the corresponding
value of Rdc=1.39±0.03 � in Table I.

FIG. 5. Bottom view of the 104 Hz LM-1 dynamometer test apparatus. The
higher frequency was achieved under atmospheric conditions by a 16-legged
flexure spring �U.S. Patent No. 6,307,287, Oct. 23, 2001�, developed for the
CFIC C-2 motor alternator �Ref. 16�. Under the spring, two LM-1’s are
visible. Their armatures are joined by an impedance head. The top LM-1
was operated as an alternator to provide an adjustable load on the lower
LM-1 that was operated as a motor. The mass of the steel and aluminum
structure, held together by four 1 1

4 in. diameter bolts, is approximately
140 kg. Since the total moving mass of the two armatures and spring is
approximately 1 kg, motion of the structure was neglected.
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total power dissipated by the load is the sum of the measured
electrical power dissipated in Rload, the electrical power dis-
sipated in Rdc by the coil, and the mechanical power dissi-
pated by the measured mechanical resistance of the load,
Rm&s. The mechanical resistance of the load-side alternator
�SN10070� with the spring was measured via the technique
described in Sec. III. The mechanical resistance of the alter-
nator, together with the spring, is Rm&s=6.6±1.34 Kg/sec.
The dissipation in the driver under test �SN 100181� is one
contribution to its “inefficiency” that is being measured.
Since both stroke and frequency were held constant as the
electrical load resistance was varied, the mechanical power
dissipated in the load was also constant. For the data shown
in Fig. 6, the stroke was 2x0=10.7 mm and the frequency
was 104 Hz, corresponding to a root-mean-squared piston
velocity of �rms=2.47 m/s, and an average mechanical
power dissipation, �mech=Rm&s�rms

2 =40.3 W. The maximum
total dissipated power is 170 W at Rload=4.7 �

VII. CONCLUSIONS

The electrodynamic parameters of two Bose LM-1
moving-magnet linear motors were measured. The theoreti-
cal efficiencies for both motors were calculated. The metal
structures that restrain the NdFeB magnet within the arma-
ture �i.e., magnet carriers� of the motors were different. S/N:
100181 has a titanium carrier and S/N: 100070 has a mag-
nesium carrier. It appears that the titanium carrier experi-
enced less mechanical damping and was therefore more ef-
ficient. The electrical resistivity of titanium �43 
� cm at
22 °C� is ten times higher than the resistivity of magnesium
�4.3 
� cm at 22 °C�, so it is likely that the difference in
performance was due to eddy current losses27 in the magnet
carrier.

The efficiency of S/N: 100181 was measured as a func-
tion of load by connecting its armature to that of S/N:
100070 and varying the electrical resistance shunting the
electrical terminals of S/N: 100070 while maintaining the

stroke of both motors. The maximum measured efficiency as
shown in Fig. 6 �approximately 81.8±2.8%� of the driven
motor was found to agree with the Wakeland15 formalism
��max=82±2% � within experimental error.
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In a series of pioneering papers, Burnett and Holford presented the formulation and numerical
implementation of three-dimensional acoustic infinite elements for modeling acoustic fields in
exterior unbounded domains surrounding a structure. They are all based on a multipole expansion
outside a closed coordinate surface that circumscribes the structure; the multipole expansion has a
radial variable r, and two angular variables that describe the surfaces r=const. In the finite element
representation, the pressure field is discretized using a product of radial and angular shape functions.
The angular variables are discretized directly using nodal angular values. However, in some cases,
and especially in problems involving symmetry, nodes are located in certain positions where one of
the angular variables is undefined, thus leading to errors in the value of the angular variable in the
interior of the elements connected to these nodes, and hence in the computed acoustic field. To
overcome this problem, we propose an alternative numerical formulation in this work, which is
based on the interpolation of the position vector expressed in the global Cartesian coordinate system
�as in conventional finite elements� instead of the interpolation of angular variables. We present
numerical solutions for a few benchmark problems using the proposed method. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2011151�

PACS number�s�: 43.40.Rj, 43.20.Tb �LLT� Pages: 2295–2301

I. INTRODUCTION

Burnett and Holford1–3 introduced new three-
dimensional acoustic elements for modeling acoustic fields
in exterior domains, which were shown to be computation-
ally far more efficient compared to the boundary element
method. These elements are based on a multipole expansion
of the pressure field in terms of radial and angular variables
outside a surface that circumscribes the structure. Our pur-
pose in this article is to present an alternative numerical
scheme that overcomes the problem of certain angular vari-
ables not being defined at certain nodal points �see later�. We
shall focus exclusively on the ellipsoidal element,3 since the
other “Burnett” elements are special cases of this particular
element. For reasons of brevity, we shall not discuss the ad-
vantages and disadvantages of acoustic infinite elements, but
instead refer the reader to the recent review articles by
Gerdes4 and Astley et al.,5,6 where extensive discussions on
the formulation and performance of various acoustic infinite
elements have been presented.

The governing equation for the �complex-valued� pres-
sure field p in the domain V due to a vibrating body is

�2p + k2p = 0,

where k=� /cs is the wave number, � is the angular fre-
quency, and cs is the sound speed. The boundary conditions
at the surface S of the vibrating body and at the “outer”
boundary at infinity are

��p� · n = − i��vn, on S ,

�p

�r
+ ikp = o�1

r
�, as r → � ,

where v is the velocity of a point on the surface, vn�v·n is
the normal velocity, and r is the spherical polar radius. The
latter boundary condition is known as the Sommerfeld radia-
tion condition.

In the ellipsoidal element presented in Ref. 3, the finite
element representation of the pressure is carried out using
radial and angular shape functions. For example, the angular
variables � and � are interpolated as �see Eq. �4.1� in Ref. 3�

���,�� = �
�=1

n

��	���,��; ���,�� = �
�=1

n

��	���,�� , �1�

where n is the number of nodes in the quadrilateral or tri-
angle, 	��� ,�� are interpolation functions, and �� and �� are
angular ellipsoidal coordinates of the �th node. The problem
with the above interpolation is that � �or �� could be
undefined at certain points. An an example, consider the
spherically symmetric problem of a radially pulsating
sphere; symmetry considerations allow us to use an octant
of a sphere as a circumscribing surface �see Fig. 1�, and
this surface constitutes the base surface for the infinite
elements. The relation between the Cartesian and spheri-
cal coordinates is given by x=r cos � sin �, y
=r sin � sin �, and z=r cos �. At node 1, although the Car-
tesian coordinates are well defined, the spherical coordi-
nates are not, since the value of � is undefined. If Eq. �1�
is used, this ambiguity yields wrong values for � in the
interior of elements connected to node 1, so that, for ex-
ample, one does not get the expected symmetric solution.a�Electronic mail: tanmay@mecheng.iisc.ernet.in
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In this work, we propose an alternative numerical strat-
egy, whereby, similar to conventional finite elements, the
position vector in �global� Cartesian coordinates �which is
well defined at all points� is interpolated. This proposed
interpolation not only eliminates the ambiguity associated
with a direct interpolation of angular variables, but also
eliminates the problem of discontinuity of geometry be-
tween the finite-size and infinite elements that occurs at
the bounding surface �see p. 62 of Ref. 3 for a discussion
of this problem�.

Keeping in view the fact that shell elements based on
Cosserat models are also formulated using a local Cartesian
coordinate system that is constructed on the curved shell
surface, we shall often use the results from differential ge-
ometry that are used in such works, e.g., Ref. 7.

In Sec. II we discuss some preliminary material that is
used in the numerical implementation strategy described in
Sec. III. Examples based on the proposed strategy are pre-
sented in Sec. IV, and in Sec. V we conclude the paper.

II. ELLIPSOIDAL COORDINATES

The equation of the ellipsoid that circumscribes the
structure is given by

x2

a2 +
y2

b2 +
z2

c2 = 1. �2�

Assuming that a
b
c, the ellipsoidal coordinates �r ,� ,��
are defined as3

x = r�1 − q cos2 ��1/2 cos � , �3a�

y = �r2 − g2�1/2 sin � sin � , �3b�

z = �r2 − f2�1/2 cos ��1 − p cos2 ��1/2, �3c�

where f2=a2−c2, g2=a2−b2 and

p = 	g2

f2 , when f � 0,

0, when f = 0,



q = 	b2 − c2

f2 , when f � 0,

1, when f = 0,



while the ellipsoidal covariant base vectors �ar ,a� ,a�� are
given in terms of the Cartesian basis vectors �i , j ,k�, by �see
Eq. �4.21� in Ref. 3�

ar = Q cos �i + G−1 sin � sin �j + F−1P cos �k ,

a� = rqQ−1 sin � cos � cos �i + rG cos � sin �j

− rFP sin �k ,

�4�
a� = − rQ sin �i + rG sin � cos �j

+ rFpP−1 cos � sin � cos �k ,

where F=�1− f2 /r2, G=�1−g2 /r2, P=�1− p cos2 �, and Q
=�1−q cos2 �.

Given �r ,� ,��, it is straightforward to find �x ,y ,z� via
Eq. �3�; in the subsequent development, however, we will
need to find r and the quantities �cos � , sin � , cos � , sin ��
that occur in Eq. �4�, given a point �x ,y ,z� that lies on an
ellipse confocal to the one defined by Eq. �2�. The inversion
is carried out as follows.

�1� Find the roots of the cubic equation �which is a rear-
rangement of Eq. �2.9� in Ref. 3�,

t3 + �a2 + b2 + c2 − x2 − y2 − z2�t2

+ �a2b2 + a2c2 + b2c2 − x2�b2 + c2� − y2�a2 + c2�

− z2�a2 + b2��t + �a2b2c2 − x2b2c2 − y2a2c2 − z2a2b2� = 0,

using, for example, the procedure presented in Ref. 8.
�2� Denoting the maximum root of the above equation by �,

the radius of the confocal ellipsoid is given by rc

=�a2+�.
�3� Substitute r=rc into Eq. �3� and eliminate � to get the

following quadratic equation in cos2 �:

h1 cos4 � + h2 cos2 � + h3 = 0,

where

h1 = rc
2�rc

2 − f2�q ,

h2 = �rc
2 − f2�px2 − �rc

2 − f2�rc
2 − z2rc

2q ,

h3 = z2rc
2.

Note that h2�0.
�4� On solving the above quadratic equation, we get

cos2 � =
1

2h1
�− h2 − �h2

2 − 4h1h3�, if h1 � 0,

=−
h3

h2
, if h1 = 0,

FIG. 1. For the case of a radially pulsating sphere, symmetry considerations
allow us to model an octant of the sphere; the bounding surface that enve-
lopes the structure can also be taken to be an octant of a larger sphere, and
constitutes the base surface for the infinite elements as shown.
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cos2 � =
x2

rc
2�1 − q cos2 ��

.

The sign of cos � and cos � is determined by noting, using
Eqs. �3a� and �3c�, that they have the same sign as x and z,
respectively.
�5� To determine sin � and sin �, note from Eq. �3b� that

sin � sin � has the same sign as y. If we choose sin � to
be positive, then sin � has the same sign as y. The oppo-
site choice can also be made �as long as the same choice
is used for all elements�, since it simply results in a
reversal of directions of a� and a�, but, nevertheless,
maintains the orthogonality and right-handedness of the
�ar ,a� ,a�� coordinate system.

III. PROPOSED NUMERICAL STRATEGY

The matrix equations for the isoparametric elements of
finite extent �that lie between the structure and the bounding
ellipsoid� are formulated in the standard way, and are given
by

�K f − �2M f�P = f f . �5�

The above global matrices are obtained by assembling ele-
ment level matrices given by

Kab
f = �

Ve

� 	a · �	b dVe,

Mab
f = �

Ve

1

cs
2	a	b dVe,

fa
f = − �


e

i��vn	a d
e,

where Ve and 
e denote the domain of the element and sur-
face that is in contact with the vibrating body, respectively,
	� denote the three-dimensional Lagrange interpolation func-
tions associated with node �, and i=�−1.

The matrix equations for the infinite elements �that ex-
tend from the surface of the bounding ellipsoid to infinity�
are

�K� − �2M��P = 0 , �6�

where

Kij
� = �A���

�1� R���
�1� + A���

�2� R���
�2� − A���

�3� R���
�3� � ,

Mij
� =

1

cs
2 �A���

�1� R���
�4� − A���

�4� R���
�2� + A���

�5� R���
�3� � .

The matrices A��� are constructed using angular shape func-
tions � �

a, �=1, . . . ,n, and the matrices R��� are constructed
using radial shape functions � �

r , �=1, . . . ,m. The indices i
and j are given by i=n���−1�+�� and j=n��−1�+� �see
Fig. 15 in Ref. 1 for a specific example�. The stiffness matrix
and load vector for the entire domain are obtained by assem-
bling the stiffness matrices and load vectors in Eqs. �5� and
�6�. If r denotes the radial ellipsoidal coordinate, r� denotes
the radial ellipsoidal coordinate of the layer � �with r1=a�,

and h is defined via Eq. �4.12� in Ref. 3 �constructing h
requires the inversion of a Vandermonde matrix that is
known to become rapidly ill conditioned as the radial order
of the element grows; hence, to mitigate this problem, we
use the inversion algorithm presented in Ref. 9�, the radial
integrals are given by

R���
�1� = L����b2

2i
e−i2� + �

�=0

2m

b�+2I�� ,

R���
�2� = L����

�=2

2m

c�J�,

�7�

R���
�3� = L���k2�

�=2

2m

c�J�+2,

R���
�4� = L���

1

k2� c2

2i
e−i2� + �

�=0

2m−2

c�+2J�� ,

where, with � ranging from 1 to m, � ranging from 1 to m
+1, h�0=0, h��=0 for ��m, and a��=0 for ��m+1,

L��� = eik�r��+r��/k ,

a�� = − ih�� − �� − 1�h�,�−1,

b� = �
�=1

�−1

a���a�,�−�,

c� = �
�=1

�−1

h���h�,�−�,

� = kr1,

J� = e−i2kr1

��
0

�


 1

�y + kr1���1 −
f2k2

�y + kr1�2�1/2�1 −
g2k2

y + kr1
�1/2 − ��0�

� e−i2y dy, 0 � � � 2m + 4,

I� = J� − �g2 + f2�k2J�+2 + f2g2k4J�+4, 0 � � � 2m .

As indicated, the base surface of the infinite elements is
interpolated using Lagrange interpolation functions ���� ,��
as

x = �
�=1

n

x�����,�� , �8�

where x� are the Cartesian coordinates of the nodes. The area
element dS=h�h� d� d� used in the formulation of the
angular integrals3 is now replaced by
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dS = � �x

��
Ã

�x

��
�d� d� . �9�

We also need to compute the derivatives of the shape func-
tions �� with respect to � and �. Using the chain rule and the
definitions of a� and a�, we have

�x

��
=

�x

��

��

��
+

�x

��

��

��
= a�

��

��
+ a�

��

��
,

�x

��
=

�x

��

��

��
+

�x

��

��

��
= a�

��

��
+ a�

��

��
.

Taking the dot product of both the above equations with a�

and a�, using the facts a� ·a�=h�
2, a� ·a�=h�

2 , a� ·a�=0, e�

=a� /h�, and e�=a� /h�, we get the expression for the “sur-

face Jacobian” �note that a similar expression is used in Ref.
7� as

J = �
��

��

��

��

��

��

��

��
� = �

e�

h�

·
�x

��

e�

h�

·
�x

��

e�

h�

·
�x

��

e�

h�

·
�x

��
� .

It now follows by using the chain rule that

	
���

��

���

��

 = J−1	

���

��

���

��

 .

We define

t1 = �a� · x,���a� · x,�� − �a� · x,���a� · x,�� ,

�t2�� = �a� · x,��
���

��
− �a� · x,��

���

��
,

�t3�� = − �a� · x,��
���

��
+ �a� · x,��

���

��
,

t4 = �r1
2 − f2 sin2 � − g2 cos2 � ,

t5 = �r1
2 − g2 cos2 � ,

t6 = f2 sin2 � + g2 cos2 � − g2 cos2 � ,

t7 = f2 sin2 � + g2 cos2 � ,

t8 = f2 − g2 cos2 � ,

t9 = f2 sin2 � + g2 cos2 � + g2 cos2 � ,

t10 = g2 cos2 � .

The angular integrals are now given by �with dS given by
Eq. �9��

FIG. 2. An octant of the spherical envelope surrounding the radially pulsat-
ing sphere meshed using 8 W21 and 56 B27 elements; 8 IT7 and 56 IQ9
infinite elements �not shown in the figure� model the domain outside the
envelope.

FIG. 3. A comparison of the numerically and analytically obtained real and imaginary parts of the surface pressure at �0,0,10� for ka=1,2 , . . . ,10 in the
pulsating sphere problem.
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A���
�1� = �

��e�

1

t4t5
����� dS ,

A���
�2� = �

��e�

1

t1
2� t4

3t6

t5t7
�t2����t2�� +

t5
3t6

t4t8
�t3����t3���dS ,

A���
�3� = �

��e�

1

t1
2� t4

3t6t10

t5t7
�t2����t2�� +

t5
3t6t7

t4t8
�t3����t3���dS ,

A���
�4� = �

��e�

t9

t4t5
����� dS ,

A���
�5� = �

��e�

t7t10

t4t5
����� dS ,

where ��e� is the base surface of an infinite element on the
bounding ellipsoid.

Since the above integrals are evaluated by using stan-
dard Gaussian quadrature, we need to know the values of
�cos � , sin � , cos � , sin �� �these values are well defined
since the Gauss points are located in the interior of the ele-
ment�, given the position vector x that has been found using
Eq. �8�. This is accomplished by using the procedure de-

scribed in Sec. II. To reduce the computational cost, one can
skip the first two steps of this procedure by approximating rc

by a.

IV. NUMERICAL EXAMPLES

We present a few numerical examples using the numeri-
cal strategy that has been presented in the preceding sections.
We shall focus exclusively on radiation problems; more ex-
amples, including ones involving scattering can be found in
Ref. 10. It is now well known �see, e.g., Ref. 6� that the
unconjugated infinite element formulation, on which our nu-
merical implementation is based, yields satisfactory results
in the near field, but not in the farfield. Our numerical ex-
periments bear this out, so that, knowing the pressure field
on the surface of the radiating body, we use the Helmholtz
integral equation given by

p�x� = �
S

e−ik�x−x��

4��x − x��2�p�x����x − x�� · n�

��− ik −
1

�x − x��
� + i��vn�x − x���dS ,

to compute the farfield pressure.
The space between the radiating body and the bounding

ellipsoid is discretized using a 21-node wedge �which are
convenient for modeling regions near an axis� and 27-node
isoparametric brick elements �henceforth referred to as W21
and B27 elements�. The shape functions for the W21 element
are generated using products of the seven-node in-plane
shape functions given by the equations immediately follow-
ing Eq. �38� in Ref. 7, and the standard one-dimensional
quadratic Lagrange interpolation functions. The W21 ele-
ments are used to mesh the region adjacent to the axis while
the B27 elements are used to model the remaining part; for
example, see Fig. 2. The corresponding infinite elements of
triangular and quadrilateral cross sections that mesh with
these elements �starting from the bounding ellipsoid surface�
are referred to as IT7 and IQ9 elements. We use a 7�3
Gaussian quadrature rule for the W21 element, a 3�3�3
rule for the B27 element, and a radial order of m=3 �a higher

FIG. 4. Oscillating sphere problem geometry.

FIG. 5. A comparison of the numerically and analytically obtained real and imaginary parts of surface pressure at �0, a, 0� for ka=1,2 , . . . ,10 in the oscillating
sphere problem.
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order does not result in any significant increase in accuracy�
for the infinite elements in all the examples that are pre-
sented below. Uniform meshes are used in all the examples.

A. Pulsating sphere problem

A sphere of radius a=10 vibrates with uniform radial
velocity vn=1. The analytical solution for the pressure as a
function of the radial distance r is11

p�r�
�csvn

=
a

r

ika

1 + ika
e−ik�r−a�.

Due to symmetry, we model only an octant of the sphere �see
Fig. 2�. The bounding surface is taken to be a sphere of
radius r1=10.1, and the radii of the other layers of nodes
are taken to be r�=�r1, �=2,3. The solution obtained at
�0, 0, 10� using one layer of elements of finite extent
comprising of 8 W21 elements and 56 B27 elements
�which mesh with 8 IT7 and 56 IQ9 infinite elements
starting from the bounding surface�, for ka=1,2 , . . . ,10, is

shown in Fig. 3. We also obtain the expected symmetry in
the solution.

B. Oscillating sphere problem

A rigid sphere of radius a=10 oscillates along the Y axis
as shown in Fig. 4. The analytical solution for the pressure as
a function of the radial distance r from the center of the
sphere, and the angle � between the radius vector and the
velocity vector is12

p�r,��
�csuo

= �a

r
�2

cos �
ika�1 + ikr�

2�1 + ika� − �ka�2e−ik�r−a�.

Since the problem is symmetric about the X-Y and Y-Z
planes, only one-fourth of the sphere is modeled using one
layer of elements of finite extent comprising of 8 W21 and
56 B27 elements �the mesh is similar to the one shown in
Fig. 2, but with half the mesh density�. The radii of the
various radial layers are taken to be the same as in the pre-
vious example. The solution obtained at �0,a ,0� for various
frequencies of oscillation is shown in Fig. 5.

C. Pulsating sphere with hemispherical end caps

A cylinder with hemispherical end caps �see Fig. 6� pul-
sates with a uniform normal velocity of unit magnitude over
the entire surface. The dimensions used are l=3.5 and r=1.
Symmetry considerations allow us to model 1 /8th part of the
structure. As shown in Fig. 7, a single layer of elements of
finite extent comprising of 10 W21 and 190 B27 elements
are used between the structure and the bounding ellipsoid
that has dimensions a=2, b=2, and c=3.6 �the condition a

b
c in the formulation is enforced by relabeling the axes
appropriately inside our code so that, for example, in this
case, the X, Y, and Z axes are relabeled as Y, Z, and X axes�.
The solutions at points A and B with coordinates �0, 0, 10�
and �10, 0, 0�, respectively, are compared with the solutions
obtained by Yijun and Shaohai13 obtained using the bound-
ary element method, and are presented in Tables I and II. We

FIG. 6. Pulsating cylinder with hemispherical end caps.

FIG. 7. An octant of the ellipsoidal envelope surrounding the radially pul-
sating cylinder with hemispherical endcaps meshed using 10 W21 and 190
B27 elements; 10 IT7 and 190 IQ9 infinite elements �not shown in the
figure� model the domain outside the envelope.

TABLE I. A comparison of pressures at point A in the pulsating cylinder
problem. �PLiu� denotes the norm of the pressure obtained by Yijun et al. in
Ref. 13.

� �rad/s� P �P� �PLiu�

62.83 24.457−4.917i 24.946 24.164
157.08 −36.391−14.809i 39.289 40
318.03 11.13+14.04i 17.916 17.222
475.66 −28.392−27.061i 39.222 40.294

TABLE II. A comparison of pressures at point B in the pulsating cylinder
problem. �PLiu� denotes the norm of the pressure obtained by Yijun et al. in
Ref. 13.

� �rad/s� P �P� �PLiu�

66.06 24.157−8.035i 25.458 24.551
157.94 −55.622−6.110i 55.957 55.229
315.38 36.002−85.528i 92.796 94.063
472.26 79.592+80.361i 113.105 114.44
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have presented both the actual value and the magnitude of
the pressure for completeness.

V. CONCLUSIONS

An alternative numerical implementation for the Burnett
series of acoustic infinite elements has been proposed, which
overcomes certain problems associated with the numerical
implementation that has been proposed earlier. The numeri-
cal examples presented with this strategy echo the conclu-
sions that have been drawn in several review works, namely,
the Burnett formulation yields accurate results in the near
field, and when used in conjunction with the Helmholtz in-
tegral equation, yields accurate results both, in the near field
and farfield, in a very economical manner.
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The influence of baffle fairings on the acoustic performance
of rectangular splitter silencers
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A numerical model based on the finite element method is developed for a finite length, HVAC
splitter silencer. The model includes an arbitrary number of bulk-reacting splitters separated from
the airway by a thin perforated metal sheet and accommodates higher-order modes in the incident
sound field. Each perforated sheet is joined to rigid, impervious, metallic fairing situated at either
end of a splitter. The transmission loss for the silencer is quantified by application of the point
collocation technique, and predictions are compared to experimental measurements reported in the
literature. The splitter fairing is shown to significantly affect silencer performance, especially when
higher-order incident modes are present. It is concluded that laboratory measurements, and
theoretical predictions, that are based on a predominantly plane wave sound source are unlikely to
reflect accurately the true performance of an HVAC silencer in a real ducting system. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2010267�

PACS number�s�: 43.50.Gf, 43.20.Mv, 43.20.Bi �DKW� Pages: 2302–2312

I. INTRODUCTION

Dissipative silencers are commonly used in HVAC ducts
to attenuate broadband noise emanating from an air-moving
device such as a fan. HVAC ducts commonly have a rectan-
gular cross section and a silencer made up of a number of
parallel splitters. Each splitter normally consists of a bulk
reacting porous material separated from the airway by a thin,
perforated, metal sheet. Each perforated sheet is joined to
metallic fairing at either end of the splitter �see Fig. 1�. This
helps to maintain the dimensional stability of a splitter, but
also to channel airflow between each splitter, lowering the
static air pressure loss across the silencer. Each section of
fairing will, however, also affect the propagation of sound
through the silencer by modifying the acoustic end correc-
tion at the inlet and outlet planes of the silencer. The influ-
ence of this fairing on the overall performance of a splitter
silencer has largely been ignored in the literature, and so the
aim of this paper is to investigate the effect of splitter fairing
on HVAC silencer performance.

The effect on silencer performance of splitter fairing is
normally assumed to be negligible. Moreover, the majority
of theoretical studies on HVAC splitters are limited to com-
puting modal attenuation in an infinite duct. For example,
Cummings1 quantified the attenuation of the first few least
attenuated modes in a rectangular duct lined on opposite
walls; Bies et al.2 report general design curves for rectangu-
lar ducts lined on opposite walls, computed using the least
attenuated mode; and Kakoty and Roy3 examined infinite
rectangular ducts lined on all four walls. The methods of
Cummings and Sormaz,4 and Astley and Cummings5 are
both capable of examining a large number of higher-order
modes in a silencer that contains an arbitrary number of
splitters, although both techniques are, again, restricted to
infinite ducts.

Computing only modal attenuation suppresses the ef-
fects of acoustic scattering at either end of a silencer. To date,
attempts to quantify end effects for bulk reacting HVAC si-
lencers have been restricted to the specification of simplistic
end correction factors. For example, Ramakrishnan and
Watson6 derive heuristic end correction factors by summing
the decay rate of individual modes; Ramakrishnan and
Stevens7 use an expression developed by Beranek8 for a
plane wave expansion chamber; and Brandstätt et al.9 gener-
ate transmission loss curves by comparing predicted modal
attenuation with a large number of experimental measure-
ments. Clearly, these methods do not fully characterize si-
lencer end effects, nor are they likely to be applicable over a
wide range of silencer parameters, including a silencer with a
large number of splitters. In fact, end effects for bulk react-
ing splitter silencers have only recently been quantified by
Kirby and Lawrie,10 who demonstrated excellent agreement
between numerical point collocation predictions and those
found using an exact analytic approach. Kirby and Lawrie
studied large HVAC silencers but the results were restricted
to three splitters, and the effects of a perforate and splitter
fairing were omitted. The addition of splitter fairing for a
bulk reacting material has yet to be considered, although
Mechel11,12 did include fairings in a study of locally reacting
splitters. The assumption of a locally reacting absorbent
does, however, reduce the applicability of Mechel’s tech-
nique, as it assumes either a relatively thin splitter, when
compared to the overall duct dimensions, or a porous mate-
rial of very high flow resistivity: neither case is likely to exist
in most splitter silencer applications.

A numerical model aimed at quantifying the acoustic
performance of a finite length splitter silencer is presented
here. Included are the effects of a perforated sheet separating
a bulk reacting material from the airway, an impervious fair-
ing at either end of a splitter, and an arbitrary number of
splitters making up the silencer. The silencer is assumed to
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have a uniform cross section and the effects of mean flow are
neglected. To accommodate relatively large HVAC ducts,
which are common in practice, a multi-modal sound field is
chosen to excite the silencer. The effects of the splitter fair-
ing are quantified by comparison with transmission loss pre-
dictions reported by Kirby and Lawrie10 �who omit splitter
end baffles�, and with experimental results reported by
Mechel.12 The effects of varying both the porosity of the
perforate, and the properties of the bulk reacting porous ma-
terial, are also investigated.

II. THEORY

The analysis proceeds by assuming that the acoustic
fields in the inlet/outlet ducts, and also the silencer section,
may be expanded as an infinite sum over the duct/silencer
eigenmodes. On finding the duct/silencer eigenfunctions and
associated wave numbers, the modal amplitudes may be
computed by application of the axial matching conditions,
after suitable truncation of each modal sum. A numerical
approach similar to the one described by Kirby,13 and Kirby
and Lawrie,10 is adopted here and so, after introducing the
duct geometry and governing wave equations, a finite ele-
ment eigenvalue analysis is described; this is followed by a
point collocation scheme that seeks to fulfill the axial conti-
nuity conditions.

A. Geometry and governing equations

An arbitrary number of bulk reacting splitters are shown
in Fig. 1. A multi-mode sound source, propagating in the
positive x direction in region R1, is used to excite the si-

lencer. The duct is terminated anechoically in region R4. The
duct walls in regions R1 and R4 are assumed to be rigid and
impervious to sound. Each splitter has a length L and is
terminated at x=0, and x=L, by a metallic fairing that is
assumed to be rigid and impervious to sound propagation,
and also of negligible thickness when compared to the over-
all silencer dimensions. Each splitter contains a bulk reacting
porous material that is separated from the airway by a per-
forated sheet. A different porous material is assumed to be
present in each splitter, although the material is assumed to
be both homogeneous and isotropic. Furthermore, a different
perforate sheet may be present on either side of a splitter,
provided that the properties of the perforate remain uniform
over 0�x�L, and 0�z�H. The duct walls �at y=0 and
y=b over 0�z�H; and z=0 and z=H over 0�y�b� are
assumed to be rigid and impervious to sound propagation for
0�x�L. A total of s splitters are depicted in Fig. 1: each
splitter has a width d and is separated from the following
splitter by an airway of width h. It is convenient to combine
each section of airway and to denote region R2 as

R2 = A1 + A2 + A3 + ¯ + As−2 + As−1. �1�

For each splitter,

R3 = B1 + B2 + B3 + ¯ + Bs−1 + Bs. �2�

In addition, region Rc consists of the airway, region R2,
added to the porous material, region R3. The acoustic wave
equation for the inlet duct region R1, the outlet duct region
R4, and the airway region R2 is given by

1

c0
2

D2pq�

Dt2 − �2pq� = 0, �3�

where c0 is the isentropic speed of sound in air, pq� is the
acoustic pressure in region q �where q=1, 2, or 4�, and t is
time. For the porous material, the acoustic wave equation for
any splitter k is given by

1

ck
2

D2pk�

Dt2 − �2pk� = 0, �4�

where ck is the speed of sound in the porous material. The
acoustic field in each region is expanded as an infinite sum
over the duct eigenmodes to give

p1��x,y,z;t� = �
j=0

�

Fj� j�y,z�ei��t−k0�jx�

+ �
j=0

�

Aj� j�y,z�ei��t+k0�jx�, �5�

pc��x,y,z;t� = �
m=0

�

Bm�m�y,z�ei��t−k0�mx�

+ �
m=0

�

Cm�m�y,z�ei��t+k0�mx�, �6�

FIG. 1. �a� Plan view of silencer geometry �a splitter consists of a section of
porous material that is bounded at either end by a metallic fairing and
separated from the airway by a perforated sheet�. �b� Geometry of silencer
cross section.
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p4��x,y,z;t� = �
n=0

�

Dn�n�y,z�ei��t−k0�nx��. �7�

Here, Aj, Bm, Cm, Dn, and Fj are modal amplitudes, �m is the
wave number in region Rc, and � j is the wave number in the
inlet/outlet section. The quantities � j�y ,z� and �m�y ,z� are
the transverse duct eigenfunctions in the inlet/outlet region
and the silencer section, respectively. In addition, i=�−1,
k0=� /c0, and � is the radian frequency. Note that pc� en-
compasses regions R2 and R3, so that � is the �coupled�
axial wave number for the silencer section.

B. Finite element eigenvalue analysis

A finite element eigenvalue analysis is carried out over
the cross section of both the inlet/outlet ducts and the si-
lencer section, although the analysis for an unlined rectangu-
lar duct is straightforward and so is not reported here. For the
silencer section �region Rc� the assumed form for pc� �Eq. �6��
is substituted into Eq. �3�, and this yields, for mode m and
airway section r,

�yz
2 �r�y,z� + k0

2�1 − �2��r�y,z� = 0, �8�

where �r�y ,z� is the component of eigenfunction ��y ,z� that
lies in region Ar �see Fig. 1�. Here, �yz denotes a two-
dimensional form of the Laplacian operator in the �y ,z�
plane. For mode m, the wave equation in splitter k yields

�yz
2 	k�y,z� + k0

2�
k
2 − �2�	k�y,z� = 0. �9�

Here, 	k�y ,z� is the component of the eigenfunction ��y ,z�
that lies in region Bk, and 
k is the �dimensionless� propaga-
tion constant of the porous material in splitter k. The eigen-
function in each region may be approximated by a trial so-
lution of the form

�r�y,z� = �
j=1

nr

Nrj�y,z��rj �10�

and

	k�y,z� = �
n=1

nk

Gkn�y,z�	kn. �11�

Here, Nrj�y ,z� and Gkn�y ,z� are the global trial �or shape�
functions for the finite element mesh in airway r and splitter
k, respectively; the number of nodes in airway r is nr, and in
splitter k is nk. It is convenient to express these nodal values
in vector form, and to number the nodes as follows: for air-
way r,

�r�y,z� = �Nr1�y,z�,Nr2�y,z�,…,Nrnr
�y,z����r1

�r2

�rnr

�
= Nr�r2, �12�

and for splitter k,

	k�y,z� = �Gk1�y,z�,Gk2�y,z�,…,Gknk
�y,z��� 	k1

	k2

	knk

�
= Gk�k3. �13�

The nodal values for each airway and splitter are combined
to give

�2 = ��12 �22 �32 ¯ ��s−1�2�T, �14a�

�3 = ��13 �23 �33 ¯ �s3�T. �14b�

The appropriate boundary conditions for regions R2 and R3

are zero normal acoustic particle velocity on the walls of the
silencer, continuity of normal particle velocity over each per-
forate, and a pressure condition over each perforate. Accord-
ingly, zero normal particle velocity for airway r gives

��r

�z
�y,0� = 0 and

��r

�z
�y,H� = 0, y � R2. �15�

For splitter k,

�	k

�z
�y,0� = 0 and

�	k

�z
�y,H� = 0, y � R3. �16�

For the side walls,

�	1

�y
�b,z� = 0, and

�	s

�y
�0,z� = 0, 0 � z � H . �17�

Each splitter has a perforate located on both sides, except for
those splitters located on the wall of the duct; thus for splitter
k�1�k�s�, continuity of normal particle velocity over a
perforate yields

��k−1

�y
�y2k−2

− ,z� = −
�0

�k���
�	k

�y
�y2k−2

+ ,z�, 0 � z � H;k � 1,

�18�

and

��k

�y
�y2k−1

− ,z� = −
�0

�k���
�	k

�y
�y2k−1

+ ,z�, 0 � z � H;k � s .

�19�

Similarly, the pressure condition over each perforate yields

�k−1�y2k−2
− ,z� − 	k�y2k−2

+ ,z�

=
i�2k−2

k0

��k−1

�y
�y2k−2

− ,z�, 0 � z � H;k � 1, �20�

and

�k�y2k−1
− ,z� − 	k�y2k−1

+ ,z�

=
i�2k−1

k0

��k

�y
�y2k−1

− ,z�, 0 � z � H;k � s . �21�

Here, the �dimensionless� acoustic impedance of perforate e
is denoted �e, the mean fluid density in region R2 is �0, and
�k��� is the equivalent complex density of the porous mate-
rial in splitter k. Equations �18�–�21� assume the thickness of
the perforate is negligible. Each perforate is numbered ac-
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cording to its location so that perforate 1 is located at y1 and
lies between splitter B1 and airway A1; perforate 2 is located
at y2 and lies between splitter B2 and airway A1; perforate 3
is located at y3 and lies between splitter B2 and airway A2;
and so on. Thus, the location of each perforate is given as

y2k−2 = �
i=1

k−1

�di + hi�, 1 
 k � s , �22�

and

y2k−1 = �
i=1

k

di + �
j=1

k−1

hj, 1 � k 
 s . �23�

Here, dk is the width of splitter k, and hr is the width of
airway r �see Fig. 1�. Note that each perforate has been num-
bered individually to allow a different sheet to be placed on
either side of a splitter. Furthermore, finite element discreti-
zation requires the specification of two nodes at a given lo-
cation on a perforate: one node which belongs only to the
mesh in the airway, and one only to the mesh in the absor-
bent. Here, a node at the perforate but lying in the airway is
said to have location y−; a node at the perforate but lying in
the absorbent is said to have location y+.

The boundary conditions specified in Eqs. �15�–�21�
may be combined with Eqs. �8� and �9� to give a governing
eigenequation for the silencer. The details of the weak Galer-
kin finite element formulation for this type of problem have
been reported elsewhere,5,13 and so only the final eigenequa-
tion is presented here:

��A� + �2�B��	�
 = 	0
 , �24�

where �= ��2 �3�T, and

�A�	�
 = �C�	�2
 + �D�	�3
 , �25�

�B�	�
 = k0
2�M2�	�2
 + k0

2�M3�	�3
 . �26�

Here,

�C� = �K2� − k0
2�M2� + ik0��M2

−� − �M3
+�� �27�

and

�D� = �K3� + k0
2�M3� − ik0��M2

−� − �M3
+�� . �28�

For the airway,

�K2� = ��K12� 0 0

0 �K22� 0

0 0 �K�s−1�2� � �29�

and

�Kr2� = �
Ar

�yzNri�y,z� · �yzNrj�y,z� dydz,

i = 1,…,nr; j = 1,…,nr. �30�

In addition,

�M2� = ��M12� 0 0

0 �M22� 0

0 0 �M�s−1�2� � �31�

and

�Mr2� = �
Ar

Nri�y,z� · Nrj�y,z� dydz;

i = 1,…,nr; j = 1,…,nr. �32�

For the absorbent,

�K3� = ��K13� 0 0

0 �K23� 0

0 0 �K�s−1�3� � , �33�

where

�Kk3� = �
Bk

�yzGki�y,z� · �yzGkj�y,z� dydz,

i = 1,…,nk; j = 1,…,nk. �34�

In addition,

�M3� = ��M13� 0 0

0 �M23� 0

0 0 �M�s−1�3� � , �35�

where

�Mk3� = 
k
2�

Bk

Gki�y,z� · Gkj�y,z� dydz,

i = 1,…,nk; j = 1,…,nk. �36�

For each node in the finite element mesh that lies on a per-
forate but belongs to the airway,

�M2
−� = ��M12

− � 0 0

0 �M22
− � 0

0 0 �M�s−1�2
− � � �37�

and

�Mr2
− � = �Qr

− 0

0 Tr
−
 . �38�

Here,

�Qr
−� =

1

�2r−1
�

0

H

Nri�y2r−1
− ,z� · Nrj�y2r−1

− ,z� dz,

i = 1,…,nr; j = 1,…,nr. �39�

and

�Tr
−� =

1

�2r
�

0

H

Nri�y2r
− ,z� · Nrj�y2r

− ,z� dz,

i = 1,…,nr; j = 1,…,nr. �40�

Similarly, for each node in the finite element mesh that lies
on a perforate but belongs to the absorbent,

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Ray Kirby: Rectangular splitter silencers 2305



�M3
+� = ��M13

+ � 0 0

0 �M23
+ � 0

0 0 �M�s−1�3
+ � � �41�

and

�Mk3
+ � = �Qk

+ 0

0 Tk
+
 . �42�

Here,

�Qk
+� =

�k���
�0�2k−2

�
0

H

Nki�y2k−2
+ ,z� · Nkj�y2k−2

+ ,z� dz,

i = 1,…,nk; j = 1,…,nk, for 1 
 k � s , �43�

and

�Tk
+� =

�k���
�0�2k−1

�
0

H

Nki�y2k−1
+ ,z� · Nkj�y2k−1

+ ,z� dz,

i = 1,…,nk; j = 1,…,nk; for 1 � k 
 s . �44�

Here it is assumed that identical elements are chosen on ei-
ther side of the perforate. The nonzero elements of matrices
�M2

−� and �M3
+� that appear in Eq. �25� are limited to those

nodes lying on a perforate, although for convenience Eqs.
�39�, �40�, �43�, and �44� are written in general form.

Finally, Eq. �24� may be rewritten as

�− �B�−1�A��	�
 = �2	�
 �45�

and is solved for the axial wave number �, which yields Nc

eigenvalues and associated eigenvectors, where Nc=N2+N3.
Here, N2=�r=1

s−1nr, and N3=�k=1
s nk, so that N2 is the number

of nodes in the airway and N3 the number of nodes in the
absorbent.

C. Numerical matching of sound fields

On obtaining the eigenfunctions and wave numbers for
regions R1, Rc, and R4, the axial matching conditions are
enforced over planes A and B using point collocation. The
appropriate matching conditions �at x=0 and x=L� are con-
tinuity of acoustic pressure and normal particle velocity over
the airway, and zero normal acoustic velocity over each split-
ter fairing. The most convenient approach to enforcing these
matching conditions, and the one adopted by Kirby and
Lawrie,10 is to choose an identical transverse finite element
mesh in regions R1, Rc, and R4 and to match over every
common node. However, the addition of a perforate compli-
cates matters, as additional nodes in the transverse finite el-
ement mesh are required at each perforate location in the
silencer section. For an automotive silencer, Kirby13 ad-
dressed this problem by separately matching pressure and
velocity at a node in the airway region �location y−� and
normal particle velocity at a node in the absorbent region
�location y+�. For example, in Fig. 2�a� node b is said to have
location y− �position is exaggerated in the diagram, and for
clarity only one dimension is shown�, so that pressure and
velocity conditions are enforced between nodes a and b. For
node c �location y+�, matching conditions appropriate to the
absorbent region only are enforced—in this case zero normal

particle velocity. For the splitters in the current study, a fur-
ther complication arises from the presence of the splitter fair-
ings. For example, in Fig. 2�b� the location of nodes a and j
�again, exaggerated in the diagram� is no longer certain as
they could assume either a y− or a y+ location. A solution is
to choose the location of y− for nodes a and j and to apply
matching conditions appropriate to the airway region be-
tween nodes a and b, and nodes j and l. Similarly, nodes c
and k, in region Rc, are chosen to lie in a y+ location, and
zero normal particle velocity is applied at the fairing in the
absorbent region. Thus, zero axial particle velocity is en-
forced over the fairing in region R1 by using nodes d, f and
h in Fig. 2�b�. In general terms, therefore, a reduction in the
number of matching locations takes place in region R1, al-
though this reduction serves to compensate exactly for the
discrepancy between the number of nodes in region R1 �or
R4� and region Rc. Note, this will not reduce the accuracy of
the method, when compared to the method of Kirby and
Lawrie,10 since the mesh density in each region is not re-
duced: instead, nodes are added to account for the presence
of a perforate.

For the airway, continuity of pressure over plane A
yields

�
j=0

N1

Fj�2j + �
j=0

N1

Aj�2j

= �
m=0

Nc

Bm�2m + �
m=0

Nc

Cm�2m, on R2, �46�

where N1 is the number of nodes in region 1. Here, the vector
�2 holds those nodal values in the silencer section that lie in
the airway �region R2�, including nodes with location y− �for
example, nodes b and l in Fig. 2�b��. Similarly, vector �2

holds those nodal values �for eigenfunction ��y ,z�� in the

FIG. 2. �a� Example of nodal locations near a perforate for an automotive
silencer.13 �b� Example of nodal locations for a single splitter.
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inlet duct that lie on transverse locations identical to loca-
tions chosen for the nodes making up �2. This assumes that
each node lying adjacent to a perforate in the silencer section
also lies in the airway �for example, nodes a and j in Fig.
2�b��. Thus, vectors �2 and �2 both have a length N2. Con-
tinuity of axial velocity over plane A yields

�
j=0

N1

Fj� j�2j − �
j=0

N1

Aj� j�2j

= �
m=0

Nc

Bm�m�2m − �
m=0

Nc

Cm�m�2m, on R2. �47�

For plane B, continuity of pressure yields

�
m=0

Nc

Bm�2me−ik0�mL + �
m=0

Nc

Cm�2meik0�mL

= �
n=0

N1

Dn�2n, on R2, �48�

and continuity of axial particle velocity

�
m=0

Nc

Bm�m�2me−ik0�mL − �
m=0

Nc

Cm�m�2meik0�mL

= �
n=0

N1

Dn�n�2n, on R2. �49�

For each splitter fairing, zero normal particle velocity over
plane A yields

�
m=0

Nc

Bm�m�3m − �
m=0

Nc

Cm�m�3m = 0, on R3, �50�

and, for plane B,

�
m=0

Nc

Bm�m�3me−ik0�mL − �
m=0

Nc

Cm�m�3meik0�mL = 0, on R3.

�51�

Here, region R3 encompasses all nodes that lie in the porous
material, including nodes on a perforate with location y+, so
that vector �3 has a length N3. Finally, zero normal particle
velocity over each splitter fairing is enforced for the inlet and
outlet duct. Matching takes place over those nodes lying ad-
jacent to region R3, but does not include those nodes lying
adjacent to a perforate. For example, in Fig. 2�b�, conditions
are enforced over nodes h, f , and d. Thus, for plane A,

�
j=0

N1

Fj� j�3j − �
j=0

N1

Aj� j�3j = 0, on R3, �52�

and, for plane B,

�
n=0

N1

Dn�n�3n = 0, on R3. �53�

Here, vector �3 contains all nodes adjacent to region R3

except those lying on the perforate, so that vector �3 has a
length of N3−Np, where Np denotes the number of nodes

positioned inside a splitter but adjacent to a perforate �nodes
that have position y+, for example nodes c and k in Fig.
2�b��. Equations �46�–�53� form a complete set of 4�N2

+N3�−2Np equations �the collocation points� and 2�N1+Nc�
unknowns �the modal amplitudes�, since N1=N2+N3−Np. It
is convenient to rewrite Eqs. �46�–�53� and to introduce Cm

= C̃me−ik0�mL to yield the final set of matching conditions:

�
j=0

N1

Aj�2j − �
m=0

Nc

Bm�2m − �
m=0

Nc

C̃m�2me−ik0�mL = − �
j=0

N1

Fj�2j ,

�54�

�
j=0

N1

Aj� j�2j + �
m=0

Nc

Bm�m�2m − �
m=0

Nc

C̃m�m�2me−ik0�mL

= �
j=0

N1

Fj� j�2j , �55�

�
m=0

Nc

Bm�m�3m − �
m=0

Nc

C̃m�m�3me−ik0�mL = 0 , �56�

�
j=0

N1

Aj� j�3j = �
j=0

N1

Fj� j�3j , �57�

�
m=0

Nc

Bm�2me−ik0�mL + �
m=0

Nc

C̃m�2m − �
n=0

N1

Dn�2n = 0 , �58�

�
m=0

Nc

Bm�m�2me−ik0�mL − �
m=0

Nc

C̃m�m�2m − �
n=0

N1

Dn�n�2n = 0 ,

�59�

�
m=0

Nc

Bm�m�3me−ik0�mL − �
m=0

Nc

C̃m�m�3m = 0 , �60�

�
n=0

N1

Dn�n�3n = 0 . �61�

Equations �54�–�61� may be solved only after appropriate
modal amplitudes Fj, which describe the incident sound
field, have been specified. Source models are discussed in
detail elsewhere �see, for example, work by Kirby and
Lawrie,10 Mechel,11 and Joseph et al.14�, although the most
plausible representation of the noise emanating from a fan
appears to be the assumption of equal modal energy density
�EMED� for propagating modes. Accordingly, the inlet
modal amplitudes, assuming EMED, are given as11

�Fj

p0
�2

= I0� Ij �
m=0

NI

�m, �62�

where p0 is a reference pressure chosen here, arbitrarily, to
be equal to unity; NI is the number of modes propagating in
the inlet duct �for modes that are “cut off,” F=0�, and
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In = �
R1

��n�y,z��2 dydz . �63�

Note that other source models, such as equal modal power,
may readily be introduced here but are omitted in order to
reduce the number of results presented later on. A finite el-
ement eigenvalue solution for the inlet duct yields an unor-
dered list of eigenvalues, which are sorted and numbered so
that m=0 has the smallest imaginary part, m=1 the second
smallest imaginary part, and so on. Thus, Eq. �62� remains in
general form, and the integral in Eq. �63� is computed nu-
merically. After determining appropriate values for Fj, Eqs.
�54�–�61� are solved simultaneously to find the 2�N1+Nc�
unknown modal amplitudes.

A common method for representing silencer perfor-
mance is the silencer transmission loss �TL�, which is de-
fined as the ratio of transmitted to incident sound powers
�note that for experimental measurements undertaken accord-
ing to ISO standards,15 the transmission loss of a silencer is
equivalent to the insertion loss�. The inlet sound power is
equal to unity, hence, in decibels

TL = − 10 log10 �
n=0

NI
�nIn�Dn�2

I0
. �64�

III. RESULTS AND DISCUSSION

The addition of higher-order incident modes aims to rep-
licate the incident sound pressure field typically present in a
real HVAC ducting system. The measurement of silencer
performance, when placed in situ, does, however, present
many difficulties, not least in accurately measuring the sound
pressure field emitted by a fan. To overcome these difficul-
ties, laboratory measurements for splitter silencers are nor-
mally performed using plane wave excitation. For example,
the measurements reported by Mechel12 were performed ac-
cording to standards �see also BS 723515� that stipulate an
incident sound field with “dominating plane wave mode.”
Accordingly, comparison between prediction and experiment
is restricted here to transmission loss curves measured under
plane wave excitation; the proposed model for multi-modal
excitation is investigated theoretically and reported sepa-
rately.

The absorbent material in each splitter is assumed to be
fibrous and bulk reacting. Accordingly, the generalized re-
sults of Delany and Bazley16 yield


 = 0.189�−0.595 + i�1 + 0.098�−0.7� �65�

for the propagation constant and

���� = − �0
�0.087�−0.732 + i�1 + 0.057�−0.754�� �66�

for the complex density. Here, � is a nondimensional fre-
quency parameter given by �=�0f /�, where f is frequency
and � is the flow resistivity of the porous material. The for-
mulas of Delany and Bazley are known to be invalid at low
frequencies, and so the semi-empirical correction formulas of
Kirby and Cummings17 �see also Ref. 13� are adopted here to
alleviate this inconsistency. Note that this method replicates,
as far as possible, Delany and Bazley’s regression formulas

over the frequency range for which their data are known to
be valid; outside of this frequency range, plausible limiting
values are substituted. The theoretical analysis presented
here is, however, sufficiently general so that alternative mod-
els for the porous material may be substituted �see, for ex-
ample, alternative models suggested by Wilson18 and Allard
and Champoux19�. The impedance of the perforate is given
as13

� = ��� − 0.425ik0dp�����/�0 − 1��/� , �67�

where

�� = �1 + t/dp��8k0�/c0 + ik0dp�0.25 + t/dp� . �68�

Here, t is the thickness of the perforate, dp is the hole diam-
eter, � is the perforate area porosity, and � is the kinematic
viscosity of air.

A. Plane wave excitation

The experimental data reported by Mechel12 are used
here in order to compare prediction with experiment. The
assumption of plane wave excitation greatly simplifies the
analysis since silencer symmetry may be utilized in order to
reduce the problem from three to two dimensions �x, y
plane�. Accordingly, the silencers tested by Mechel12 may be
simplified and a duct lined on opposite walls analyzed.
Mechel examined five different silencer configurations, for
which each splitter contained an end fairing, although no
perforate was present. Only three of the five silencer configu-
rations reported by Mechel are studied here, as this is
deemed sufficient to evaluate the current analysis. The di-
mensions of each silencer, after accounting for lines of sym-
metry, are listed in Table I. A comparison between the mea-
surements of Mechel12 and predictions for silencer A is
shown in Fig. 3. Predictions are shown with and without
splitter fairings �see Ref. 10 for an equivalent model that
omits splitter fairings� and for a high perforate porosity ��
=0.95� so that any effects of the perforate in the current
analysis are negligible. Agreement between prediction and
experiment in Fig. 3 is good, although in the medium fre-
quency range some discrepancies are evident. Agreement is
similar to that reported by Mechel,12 who assumes a locally
reacting liner, although for the medium frequency range the
current method tends to over predict transmission loss,
whereas Mechel underpredicts transmission loss. The good
agreement between the two methods at low and high fre-
quencies suggests that, at these frequency extremes, perfor-
mance depends strongly on the silencer geometry. Moreover,
the effect of adding splitter fairings is clearly evident, al-
though only within the medium frequency range, which fur-

TABLE I. Data for silencers.

Silencer
d1
�m�

h1
�m�

d2
�m�

h2
�m�

d3
�m�

L
�m�

H
�m�

�
�Pa s /m2�

A 0.18 0.24 0.18 … … 1.5 … 11 000
B 0.1 0.2 0.1 … … 0.5 … 12 500
C 0.1 0.05 0.1 … … 0.5 … 12 500
D 0.1 0.1 0.2 0.1 0.1 0.9 0.9 8000
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ther supports this observation. The peak in transmission loss
seen for silencer A �and also for silencers B and C to follow�
is caused by the cut-on of the �0,2� mode in regions R1 and
R4. Such a peak in transmission loss is observed only in
studies of finite length HVAC silencers �that include the
inlet/outlet ductwork� and may be seen also in the predic-
tions of Mechel.12

The material in silencer B has a higher flow resistivity
than that in silencer A, and also a smaller cross-sectional
area. Figure 4 reveals a maximum discrepancy of about 4 dB
between prediction and experiment, although the current
model again overpredicts silencer performance in the me-
dium frequency range. Here, direct comparison between pre-
diction and experiment is difficult as the experiment adopts a
one-third-octave band analysis, whereas predictions are nar-
row band. Hence, experimental measurements are unlikely to
exhibit the marked peaks seen in predicted transmission loss.
Mechel12 does, however, appear to obtain better agreement
for this silencer at frequencies close to 1 kHz, although again
the silencer transmission loss is under predicted.

For silencers A and B, consistent differences between
the current model and that of Mechel12 exist: the current

model tends to overpredict transmission loss, whereas
Mechel tends to underpredict transmission loss, especially in
the medium frequency range. This difference is not surpris-
ing given that Mechel suppresses sound propagation in the
material itself. However, neither method accurately repro-
duces experimental measurements over the whole frequency
range, even though the current method properly represents
the propagation of sound within the absorbing material. The
accuracy of predictions do, however, compare well with
those reported for dissipative automotive exhaust silencers,
especially if one takes into account the relative complexity of
the current silencer. It is possible that the differences ob-
served between the current predictions and experimental
measurements may partly be explained by inaccurate charac-
terization of the absorbing material: the bulk acoustic prop-
erties are based here on the Delany and Bazley coefficients16

averaged over a number of fibrous materials, and these may
not accurately represent the performance of an individual
real material. Note that the material data referred to by
Mechel12 were also obtained after averaging measurements
over a number of fibrous materials and predictions are very
similar to those found when using Delany and Bazley’s co-
efficients. Furthermore, discrepancies at medium and high
frequencies may be caused by neglecting the effects of struc-
tural flanking transmission, which may appear in the form of
noise bypassing the silencer and traveling along the duct
walls or, alternatively, breaking out of the test duct and
breaking back in downstream of the silencer.

Silencer C has a more extreme geometry as the airway
takes up only 20% of the overall cross-sectional area. Com-
parison between prediction and experiment in Fig. 5 shows
discrepancies that are far more pronounced than for silencers
A and B, especially above 1 kHz. Mechel12 observed similar
discrepancies, and both methods significantly overpredict si-
lencer performance at higher frequencies. Mechel proposed
that assuming a locally reacting material caused these dis-
crepancies. The current analysis addresses this issue by treat-
ing the material as bulk reacting, although it is evident in
Fig. 5 that agreement with measured data has not signifi-
cantly been improved. Thus, at higher frequencies the model

FIG. 3. Transmission loss for silencer A: •, experiment;12 ———, prediction
with fairings �N1=41, Nc=43; – – –, prediction without fairings �N1=Nc

=41�.

FIG. 4. Transmission loss for silencer B: •, experiment;12 ———, prediction
with fairings �N1=33, Nc=35�; – – –, prediction without fairings �N1=Nc

=33�.

FIG. 5. Transmission loss for silencer C: •, experiment;12 ———, prediction
with fairings �N1=21, Nc=23�; – – –, prediction without fairings �N1=Nc

=21�; –-–-–, three-dimensional model, EMED excitation, prediction with
fairings �N1=533, Nc=585�.
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used for the porous material cannot explain discrepancies;
instead, it is highly likely that these differences are caused by
structural flanking transmission. Cummings and Astley20 in-
vestigated this effect for lined ducts and showed that flanking
transmission places limits on silencer performance. They
note also, “If the silencer presents a large attenuation �at a
particular frequency� to the internal sound field, especially
by virtue of its length, there is a possibility that flanking
paths may exist, resulting in loss of acoustic performance.”
Furthermore, Brandstätt et al.9 examine silencers similar to
those studied here and use experimental techniques that are
likely to be similar to those used by Mechel12 �given the
commonality in institutions between the lead authors�.
Brandstätt et al. acknowledge that flanking transmission may
limit the attenuation values measured for their silencers, al-
though they postulate that this effect is limited only to the
medium frequency range �around 1 kHz�. Brandstätt et al.
further suggest that discrepancies between prediction and ex-
periment at higher frequencies are caused by “reflection at
the splitter, but also…higher-order modes in the air passage
which are well attenuated.” However, current results—that
include all relevant duct modes—do not support the latter of
these observations, as predictions lie above measured trans-
mission loss values at higher frequencies. Instead, current
results support the observations of Cummings and Astley20

since a loss of silencer performance is observed at regions of
high attenuation and this includes in the higher frequency
range. Accordingly, the omission of structural flanking trans-
mission limits the applicability of the current approach, at
least for silencers that present a large attenuation at a par-
ticular frequency.

B. Multi-mode excitation

In HVAC ducts a multi-mode incident sound field,
driven by the fan, is likely to be present above the cut-on
frequency of the first higher order duct mode. It is normal to
assume that these higher order modes share a common prop-
erty, for example, equal modal energy density �EMED�.11,14

Modeling a multi-mode incident sound field does, however,
require a fully three-dimensional approach, as lines of sym-
metry no longer exist.11 Accordingly, a two-dimensional ei-
genvalue analysis �y, z plane� is necessary and this incurs a
significant increase in computational expenditure when com-
pared to the one-dimensional eigenvalue �y plane� approach
suitable for plane wave excitation.

The effect of an EMED incident sound field on the
acoustic performance of silencer C is shown in Fig. 5 �as-
suming a representative duct height of 0.4 m, as Mechel12

did not publish values of H for his test silencers�. For this
silencer, transmission loss predictions are generally lower
than for plane wave excitation. This behavior is likely to be
caused by higher order modes propagating at angles that by-
pass the splitter fairings. This effect depends on silencer ge-
ometry and frequency, as well as the choice of absorbing
material, although it is possible, under some circumstances,
for the splitter fairings to preferentially reflect higher-order
modes.

The multi-mode predictions for silencer C were gener-

ated using a transverse mesh refined according to excitation
frequency. As frequency increases it’s normal to increase the
number of degrees of freedom in the finite element mesh: as
a general guideline, between seven and ten finite element
nodes should be adopted per wavelength.21 Thus, for HVAC
silencers a very large number of degrees of freedom are often
necessary, even for relatively small silencers. For example, at
2 kHz, values of N1=533 and Nc=585, were found to be
necessary for silencer C; at 4 kHz double this number are
required. It is clear that matrix dimensions can quickly be-
come very large for multi-mode excitation, and transmission
loss predictions for silencer C stop at 4 kHz in Fig. 5 because
of computational limitations. Furthermore, at higher frequen-
cies the number of propagating incident modes becomes very
large: at 4 kHz, 96 modes are found to propagate. Many of
these incident modes have very similar wave numbers and
numerical problems arise if these modes are not accurately
computed. In a real HVAC duct it is, however, unlikely that
this number of incident modes will propagate at higher fre-
quencies, and the usefulness of adopting EMED is probably
limited at higher frequencies.

The computational expenditure associated with model-
ing three-dimensional sound propagation encourages an in-
vestigation into the feasibility of approximating silencer per-
formance using a two-dimensional approach. In Fig. 6
comparison between predictions generated with and without
the assumption of cross-sectional symmetry are shown for a
splitter silencer �silencer D, see Table I� that represents si-
lencers typically found in HVAC systems. Silencer D con-
tains both a perforate and splitter fairings: for the perforate,
t=1 mm, dp=3.5 mm, and �=0.3. Transmission loss predic-
tions shown in Fig. 6 were generated using a two-
dimensional representation of the splitter �x, y axis�, for
0�y�b, and 0�y�b /2, and these are compared against a
three-dimensional solution. Silencer D is larger than silencer
C and computational resources restrict predictions for the
three-dimensional approach to a maximum frequency of 2
kHz �where N1=633 and Nc=765�. A comparison between
two- and three-dimensional predictions shows reasonably
good agreement and generally the predictions are within 10

FIG. 6. Transmission loss predictions for silencer D with EMED excitation:
———, three-dimensional model; – – –, two-dimensional model for 0�y
�b �N1=25, Nc=29�; –-–-–, two-dimensional model for 0�y�b /2 �N1

=13, Nc=15�.

2310 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Ray Kirby: Rectangular splitter silencers



dB of one another. It is evident that the two-dimensional
model, encompassing 0�y�b, produces better agreement
with three-dimensional predictions, when compared to the
model encompassing 0�y�b /2; this is to be expected, as a
greater number of incident modes are included in the former
model. Although the level of agreement between two- and
three- dimensional formulations will depend on the particular
silencer chosen, after analyzing a number of different splitter
silencers �not shown here� the predictions shown in Fig. 6
appear to be representative of the general level of agreement
to be expected. Therefore, it appears sensible, at least in the
preliminary stages of an iterative design procedure, to adopt
a two-dimensional model for a splitter silencer, even if the
silencer is excited by higher order modes. Accordingly, all
further results presented here were obtained using a two-
dimensional representation �x, y plane� of the splitter si-
lencer.

It is interesting to examine the effect of splitter fairings
on the sound pressure distribution in the duct. For silencer D,
the relative sound pressure level at a frequency of 1.5 kHz,
calculated using a two-dimensional �0�y�b /2� representa-
tion, is shown with splitter fairings in Fig. 7, and without
fairings in Fig. 8. The influence of the fairings on sound

pressure distribution is most obvious in the inlet duct, espe-
cially close to the inlet plane of the silencer. It is interesting
also to note that the sound pressure fields, downstream of the
silencer, are similar to one another in Figs. 7 and 8, espe-
cially well away from the silencer outlet plane. Moreover,
the complex nature of this sound pressure field demonstrates
the difficulty in measuring accurately silencer performance
when higher order modes propagate downstream of the si-
lencer.

The influence of perforate porosity on silencer transmis-
sion loss is shown, for silencer D, in Fig. 9. Here, the same
perforate porosity is used for each baffle and it’s evident that,
as the perforate area porosity is reduced, the transmission
loss increases slightly at low frequencies but reduces signifi-
cantly at higher frequencies. This behavior is similar to that
found by other authors1,13 and indicates that, at least for
larger HVAC silencers, it is preferable to use perforates with
a high percentage open area. The model developed in Sec. II
also allows for a different perforate porosity to be used for
each splitter. By altering perforate porosity it is possible to
manipulate the transmission loss curves shown in Fig. 9,
although after conducting a number of numerical tests an
improvement in transmission loss, over and above that found
for a nominal limiting value of �=0.4, was not forthcoming.
Similarly, it is straightforward to alter the material properties
for each splitter section, however after a number of paramet-
ric studies only relatively minor modifications in silencer
performance were observed—predominantly in the medium
frequency range. Moreover, such modifications in perfor-
mance depend heavily on the silencer geometry chosen,
which prevents the formulation of general guidelines regard-
ing the optimum choice of material properties in splitters.

Transmission loss predictions obtained in the absence of
splitter fairings and a perforate �see Ref. 10� are also shown
in Fig. 9. It is clear that splitter fairings have a significant
effect on silencer performance and, for the silencers studied
here, the effect of splitter fairings is more noticeable when
higher-order modes are present in the inlet duct.

FIG. 7. Sound pressure distribution at 1500 Hz for silencer D with splitter
fairings, 0�y�b /2.

FIG. 8. Sound pressure distribution at 1500 Hz for silencer D without split-
ter fairings, 0�y�b /2.

FIG. 9. Transmission loss predictions for silencer D with EMED excitation
�N1=25, Nc=29�: ———, �=0.4 with splitter fairing; – – –, �=0.3 with
splitter fairing; –-–-–, �=0.1 with splitter fairing; –� – �–, without perfo-
rate and fairing.
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IV. CONCLUSIONS

A two-dimensional analysis for a splitter silencer pro-
vides reasonable agreement with results obtained using a
three-dimensional model. The largest discrepancy between
the two methods is in the medium frequency range. The
computational savings found when using the two-
dimensional model are significant and it appears preferable
to adopt a two-dimensional model, at least for a preliminary
iterative design procedure.

Results indicate that, for splitter silencers, it is prefer-
able to adopt as high a perforate porosity as possible and that
no significant improvement in performance can be obtained
by varying the porosity for different baffles. General guide-
lines do not, however, readily present themselves when it
comes to the choice of absorbing material for each splitter.
Moreover, at low and high frequencies silencer performance
largely depends on silencer geometry rather than the type of
material chosen.

Splitter fairings significantly affect HVAC silencer per-
formance. This effect is most noticeable in the medium fre-
quency range, and when the silencer is excited by higher
order modes. Thus, laboratory measurements, or theoretical
predictions, based on a predominantly plane wave sound
source are unlikely to represent accurately the performance
of a silencer in a real ducting system. Moreover, structural
flanking effects may also limit both the accuracy of the cur-
rent modeling approach, and also the applicability to real
systems of silencer measurements taken under laboratory
conditions �in which structural flanking has been sup-
pressed�.

1A. Cummings, “Sound attenuation in ducts lined on two opposite walls
with porous material, with some application to splitters,” J. Sound Vib.
49, 9–35 �1976�.

2D. A. Bies, C. H. Hansen, and G. E. Bridges, “Sound attenuation in rect-
angular and circular cross-section ducts with flow and bulk-reacting liner,”

J. Sound Vib. 146, 47–80 �1991�.
3S. K. Kakoty and V. K. Roy, “Bulk reaction modeling of ducts with and
without mean flow,” J. Acoust. Soc. Am. 112, 75–112 �2002�.

4A. Cummings and N. Sormaz, “Acoustic attenuation in dissipative splitter
silencers containing mean fluid flow,” J. Sound Vib. 168, 209–227 �1993�.

5R. J. Astley and A. Cummings, “A finite element scheme for attenuation in
ducts lined with porous material: comparison with experiment,” J. Sound
Vib. 116, 239–263 �1987�.

6R. Ramakrishnan and W. R. Watson, “Design curves for rectangular split-
ter silencers,” Appl. Acoust. 35, 1–24 �1992�.

7R. Ramakrishnan and R. Stevens, “Improving the accuracy of duct inser-
tion loss predictions,” J. Sound Vib. 169, 423–427 �1994�.

8L. L. Beranek, Noise and Vibration Control �McGraw-Hill, New York,
1971�.

9P. Brandstätt, W. Frommhold, and M. J. Fisher, “Program for the compu-
tation of absorptive silencers in straight ducts,” Appl. Acoust. 43, 19–38
�1994�.

10R. Kirby and J. B. Lawrie, “A point collocation approach to modeling
large dissipative silencers,” J. Sound Vib. 286, 313–319 �2005�.

11F. P. Mechel, “Theory of baffle-type silencers,” Acustica 70, 93–111
�1990�.

12F. P. Mechel, “Numerical results to the theory of baffle-type silencers,”
Acustica 72, 7–20 �1990�.

13R. Kirby, “Transmission loss predictions for dissipative silencers of arbi-
trary cross section in the presence of mean flow,” J. Acoust. Soc. Am. 114,
200–209 �2003�.

14P. Joseph, C. L. Morfey, and C. R. Lowis, “Multi-mode sound transmis-
sion in ducts with flow,” J. Sound Vib. 264, 523–544 �2003�.

15European Standard EN ISO 7235, “Measurement procedures for ducted
silencers—insertion loss, flow noise and total pressure loss” �2003�.

16M. E. Delany and E. N. Bazley, “Acoustical properties of fibrous materi-
als,” Appl. Acoust. 3, 105–116 �1970�.

17R. Kirby and A. Cummings, “Prediction of the bulk acoustic properties of
fibrous materials at low frequencies,” Appl. Acoust. 56, 101–125 �1999�.

18D. K. Wison, “Simple, relaxational models for the acoustical properties of
porous media,” Appl. Acoust. 50, 17–188 �1997�.

19J.-F. Allard and Y. Champoux, “New empirical equations for sound propa-
gation in rigid frame fibrous materials,” J. Acoust. Soc. Am. 91, 3346–
3353 �1992�.

20A. Cummings and R. J. Astley, “Effects of flanking transmission on sound
attenuation in lined ducts,” J. Sound Vib. 179, 617–646 �1995�.

21R. J. Astley, “Finite elements in acoustics,” Proceedings of Internoise 98,
Christchurch, New Zealand, 1998.

2312 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Ray Kirby: Rectangular splitter silencers



Vibroacoustics of three-dimensional drum silencer
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When a segment of a rigid duct wall is replaced by a membrane and is backed by a cavity, incident
noise induces membrane vibrations and causes noise reflection. The reflection is effective over a
broad band in the low-frequency region when a certain high tension is applied on the membrane in
the axial direction of the duct. The device is thus called a drumlike silencer. The existing
vibroacoustic theory is based on a two-dimensional duct model and the membrane is reduced to a
one-dimensional string. This study extends the theory to three dimensions for the duct and two
dimensions for the membrane which has all four edges fixed. It is shown, analytically, that the lateral
tension is always detrimental to the silencing performance. However, the optimal performance of the
one-dimensional string is recovered exactly when the lateral tension on the two-dimensional
membrane vanishes despite the very different boundary conditions. The conclusion is validated
experimentally, paving the way for the application of the drum silencer in which the cavity is
completely separated from the gas flow in the duct. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2010353�

PACS number�s�: 43.50.Gf, 43.20.Tb, 43.20.Ks �DKW� Pages: 2313–2320

I. INTRODUCTION

The problem of duct noise is found in many industrial
and domestic applications, such as ventilation systems and
exhaust chimneys. Existing noise abatement techniques can
be broadly categorized by three approaches: sound absorp-
tion, sound reflection, and active noise control using destruc-
tive acoustic interference. Lining a duct with sound absorb-
ing material, mostly porous, has been very common and
often the most reliable engineering solution �Mechel and
Vér, 1992; Ingard, 1994�. If, for chemical or other reasons
within the exhaust gas, the use of a porous material is not
desirable, alternative sound absorbing structures are used.
Most such structures utilize the principle of Helmholtz reso-
nator �Fuchs, 2001�, of which microperforation is one �Maa,
1975, 1998�. Like duct lining of fibrous material, arrays of
Helmholtz resonators can also provide effective noise ab-
sorption for a broad frequency band. However, one of the
drawbacks of sound absorption is that, in general, it does not
work well for very low frequencies, such as those below 200
Hz. The reason is that air is essentially incompressible at low
frequencies. A cavity housing the sound absorption material
would appear to be small relative to the wavelength, and the
rigid walls of the cavity constrain the motion of air which
then appears to be stiff. The problem of air stiffness also
occurs in the use of a loudspeaker as a secondary source in
active noise control. The loudspeaker becomes very ineffec-
tive at low frequencies when its back is enclosed by a cavity
with rigid walls. Without such a rigid cavity, a device of
active noise control would cause noise leaking instead of
noise cancellation.

In some cases, the technique of sound reflection is more
convenient to apply, or is at least highly complementary to

the use of sound absorption technique, the most typical ex-
ample being the vehicle exhaust muffler. The principle be-
hind this technique is the use of discontinuity of acoustic
impedance in a duct, such as an expansion chamber. For the
same degree of impedance discontinuity, a sound wave re-
flector could be equally effective for low and intermediate
frequencies. However, to achieve a very high rate of noise
reduction in the receiving end of the duct, the expansion
chamber has to be very large. This contrasts with the tech-
nique of duct lining for which the principal requirement con-
cerns its length in the direction of the duct axis. The sudden
expansion creates serious problems for any flow the duct
may carry. Flow separation may occur and it results in more
noise. Besides, passband exists in an expansion chamber.
These drawbacks have prompted the present authors to intro-
duce a tensioned membrane as a means of achieving broad-
band sound reflection in the region of low frequencies. As
shown in Fig. 1, the prototype device is, broadly speaking,
an expansion chamber with two side-branch cavities covered
by light membranes under a fairly high tension, hence the
name drumlike silencer, or simply drum silencer, in our pre-
vious publications.

The development of the drum silencer up to this point is
briefly summarized here. The starting point was the explora-
tion of acoustic impedance discontinuity inspired by the
property of flexible tube in human respiratory system �Huang
et al., 1995; Huang, 1999�. The propagation of sound waves
coupled with the flexual waves of a membrane tends to be
much slower than the free sound waves in air. Such low
wave speed has also been measured experimentally �Huang
et al., 2000�. The crucial advantage of such flexible tube is
the preservation of a smooth flow passage. When utilized as
a silencer, this feature carries two benefits. The first is the
absence of any extra air pressure loss, such as that caused by
flow separation in an expansion chamber, and the associateda�Electronic mail: mmlhuang@polyu.edu.hk
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extra noise from such turbulent flow. The second benefit is
the complete separation of the gaseous flow in the duct from
the cavity, which eliminates the chance of dust accumulation
and other possible long-term environmental and maintenance
problems. The complete separation of flow in the duct from
the cavity also allows the use of a low impedance gas, such
as helium, to fill the cavity to further enhance the silencer
performance �Choy and Huang, 2003�. Physically speaking,
what happens in a drum silencer is as follows. When a sound
wave is incident from the left-hand side of the device, it
induces the membrane to vibrate and this vibration radiates
sound in both left-hand and right-hand sides of the duct. The
left-traveling waves form the reflected sound, while the
right-traveling waves combine with the incident wave and
form the transmitted sound. The principle of acoustic energy
conservation guarantees that whatever amount of wave is
reflected is accompanied by the same amount of reduction in
the energy flux of the transmitted wave. In other words, the
acoustic interference at the right-hand side is definitely de-
structive as the incident wave is the only energy flow source.
Acoustically, the device behaves like a secondary source in
the active noise control technique, the difference being the
absence of sensors, actuators, and a control circuit. The im-
portant question of cavity air stiffness arises also, and the
work has been carried out to optimize the design parameters
such that the widest possible stopband is created with a given
cavity volume �Huang, 2004�. Both analytical �Huang, 2002�
and experimental results �Choy and Huang, 2002� show that
the performance of the drum silencer is very good.

It may be said that the use of membrane in noise abate-
ment engineering is not entirely new. For example, panel
absorbers were used in broadcasting studios and other archi-
tectural practices �Brown, 1964; Ford and McCormick, 1969;
Sakagami et al., 1996; Horoshenkov and Sakagami, 2001�,
membrane absorbers were also used as a splitter silencer in
the form of arrays of Helmholtz resonators �Frommhold et
al., 1994�. However, in all these applications, the membrane,
or panel, is a component of resonator which works for a
narrow frequency band, and the structural mass is a means to
achieve a low resonance frequency. To the best of the au-
thors’ knowledge, the use of tensioned membrane to actively
promote the vibroacoustic interaction for the purpose of
wave reflection was new and unique �Huang, 1999�.

The theoretical studies on the drumlike silencer have so
far been confined to two dimensions for the duct, and one
dimension for the membrane, which is essentially a string.

However, the theoretical model was realistic enough to be
simulated by an experimental rig to validate the theory
�Choy and Huang, 2002�. In such an experiment, the two
edges of the membrane at y=0, w, where w is the membrane
width, are free to move, and it in fact moves in step with the
whole width of the membrane. With such a construction, the
cavity is not air-tight, and it contradicts with the important
potential environmental advantage of the device, namely the
absolute separation between the duct and the cavity. To be
air-tight, the four edges of the membrane have to be fixed on
the duct walls so that the dusts from the gaseous flow are
prevented from entering the cavity. Such boundary condition
would inevitably make the membrane response highly two-
dimensional, and the sound waves in the duct and cavity
three-dimensional. The main motivation behind the current
study is the concern of whether a membrane fixed on all
edges would still yield the same silencing performance as the
rather idealistic two-dimensional �2D� model. This concern
arises since the constraints at all edges apparently reduce the
response of the membrane to incident sound.

In what follows in Sec. II, complete formulation is given
for the solution of the three-dimensional �3D� problem with
all membrane edges fixed. The effect of the lateral tension,
Ty, is studied in detail, and is found to be detrimental to the
silencing performance. The special design of Ty =0 is studied
in Sec. III. It is shown, analytically, that a 3D device with
such property gives identical silencing performance as a
drum silencer constructed on the basis of the 2D model de-
spite the very different boundary conditions. This conclusion
is encouraging and is validated experimentally.

II. THEORY

In the following, the formulation for calculating the re-
sponse of the two-dimensional membranes in a three-
dimensional duct is presented following the standard Galer-
kin procedure. The resulting set of linear equations is solved
by general matrix inversion techniques. The effect of modal
truncation is discussed first, followed by the study of the
effect of the lateral tension, Ty.

A. The three-dimensional model

As shown in Fig. 1, a rectangular duct of height h and
width w is equipped with two rigid-walled cavities of length
L and depth hc on two opposite sides. Each cavity is covered
by a membrane of length L and width w, which forms part of
the otherwise rigid duct wall. The membranes are fixed at the
leading and trailing edges of x=0, L, as well as at the other
two edges at y=0, w, which are henceforth called the lateral
edges. A tensile force of Tx is applied on the membrane in the
axial direction of the duct, and another tensile force of Ty is
applied in the y direction. Plane incident wave pi is intro-
duced from the left-hand side with a unit amplitude. This
wave induces membrane response of displacement ��x ,y , t�
in the z direction with velocity V=�� /�t. The vibration radi-
ates sound and imposes a radiation pressure on the mem-
brane surface. The problems of acoustics and membrane vi-
bration are fully coupled. As shown in the figure, the final
reflected wave is denoted as pr, and the transmitted wave pt

FIG. 1. Configuration of a drum silencer with two identical modules of
cavity-backed membrane. Each cavity has a length of L, depth hc, and width
w.
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assuming no further reflection in the far right-hand side. The
transmission loss TL is defined as follows for harmonic in-
cident wave pi:

pi�x,t� = exp�i��t − kx�� ,

�1�
TL = 20 log10�pi/pt� = − 20 log10�pt� ,

where �=2�f and k=� /c0 are the angular frequency and the
wave number, respectively, f is the frequency, and c0 is the
speed of sound in free space. The task now is to choose a set
of properties for the membrane and cavity which would yield
a TL higher than a certain criterion value over a widest pos-
sible continuous frequency band f � �f1 , f2�. The ratio f2 / f1

can be seen as a logarithmic bandwidth, which is adopted as
the quantity to be maximized in an optimization exercise for
which more details are given in Huang �2004�. Briefly, f2 / f1

is maximized for a given cavity volume Lhc and the main
variables are the membrane tension and cavity shape. The
motivation behind using such a bandwidth definition is the
desire to put due emphasis on the low-frequency perfor-
mance, which is a technical challenge in duct noise abate-
ment.

The dynamics equation for the lower membrane with its
nominal position at z=0 is

ms
�2�

�t2 − Tx
�2�

�x2 − Ty
�2�

�y2 + �pi + �p� = 0, �2�

where ms is the mass per unit area of the membrane, �p
= p+− p− is the fluid loading acting on the upper �+� and
lower �−� sides of the membrane induced by the membrane
vibration itself. The solution for the problem with two iden-
tical membranes is simplified to a problem in which one
membrane is installed in a duct of height h /2 and the sym-
metric plane of z=h /2 is replaced by a solid wall. With this
simplification, the presence and the effect of the upper mem-
brane at z=h are ignored in the subsequent theoretical devel-
opment. However, the duct height h is still used in the for-
mulation as a length scale.

Notice that the effect of the bending stiffness, B�4� /�x4,
has been left out of the dynamics equation �2�. Here, B
=Es3w /12 is the flexual rigidity of the membrane of thick-
ness s, width w, and E is the Young’s modulus. The ratio of
the neglected bending term, B�4� /�x4, to that of the tensile
force, Tx�

2� /�x2, is examined here for the second in vacuo
vibration mode, �=sin�2�x /L�, which is shown later to be
the most important mode. The ratio is

� B�4�/�x4

Tx�
2�/�x2� =

Es3w�2��2

12TxL
2 . �3�

For the typical configuration used in the experiment of the
current study, a stainless steel of thickness s=0.025 mm is
used, E=190 GPa, w=0.1 m, L=0.5 m, and Tx=750 N.
The ratio turns out to be 5.21�10−6�1, confirming that
the structure is truly a membrane instead of a plate.

B. Solution to the model problem

The Galerkin procedure to solve the coupled problem is
outlined as follows. First, the fluid loading �p is divided into
three parts:

�p = p+rad − �p−rad + p−ref� , �4�

where p+rad and p−rad are the radiation sound pressures on
the upper and lower membrane surfaces at z=0+ and 0−,
respectively, when the two vertical cavity walls at x=0
and L are temporarily ignored. p−ref is the sound reflected
by the two vertical cavity walls. One way to relate these
pressures with the vibration velocity V is to express the
coupled membrane response as a combination of in vacuo
membrane vibration modes. For membranes fixed on all four
edges, the in vacuo modes, denoted by �, are simply sine
functions, as shown in the following,

V�x,y,t� =
��

�t
= ei�t�

j=1

�

�
q=1

�

Vjq� jq�x,y� ,

Vjq =
4

Lw
�

0

w 	�
0

L

V� jqdx
dy , �5�

� jq�x,y� = sin�j�x/L�sin�q�y/w� ,

where j and q are modal indices in x and y directions, re-
spectively, and the double summations are abbreviated as 	 jq

henceforth. For convenience, modal indices for the duct
acoustics and membrane vibration are indicated at the right-
hand side of Fig. 1.

The crucial step now is to relate the modal amplitudes
Vjq to the induced fluid loading �p. To do so, sound radiation
is first considered for a prescribed modal vibration of a unit
amplitude, Vjq=1, and the resultant fluid loading, denoted as
ei�t�p�jq��x ,y�, is also expanded into in vacuo modes of in-
dices j�q�,

Zjqj�q� =
4

Lw
�

0

w 	�
0

L

�p�jq�� j�q�dx
dy ,

�6�
�p = ei�t�

j,q
Vjq �

j�,q�

Zjqj�q�� j�q�.

Here, the matrix of Zjqj�q� can be called the modal impedance
of the membrane. When Eq. �2� is multiplied by � jq and
integrated over the membrane surface, it becomes a set of
linear equations,

L jqVjq + �
j,q,j�,q�

Zjqj�q�Vjq + Ijq = 0,

j = 1,2,3,…, q = 1,2,3,… , �7�

where L jq is the structural operator and Ijq is the modal am-
plitude of the incident wave pi, as shown below:
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L jq = msi� +
Tx

i�
� j�

L
�2

+
Ty

i�
�q�

w
�2

,

Fq = 2
1 − cos�q��

q�
= 
 4

q� , odd q

0, even q
� ,

Ij
�2D� = 2j�eikL/2	 1 − ei�−kL+j��

�j��2 − �kL�2
 . �8�

The key to solving Eq. �7� is finding the modal impedance
Zjqj�q�. To do so, p+rad , p−rad, and p−ref are needed. Formula-
tions for p+rad and p−rad are available in literature, such as
Doak �1973�, and p−ref is given in Huang �2002�. Since all
three pressure components have essentially the same func-
tional relationships in the directions of y and z, only p+rad is
shown below for essential discussions. Dropping the com-
mon time dependence factor eiwt from this point onwards, the
complex amplitude of the radiation pressure is written as

p+rad�x,y,z� =

0

2A
�
m=0

�

�
n=0

�

cmn�mn�y,z�

� �
0

w 	�
0

L

�mn�y�,z��V�x�,y��Gmn�x,x��dx�

�dy�,

�9�
Gmn�x,x�� = H�x − x��e−ikmn�x−x�� + H�x� − x�e+ikmn�x−x��

= cos�kmn�x − x��� − i sin�kmn�x − x��� ,

where primes indicate the source coordinates on the mem-
brane at z�=0, 
0 is the density of the undisturbed fluid,
Gmn�x ,x�� plays the role of a Green function, which contains
Heaviside functions H ,�mn is the duct acoustics modal func-
tion, cmn and kmn are, respectively, the associated modal
wave speed and wave number, which are defined in the fol-
lowing. The duct acoustics modes, denoted by �mn, satisfy-
ing the rigid wall condition and the homogeneous wave
equation in air,

� �2

c0
2 � t2 − �2�p = 0, �pwall = 0, �10�

are

p = �mn�y,z�exp�i��t ± kmnx��, m,n = 0,1,2,3,… ,

kmn =
�

cmn
, cmn =

ic0

��m�/kw�2 + �n�/kh�2 − 1
,

�mn = ��2 − �0m��2 − �0n�cos�m�y

w
�cos�n�z

h
� ,

1

A
� �

A

�mn�m�n�
* dA = 
0, �m,n� � �m�,n��

1, �m,n� = �m�,n�� ,
� �11�

where A=h�w is the cross section of the duct, and asterisk
in the last expression indicates the complex conjugate. Note
that the modal index for the common edge direction of y is q
for the membrane vibration but m is used for the duct acous-
tics. The radiation loading on the membrane at z=0 caused
by the membrane vibration of mode �j ,q� with a unit ampli-
tude is denoted as p+rad

�jq� ,

p+rad
�jq� =


0

2A
�
m=0

�

�
n=0

�

cmn�2 − �0m��2 − �0n�cos�m�y

w
�

� �
0

w

cos�m�y�

w
�sin�q�y�

w
�dy�

� �
0

L

sin� j�x�

L
�Gmn�x,x��dx�, �12�

and the modal impedance from this term is denoted as Z
jqj�q�
�+rad� ,

Zjqj�q�
�+rad� =

2
0L

h
I j j��

m=0

�

�
n=0

�

�2 − �0m��2 − �0n�cmnCmqCmq�,

Cmq = �
0

1

cos�m�
�sin�q�
�d


= 
 2q/�
q2−m2 , m + q = odd

0, m + q = even,
� �13�

I j j� =
1

L2�
0

L

sin�j��x/L�

�	�
0

L

sin�j�x�/L�Gmn�x,x��dx�
dx

=
j�j���eij� − e−ikmL��eij� + eij���

��kmL�2 − �j��2���kmL�2 − �j���2�

−
ikmL� j j�

�kmL�2 − �j��2 .

The double axial integration I j j�, is unlikely to vanish for
any mode due to the different nature of the traveling acoustic
waves and the standing waves on the structure. However,
subtle modal coupling arises from CmqCmq�. For example,
odd vibration mode of q=1 radiates sound which propagates
as even duct acoustics modes of m=0,2 ,4 ,…, and these
acoustics modes in turn add loading on odd membrane
modes of q�=1,3 ,5 ,… . The conclusion is that odd mem-
brane vibration modes put loading on odd modes and not on
even modes, vice versa. Obviously, self loading for q�=q is
the strongest.

There is a complete decoupling between odd and even
modes in the y direction. The set of linear equations in Eq.
�7� can be separated into two sets and solved separately. The
subset of equations for the even m modes are homogeneous
since the incident wave pi does not add load on even m
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modes, as can be seen from the y-integration for Fq and Ijq in
Eq. �8�. This means that all even q modes, q=2,4 ,6 ,…,
should vanish if the determinant for the set of equations for
the even modes does not vanish. When the determinant does
vanish, the system experiences free vibration without excita-
tion. As can be seen in the following, such a free vibration
does not radiate sound into the far field, and the system
therefore does not have fluid damping. A completely lossless
system could have a real eigenfrequency for these even
modes in the low-frequency range. In reality, there is always
some damping present in the system. It is therefore argued
that these even modes are not excited at all. Note that there is
also a complete decoupling of modal impedance between
odd and even modes in the axial direction, as shown earlier
in Huang �2002�. But the plane incident wave pi has loading
on both odd and even axial modes j. Therefore, both odd and
even axial modes are excited.

Substituting the modal coefficient Ijq given in Eq. �8�
and the modal impedance given in Eq. �13� into the linear
equations of Eq. �7�, the task of solution becomes essentially
the inversion of matrix. Once the membrane response is
found, the far field sound radiation can be calculated from
Eq. �9� considering only the plane wave mode, m=n=0 for
frequencies below the cut-on frequency of the duct, �
�� /h ,� /w. The combination of the downstream radiation
wave with the incident wave forms the transmitted wave,
while the upstream radiation becomes the reflection wave.
The reflected wave is

pr = p+radx→−� =

0c0

2A
eikx�

0

L

Vw�x��e−ikx�dx�,

Vw�x� =
1

w
�

0

w

V�x,y�dy = �
j=1

�

Vj� j�x� , �14�

Vj =
2

L
�

0

L

Vw�x�� j�x�dx, � j�x� = sin� j�x

L
� ,

where the membrane vibration velocity V is simply averaged
over the width w and denoted as Vw, and the modal index q
is dropped when Vw�x� is expanded in the axial direction.
The integration for Eq. �14� is identical to that of the 2D
silencer �Huang, 2002�. In fact, it is shown in the next sec-
tion that the reflected wave for a 3D silencer with Ty =0 is
identical to that of a 2D silencer.

C. Modal truncation and 2D membrane response

In actual calculations, the number of modes has to be
truncated for Eq. �7�, and the solution should be scrutinized
carefully before being accepted. Denote the axial number of
modes as Nj and the lateral number of modes as Nq, the
convergence of solution as these numbers increase is shown
in Fig. 2�a�. In this study, Nq=2N is specified as it is found
that more lateral modes are needed when the lateral tension
Ty is low. The following set of geometry and membrane
properties are chosen as the testing case, for which the 2D
analytical results were obtained earlier �Huang, 2002�:

L = 5h, hc = w = h, Tx = 0.475�
0c0
2h2� ,

�15�
Ty = 0, ms/�
0h� = 1

For convenience, dimensionless frequency fh and tensile
forces, Txh ,Tyh, are defined as follows:

fh =
fh

c0
, Txh =

Tx


0c0
2h2 , Tyh =

Ty


0c0
2h2 . �16�

Tests are first conducted to see whether and how the results
approach the 2D theory of Huang �2002� when Nj is gradu-
ally increased. When Nj is small, the main region of devia-
tion between the 2D and 3D theories is found between the
second and third peaks in the TL spectra. The dimensionless
frequency of fh=0.11 is therefore chosen as the test fre-
quency to examine the effect of Nj on the results. At this
frequency, TL=13.58 dB is predicted by the 2D theory
with Nj =50, and the deviation by the 3D results is shown
in Fig. 2�a�. It is found that, beyond a certain moderate Nj,
e.g., 25, the solution improvement becomes marginal. So,
Nj =25 is chosen for the calculation of the 3D silencer for
the whole frequency range. The result is compared with
the 2D spectrum in Fig. 2�b� where the 3D result is shown
in open circles and the 2D results in solid line. When a
criterion value of 10 dB is used, the stopband in the figure
is between f1=0.0545 and f2=0.1406, with a ratio of
f2 / f1=2.58.

Typical membrane responses for the frequency of fh

=0.11 are shown in Fig. 3. The top row is for Tyh=0, while
the bottom row for Tyh=0.02, both with axial tension Txh

=0.475. The instantaneous vibration velocity distribution is
shown in Figs. 3�a� and 3�c�. As shown in Fig. 3�a�, the
membrane without lateral tension essentially behaves like a
one-dimensional �1D� string in the sense that the membrane
displacement rises very sharply from the fixed lateral edges,
y=0, w, to the almost constant value over the central region.

FIG. 2. �Color online� Convergence test for the modal truncation by com-
parison with the solution for the 2D silencer. �a� The error transmission loss
for fh=0.11 decreases with the mode number used, and �b� the close agree-
ment between the transmission loss spectrum calculated by Nj =25.
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On the contrary, Fig. 3�c� shows that a rather smooth and
fully two-dimensional distribution is found for the membrane
with a small lateral tension.

The modulus of the membrane modal coefficient, �Vjq�,
are shown in Figs. 3�b� and 3�d� as bar charts. Note that the
modes with even q are absent since only odd q can be ex-
cited by a plane wave. For the odd modes, the decay with q
is also reasonably fast. The largest responses in both cases
are located near the first three axial modes. Comparing the
two subfigures, it is found that a small Tyh can alter the
membrane response drastically.

D. Effect of transverse tension

When a residual transverse tension Tyh is present, the
system becomes truly three dimensional. It is found that the
optimal design parameters are affected by Tyh. Following the
procedure of Huang �2004� with a threshold transmission
loss value of 10 dB, and using the parameters listed in Eq.
�15�, the optimal axial tensile forces Txhopt and the stopband
parameters f1 , f2 are found. The results are shown in Fig. 4
as a function of Tyh, the latter being shown as the vertical
coordinate. Figure 4�a� shows that Txhopt diminishes rapidly
as Tyh increases. A rather sudden change occurs near Tyh

=0.03. This is partly due to the fact that the cavity is slender,
so that any tension across the duct width causes a lot of
stiffness effect. Figure 4�b� shows that, as Tyh increases, the
stopband ratio f2 / f1 also shrinks very rapidly. The optimal
spectra under two typical Tyh�0 conditions are shown in
Fig. 4�c�. A small Tyh=0.02 is seen to make the stopband
narrower with a higher starting frequency for the band, f1,
and a lower end frequency f2. The frequency gap between
the second and third peaks is also narrowed. Further increase
in Tyh to 0.08 causes the merge of the second and third peaks,
leading to a rather narrow, two-peak stopband. Similar peak
movement can also be observed when the axial tensile force

Txh is increased beyond the optimal level when Tyh is absent.
In conclusion, the effect of Tyh is generally considered to be
counterproductive.

III. MEMBRANE WITHOUT LATERAL TENSION

In the following it is shown analytically that, when Ty

=0, a two-dimensional membrane fixed on all edges per-
forms exactly the same as a membrane with free edges be-
having like a 1D string. Since this performance is also found
to be the best in the last section, an experimental validation
is given.

A. Plane wave solution

Equation �14� shows that the width-averaged membrane
vibration velocity Vw�x� alone determines the far field reflec-
tion, hence the silencing performance. In order to find Vw,
Eq. �2� can be integrated over y. Assuming that the mem-
brane surface density ms and the axial tensile force Tx are not
functions of y, the y integrations of the first two terms of Eq.
�2� produce no functional changes except that the 2D dis-
placement ��x ,y , t� is replaced by its 1D counterpart, say
�w�x , t�=w−1�0

w��x ,y , t�dy. The same is true for the incident
wave pi which is also not a function of y. The question now
is whether the same holds for the vibration induced fluid
loading �p, for which the upper surface term p+rad is given in
Eq. �9�.

When the modal function �mn�x ,y� in Eq. �9�, which
contains cos�m�y /w�, is integrated over y, the only contri-
bution comes from the modes with m=0 while n can be any
integer. These modes can be called two-dimensional duct
acoustics modes with index m dropped,

�n�z� � �0n = �2 − �0n cos�n�z/h�, cn � c0n. �17�

Finally, the width-averaged loading from Eq. �9� becomes

FIG. 3. �Color online� Comparison of membrane response for lateral tension
Ty =0, for �a� and �b�, and Ty =0.02, for �c� and �d�. �a� and �c� The instan-
taneous membrane vibration velocity. �b� and �d� The distribution of the
modal amplitudes.

FIG. 4. �Color online� Variation with transverse tension Tyh. �a� The de-
crease of the optimal axial tension Txhopt as Tyh increases. �b� The reduction
of the bandwidth of the optimal design using 10 dB as the criterion of
stopband. �c� Comparison of the optimal transmission loss spectrum for the
2D configuration with the 3D configuration with Tyh=0.02, 0.08.
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p̄+rad�x� =

0

2A
�
n=0

�

cn�2 − �0n��
0

L

Gmn�x,x��Vw�x��dx�.

�18�

It can be shown that similar results hold for the lower surface
radiation pressure p−rad and the cavity wall reflection pres-
sure p−ref. The consequence of these results is that Eq. �2�
can be formulated in a closed-form for the y-averaged
membrane vibration velocity Vw�x� using its expansion
into the string vibration modes � j with modal coefficients
Vj, as shown in the following:

L jVj + �
j,j�

Zjj�Vj + Ij = TyUj, j = 1,2,3,

L j = msi� +
Tx

i�
� j�

L
�2

, Ij =
2

L
�

0

L

pi� jdx ,

�19�

Uj =
2

L
�

0

L 	 ��

�y



0

w

� j�x�dx ,

Zjj� =
2

L
�

0

L

�pj�x�sin�j��x/L�dx ,

where Uj is a stiffness term arising from the fixed lateral
edges, and the width-averaged loading �pj depends only on
Vw or Vj. When Ty =0, the term with the unknown Uj disap-
pears, and the whole three-dimensional problem is reduced
to two dimensions in which the membrane vibration is rep-
resented by the width-averaged velocity Vw�x�, and the
modal impedance Zjj� is calculated purely on the basis of Vw

with a total disregard for the boundary conditions at y=0, w.
Since Zjj� does not contain any contribution from modes of
m�0, and the excitation term Ij is identical to that in the 2D
model, it follows that Vw is identical to the string displace-
ment in the 2D model. The restriction of �=0 at the two
edges of y=0, w means that the induced vibration elsewhere
is increased to compensate for the lateral edge constraints. In
terms of the actual acoustic field around the membrane of
finite width w, the structural boundary conditions at y=0, w
do influence the outcome. Higher order modes of m�0 exist
but do not propagate. They become a purely reactive near-
field oscillation which does not even influence the virtual
mass on the width-averaged membrane response.

In fact, the above-presented analysis can be shown to
hold when the membrane is not a rectangular piece of width
w, but of any shape lined over a duct of any cross section,
such as a circular duct with or without a solid clamp over the
perimeter of the curved membrane. In the case of a circular
duct, y in the above-presented analysis is replaced by the
circumferential coordinate s and z is changed to radius r.
Details of the modal functions � jq and �mn would be quite
different, but the method of plane wave solution using
perimeter-integration stands. When Ty �0, or when ms ,Tx

are functions of y, the full three-dimensional �3D� solution
for the duct acoustics and the 2D solution for the membrane
vibration have to be sought.

B. Experimental validation

In order to validate the main conclusion that the mem-
brane with all four edges fixed should perform the same way
as one with two free lateral edges at y=0, w, experiments
were conducted. The former configuration is called the 3D
design, while the latter is called quasi-two-dimensional de-
sign denoted as Q2D. The procedure and methodology of the
experiment are identical to that described in Choy and Huang
�2002� where the Q2D design was used. Briefly, the standing
wave pattern in the rectangular duct was resolved by the
two-microphone method, while the transmission loss was de-
duced by the two-load method. The duct used had a dimen-
sion of h=10 cm by w=10 cm cross section, and the mem-
brane had a length of L=5h=0.5 m and depth hc=h
=10 cm. The membrane was made of stainless steel, and the
ratio of membrane to air mass calculated by ms / �
0h� was
1.4. The optimal tensile force predicted was close to Tx

=0.53�
0c0
2h2�=750 N. An optimal design here refers to the

set of parameters with which the drum silencer attains the
broadest continuous stopband of TL�10 dB. Note that the
bandwidth is calculated as the ratio of the upper to lower
frequency limits of the stopband �Huang, 2004�. In Fig. 5,
the experimental data from the Q2D design ��� and the 3D
design ��� are plotted with the theoretical prediction �solid
line� for the true 2D model �Huang, 2002�. The dashed line is
the 1D theory of the performance of an expansion chamber
formed by the two cavities used in the drum silencer, and it is
shown to be much lower in the stopband offered by the two
drum silencers. Figure 5�a� compares TL, Fig. 5�b� shows the
sound energy absorption coefficient, �=1− ��pr�2+ �pt�2�,
measured in the experiment, Fig. 5�c� compares the relative
sound energy reflection coefficient which is defined in the
following. Several observations and discussions are given as
follows.

�1� Figure 5�b� shows that a certain significant amount of
sound energy absorption occurs in the experiment �be-
tween 10% and 20%�, but the absorption is assumed to

FIG. 5. �Color online� Comparison of the experimental data for the Q2D
design ��� nd the 3D design ��� with the 2D theoretical prediction �solid
line�. �a� The transmission loss, �b� the sound energy absorption coefficient,
and �c� the relative sound energy reflection coefficient.
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be zero in theory. This discrepancy is not surprising. It is
very hard to model energy dissipation mechanisms that
occur in experiment with much theoretical certainty
�Choy and Huang, 2002�. Factors which may contribute
to such energy dissipation include viscous friction be-
tween the air and the duct wall, possible duct wall vibra-
tion at low frequencies, sound leaking at some connec-
tion joints, material friction within the membrane and
especially around membrane edges. Since the purpose of
the drum silencer is for wave reflection, such additional
damping is not pursued further theoretically. Besides, the
damping may not be entirely beneficial in terms of TL as
excessive damping has been shown to stifle the mem-
brane vibration and wave reflection �Huang, 2004�.

�2� As shown in Figs. 5�a� and 5�c�, there is a frequency
shift between the experimental data and the theoretical
prediction around all three theoretical peaks of TL spec-
trum. This could be a result of measurement error for the
tensile stress as it is difficult to fix the strain gauge on
the thin and slippery membrane. The actual tensile force
could be higher than 750 N. The disparity between
theory and experiment, especially for the 3D design, is
most significant between the second and third spectral
peaks. There are two possibilities for this. First, the
membrane had some residual tension in y direction when
effort was made to flatten it. It is not uncommon that the
membrane is a little crinkled during the experiment since
the two clamps at x=0, L do not have very uniform
gripping on the slippery membrane. In fact, the residual
tension could be present in both Q2D and 3D experi-
ments. In the case of the 3D experiment, a residual ten-
sion would lead to cross coupling between odd and even
modes. If the membrane is crinkled, vibrations of com-
plex modes would also lead to excessive damping of the
system energy.

�3� Having considered the possible mechanisms of energy
damping, a relative reflection coefficient, � / �1−��,
where �= �pr�2, is introduced to examine to what extent
the drum silencer reflects waves which are not absorbed,
1−�. The relative reflection is plotted in Fig. 5�c�. Com-
paring Fig. 5�c� with Fig. 5�a�, it is found that the col-
lapse of experimental data on the theoretical prediction
�solid line� for � / �1−�� is much better than that of TL
or � �not shown�.

�4� Notwithstanding all the differences between theory and
experimental data, Figs. 5�a� and 5�c� show that there is
a general agreement between the Q2D and the 3D ex-
perimental results throughout the whole stopband from
about 200 to 450 Hz if 10 dB is used as a criterion value
for the stopband. There is also a general agreement be-
tween the experimental data and the theoretical
prediction.

IV. CONCLUSIONS

A theoretical study has been carried out to reveal the
equivalence of the performance of a drum silencer with all
membrane edges fixed and that simulating a two-dimensional
model, the tension in the cross-sectional direction being zero.

This result is brought out analytically and validated by ex-
periment. The validation provides assurances that the cavity
can be truly air-tight so that potential environmental advan-
tages of the drum silencer can be realized. The reason why
they are equivalent is that only the width-averaged mem-
brane response is relevant to wave reflection into the far
field, and the width-averaged response is decoupled from
transverse modes. The latter only exists as a near field
supplement to the problem of acoustic scattering by ten-
sioned membranes. The conclusion actually holds for ducts
with any cross sections.

The effect of transverse tension is found to be counter-
productive as far as the performance of the drum silencer is
concerned. In a real experiment, some residual transverse
tension may always exist, but its negative impact would be
small since the system does not behave singularly when the
transverse tension changes.
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Beam-tracing model for predicting sound fields in rooms with
multilayer bounding surfaces
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This paper presents the development of a wave-based room-prediction model for predicting
steady-state sound fields in empty rooms with specularly reflecting, multilayer surfaces. A triangular
beam-tracing model with phase, and a transfer-matrix approach to model the surfaces, were
involved. Room surfaces were modeled as multilayers of fluid, solid, or porous materials. Biot
theory was used in the transfer-matrix formulation of the porous layer. The new model consisted of
the transfer-matrix model integrated into the beam-tracing algorithm. The transfer-matrix model was
validated by comparing predictions with those by theory, and with experiment. The test surfaces
were a glass plate, double drywall panels, double steel panels, a carpeted floor, and a
suspended-acoustical ceiling. The beam-tracing model was validated in the cases of three idealized
room configurations—a small office, a corridor, and a small industrial workroom—with simple
boundary conditions. The number of beams, the reflection order, and the frequency resolution
required to obtain accurate results were investigated. Beam-tracing predictions were compared with
those by a method-of-images model with phase. The model will be used to study sound fields in
rooms with local- or extended-reaction multilayer surfaces. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2011152�

PACS number�s�: 43.55.Ka, 43.20.Dk, 43.20.Tb �NX� Pages: 2321–2331

I. INTRODUCTION

Room-prediction models are invaluable tools to assist
designers in studying and optimizing room designs and
sound fields. Room-acoustical prediction models fall into
two categories—energy-based and wave-based. Recently
models that are a combination of both categories have also
been developed.

Energy-based models ignore phase, modeling propagat-
ing sound waves as rays or beams of energy, and describing
sound/surface interactions using energy absorption and
diffuse-reflection coefficients. They predict room echograms
and steady-state levels in limited-frequency bands. Diffuse-
field theory1 is simple, but assumes a diffuse sound field and,
in application, highly restrictive room characteristics.2 The
conventional method of images3 accounts for arbitrary geom-
etry and absorption distributions, but is limited to specular
reflection; moreover, its generalization to nonrectangular ge-
ometry is computationally impracticable.4 Radiosity1,5,6 ac-
counts for arbitrary geometry, but assumes diffuse surface
reflection. Conventional ray tracing,7 involving generating
and tracing dimensionless rays to a receiver, models specular
or diffuse reflection and arbitrary room geometry efficiently;
however, a volume receiver must be used, resulting in tem-
poral and spatial “smearing” of predicted room responses.
Beam tracing5,8,9 is similar to ray tracing, except that beams
are traced rather than dimensionless rays, allowing a point
receiver and requiring fewer beams than rays. However,

problems occur when a beam intersects more than one sur-
face, and when the beam-front becomes larger than a surface.
These problems are resolved by adaptive ray/beam
tracing.10,11 Hybrid models combining these various methods
also exist.12,13

Wave-based models are inherently more accurate, but
can be computationally expensive. They include phase, and
describe surfaces by their complex normal surface imped-
ance. They predict room impulse responses and/or frequency
responses, which are interrelated by the Fourier transform.
Their application is generally limited to low frequencies
and/or simple room shapes. The wave equation1 can only be
solved readily for rooms with simple geometries and bound-
ary conditions. Finite- and boundary-element methods14,15

can be used to solve the wave equation numerically, and
work well for small rooms with arbitrary geometry at low
frequencies. Methods have been developed to allow their ap-
plication to large rooms.16–18. Phase has been introduced in
an approximate manner into a ray-tracing model so that it
could be applied to lower frequencies.19 Bartsch20 combined
an energy-based ray-tracing model and a wave-based finite-
element model to improve low-frequency prediction accu-
racy.

Recently, a number of models based on hybrid energy-
based approaches, but extended to include phase for the cal-
culation of binaural impulse responses, have been developed
for the auralization of sound in virtual rooms. Naylor21 de-
veloped the ODEON model based on a ray-tracing approach.
In later versions extended for auralization, individual calcu-
lations are done for each octave band—phase is accounted
for, in part by using pre-octave-band-filtered impulses as
source signals. Dalenbäck22 developed the CATT-Acoustic
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model using the method of images and randomized tail-
corrected ray/cone tracing. Ahnert’s EASE/EARS model23

and Vorländer’s CAESAR model24 are based on ray-tracing
algorithms; phase is included by way of minimum-phase fil-
ters created using the Hilbert transform.

Wave effects resulting from a sound wave incident on a
surface involve pressure magnitude and phase changes of the
reflected sound waves. Complex pressure-reflection coeffi-
cients R, accounting for magnitude and phase changes at a
boundary, are defined by R= Pr / Pi, where Pi and Pr are the
incident and reflected complex pressures, respectively.

In wave-based models, it is common to specify the nor-
mal surface impedance as the boundary condition for a room
surface. The normal surface impedance is defined, at a point
immediately on the incident side of the boundary, as the ratio
of pressure to the normal component of the particle velocity.
A surface is assumed to be of either local or extended reac-
tion; the choice has implications for the normal surface im-
pedance of the boundary. Real room surfaces are generally of
extended reaction; that is, the normal surface impedance var-
ies with the angle of incidence at the boundary. However, for
simplicity, many wave-based models assume local reaction,
whereby the normal impedance does not vary with incident
angle. The validity of this assumption and its effect on the
accuracy of room sound-field predictions are not generally
known. This was the main rationale for the present research.

Common to many of the above-discussed room-
prediction models is the assumption of locally-reacting sur-
faces. This assumption is explicit in many wave-based mod-
els, as the boundary conditions are defined by a normal
surface impedance that is independent of incident angle. The
local-reaction assumption is implied in energy-based models,
which define boundaries using an energy-absorption coeffi-
cient. This diffuse energy-absorption coefficient is obtained
from the energy-absorption coefficient that is a function of
incident angle. Angle-dependent absorption coefficients have
been implemented into a ray-tracing model by Hodgson.25

However, the angle-dependent absorption coefficients were
determined from the normal surface impedance that was in-
dependent of incident angle. Presently, there is no known
room-prediction model that accounts for extended-reaction
surfaces.

How then has the extended-reaction behavior of surfaces
been modeled? Sound propagation through single and mul-
tiple fluid layers of finite thickness and infinite extent is well
known.26 Wave propagation through a single elastic-solid
layer, with finite thickness and infinite extent, has been de-
scribed using a transfer-matrix approach.27 Layers of elastic-
porous materials, such as glass fibers and foams, are consid-
ered as a two-phase material with fluid and elastic-solid
components. The well-known empirical relations of Delany
and Bazley28 calculate the characteristic impedance and
wave number for a limited range of fibrous materials. A more
rigorous model was developed by Attenborough29 for rigid-
frame porous materials. Further development of Attenbor-
ough’s model was done by Johnson, Koplik, and Dashen.30

Their physical description of the inertial and viscous interac-
tions was used by Allard31 for the effective density with a
transposition of this description for the thermal exchanges.

However, the Attenborough-Allard model does not include
the elasticity effects of the frame, which involve wave-
coupling effects that can significantly affect the surface im-
pedance of the material. This can be accomplished using the
theory of wave propagation through elastic-porous media,
developed by Biot32 and later adopted by acousticians to pre-
dict the acoustical properties of porous materials. Biot theory
has been implemented into a FEM/BEM model by Panneton
and Atalla,33 and into a transfer-matrix method developed by
Allard et al.31,34 Panneton and Atalla modeled surfaces as
locally reacting, while Allard’s transfer-matrix model ac-
counts inherently for extended-reaction surfaces.

Room surfaces rarely consist of a single layer-type; in-
stead, they usually comprise multiple layers of different
types of materials. The predictions of acoustical properties,
such as normal surface impedance and reflection coefficient,
for individual layers of fluid, elastic-solid, and elastic-porous
materials have been combined in the form of a transfer-
matrix model.34 This involves calculating the acoustical
properties of surfaces that consist of multiple layers of solids
by assembling the transfer matrices for each layer, and inter-
face matrices between layers, to yield one transfer matrix for
the entire composite-layer surface. This transfer-matrix
model applies to a system of layers that are finite in thick-
ness, but infinite in lateral extent. Furthermore, it is appli-
cable only to specular reflection and plane waves.

Few researchers have considered the relative accuracies
of modeling surfaces as of local or extended reaction. The
issue was discussed by Attenborough,35 who pointed out that,
although many have argued that the local-reaction assump-
tion is valid for porous materials, experiment has shown oth-
erwise. Experiments performed by, for example, Klein and
Cops36 and Tamura, Allard, and Lafarge37 showed that the
measured surface impedance of various porous materials var-
ied significantly with the angle of incidence. However, the
differences in the predicted steady-state sound field resulting
from local- versus extended-reaction surfaces in typical
rooms remain largely unknown.

This paper describes the development of a novel wave-
based model for predicting sound fields in rooms with
extended-reaction surfaces.38 The model is based on combin-
ing a beam-tracing room-prediction model including phase,
and a transfer-matrix model, involving Biot theory to de-
scribe the room surfaces. The component models were vali-
dated separately, by comparing predictions with other theory
and with experimental measurements for selected test cases.
In the interest of brevity, only key equations are presented
here. Full model details, including all equations and transfer
matrices, are presented in Ref. 38 and other references cited
here.

II. MODELING SOUND PROPAGATION IN
MULTILAYERED ROOM SURFACES

Consider the configuration illustrated in Fig. 1. A plane
wave with angle of incidence � is specularly reflected from
the surface, on the outside of boundary A. The sound wave is
transmitted through the layer. Another specular reflection of
the transmitted wave occurs on the inside of boundary B, and
a reflected wave propagates toward boundary A. In order to
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calculate the normal surface impedance, ZA= p�A� /v3�A�,
the normal component of velocity and stress are required at
boundary A. They are determined from the properties inside
the layer at boundaries N1 and N2. The properties at A are
related to the properties at N1 through boundary conditions
that are such that continuity of displacement, and a force
balance, exist. The situation is similar at the N2-B boundary;
however, the impedance at B is the characteristic impedance
of air, with normal surface impedance ZB=ZC/cos���. There-
fore, the properties at N2 are known from those at B, and the
properties at A are determined from those at N1. The prop-
erties at N1 and N2, expressed as a vector V containing the
normal velocity and stress components, are related via a
transfer matrix, T:

V�N1� = T · V�N2� . �1a�

Calculation of the velocities and stresses at a boundary
requires transfer matrices that have been developed for the
appropriate types of media—fluid, elastic-solid, and porous-
elastic materials. The theory of elasticity and wave propaga-
tion through elastic-solid media implemented here was re-
produced from Allard,31 in which full details can be found.
The solid-layer transfer-matrix Ts was developed by Folds
and Loggins,27 but for a different time-dependence �e−j�t�
and different propagation directions �in the −x3 direction�.
The solid transfer-matrix was re-worked, consistent with Al-
lard’s development for the porous transfer matrix �time de-
pendence ej�t and incident wave traveling in the positive x3

direction�. Sound propagation through layers of porous-
elastic material is described by Biot theory.32 Porous materi-
als consist of a solid �frame� component, and a fluid compo-
nent. In room-acoustical applications, air-saturated porous
materials only are considered; hence, the fluid component is
air at standard temperature and pressure. The computation of
the solid and porous transfer matrices, involving matrix in-
version, required a pseudo-inverse function, as these matri-
ces were nearly singular.

The transfer-matrix method for single layers can be ex-
tended to model multiple layers of fluid, elastic-solid, or
porous-elastic materials.34 This involves the transfer matrices
for the above-discussed individual layer types, as well as
interface matrices. The situation is illustrated in Fig. 2. Con-
sider l layers, bounded by air on the incident side, with either

air or a solid beyond layer l. For any two adjacent bound-
aries, at points i and i+1, a set of homogeneous equations
describes the boundary conditions for that interface. At the
boundary between two adjacent layers, there must be conti-
nuity of displacement, and force balance. Therefore, the set
of homogeneous equations is expressed in terms of the ve-
locity and stress components at the boundaries, and is related
by two interface matrices, I and J:

Im,n · V�Ni� + Jm,n · V�Ni+1� = 0, �1b�

where m ,n� �f ,s , p� and i=1,2 ,3 , . . .2l, and

Im,n · V�Ni� + Jm,n · Tn · V�Ni+2� = 0,

i = A,2,4,6, . . . 2l,B , �1c�

where V�Ni+1�=Tn ·V�Ni+2�.
The elements of the interface matrices I and J for all

combinations of adjacent layer types were published by
Brouard, Lafarge, and Allard.34 However, two errors in the
published solid-porous interface matrix were corrected here.
In Ref. 34, in the Js,p matrix of Eq. �51�, element Js,p�4,6�
should be 1 not 0, and Js,p�5,6� should be 0 not 1.

The acoustical properties of a composite, multilayered
structure with l layers are defined throughout the structure
from points N1 to N2l. They can be found from the multilayer
transfer matrix T such that T ·V�Ni�=0 where i
=2,4 ,6 ,… ,2l for l layers. The matrix T is an assembly of
Eq. �1c� in separate rows for each layer, with the incident
layer at the top. The matrices Im,n and Jm,n ·Tn are the non-
zero elements of T. The resulting multilayer transfer matrix
is modified to include the media on the two sides of the
multilayer. This yields the matrix that completely describes
the sound field from points A to B. Next, the normal surface
impedance ZA is calculated. With knowledge of the normal
surface impedance, the pressure reflection coefficient at point
A is calculated, for angle of incidence �, as follows:

RA =
ZA − Zc/cos���
ZA + Zc/cos���

. �2�

This is used as the input to the beam-tracing algorithm to
model the reflection of sound waves from extended-reaction
surfaces.

The transfer-matrix model can be used to model locally
reacting materials by calculating the surface impedance at
normal incidence and using this as the angle-independent

FIG. 1. Wave propagation through a single layer of material. The incident
wave is denoted by i, the reflected wave by r, and the transmitted wave
by t.

FIG. 2. Wave propagation through multiple layers of material. The incident
wave is denoted by i, the reflected wave by r, and the transmitted wave
by t.
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surface impedance;31 the reflection coefficient is still ob-
tained from Eq. �2�, and is angle-dependent, but the surface
is of local reaction. Surfaces may also be defined by imped-
ances that vary with frequency only �local reaction�, or with
an angularly constant reflection coefficient.

III. BEAM-TRACING MODEL

For the room-prediction component of the new model,
the triangular-beam tracing approach described by Lewers,5

but extended to include phase, was employed. The main
components to the beam-tracing algorithm consisted of
surface-geometry definition, source generation, a trajectory
loop for a beam, receiver-point detection, and calculation of
the steady-state sound-pressure level.

The fundamental component of the beam-tracing algo-
rithm is the trajectory loop. Executed for each beam, it com-
bines the process of determining the nearest plane, calculat-
ing the new image source, and calculating the new direction
vectors and the angle of incidence of the reflected beam.
Each beam originates at the defined source, and the trajec-
tory loop is executed for each reflection number, until the
maximum reflection order is reached. Upon completion of
the trajectory loop, the beam number is incremented, and the
next beam is traced, with direction vectors reset to the origi-
nal source. After each execution of the trajectory loop, a test
is made to determine if the receiver point is contained within
the path of the beam from the previous source to the new
image source. If the receiver point is contained within the
beam’s path, the pressure contribution of the current beam is
calculated at the receiver point. Upon completion of tracing
all the beams, the complex-pressure contributions of the
beams are added and the results converted to decibels, to
yield the steady-state sound-pressure level at the receiver po-
sition. All calculations are performed in the frequency do-
main.

This beam-tracing algorithm used beams with a triangu-
lar cross section, as illustrated in Fig. 3. Beams with trian-
gular cross sections were used because a point source radi-
ating spherical waves can be modeled with no overlapping
beams, and with an even energy distribution across the beam
face. A single beam is identified by three bounding rays �vec-
tors b1 ,b2, and b3�, center vector c, three bounding planes
B1 ,B2, and B3, and cross-section plane X. The vertex or
origin of the beam is the single point, S. A beam’s vertex is
the real source in the room if it contains the direct source-

receiver path. Otherwise, for a beam containing a source-
receiver path due to reflections, the vertex is the image
source that was last calculated.

A. Defining surface geometry

The basic room is constructed with rectangular surfaces,
each defined by the coordinates of its vertices. In order to
perform the ray/beam-tracing calculations, the normal vec-
tors and plane coefficients of each surface must be calcu-
lated. The surfaces �i are defined as a plane equation of the
form Aix1+Bix2+Cix3=Di, where Ai ,Bi ,Ci, and Di are the
coefficients of plane i. The coefficients Ai ,Bi, and Ci, are the
components of the normal vector Ni of plane i, and Di is the
distance from plane i to the origin.

B. Modeling an omnidirectional source

The room-prediction model applies to a single source
that is omnidirectional at all frequencies. A 20-face �or
beam-front� icosahedron39 was used as the basic model of a
spherical source with center S, with each face representing
the triangular plane X of a beam. The icosahedron geometry
was modified to allow more than the 20 faces of the basic
icosahedron. To do this, each edge of each face of the basic
icosahedron was divided into f i equal lengths �f i is referred
to as the icosahedron frequency�, resulting in a polygon with
20f i

2 faces or beam fronts. The face coordinates were further
manipulated so that all vertices were points on the surface of
a unit sphere centered at the origin. A further refinement was
made by eliminating all duplicate vertices and forming a
matrix that identified each face �along a row� with a set of
three coordinate numbers �columns� corresponding to the el-
ements of the vertex matrix that contained the vertices for
that face. The coordinates were also scaled so that all verti-
ces lie on a unit sphere. Together, the vertex matrix VS and
face matrix FS for the source identified the starting coordi-
nates for the vertices b1 ,b2, and b3 for all beams. A source
constructed with 320 faces �Vs �162�3� with 162 unique
vertices, and Fs �320�3�� is shown in Fig. 4.

The center ray, c, for each beam originating at the source
was calculated as the unit vector that was the unit normal to
the plane that contained the vertices b1 ,b2, and b3. This

FIG. 3. Geometry of a triangularly faced beam.

FIG. 4. Source with 320 beams �icosahedron frequency, f i=4�.
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plane was parallel to a plane tangential to the unit sphere, at
the point that was intersected by the center ray for that beam.

The geometry of the source and beams is completely
described by VS ,FS, and CS �a matrix that contains the cen-
ter rays for each beam�. With this geometric information,
beams are traceable, but further acoustical information is re-
quired. The initial beam sound pressure p�r , t� was calculated
from the initial source sound power W, in a free field:

p�r,t� =
A

r
· ej��t−kr�, �3�

in which

A =��0 · c · W

4 · �
. �4�

The initial phase angle was set to zero, completing the
information required to begin the beam tracing. The beam-
tracing procedure thus models a spherical wave propagating
from a point source. The sound pressure of the spherical
wave decays with distance L from the source as 1/L, with
phase angle −kL, where k is the wave number.

C. Finding a reflecting plane

Fundamental to the beam-tracing algorithm is the deter-
mination of the surface of reflection for a given beam with
direction vectors and source point. Determining the surface
of reflection involved two steps: first, the total number of
room surfaces was reduced to include only the subset of
permissible surfaces; then, the distance from S to the point of
intersection with each of these surfaces, in the direction of c
�the center vector�, was calculated. The surface that corre-
sponded to the minimum distance s is the surface intersected
by the beam.

D. Finding an image source

When the beam originating from a source �or image
source� reflects from a surface, the incident trajectory is re-
placed by an image source. The image source becomes the
new start point for the reflected beam; the direct path from
the image source to the beam front is equivalent to the re-
flected path from the previous source to the beam front.

E. Angle of incidence and direction vectors for the
reflected beam

The angle of incidence of a beam that intersects a sur-
face was calculated as the angle between the center ray and
the surface normal. The angle of incidence and the fre-
quency, together with the material properties for each layer
in the surface, provide the input parameters to calculate the
reflection coefficient by the transfer-matrix method. The
complex reflection coefficient was multiplied by the complex
pressure of the incident wave at the point of intersection, and
the pressure magnitude and phase of the reflected wave thus
determined. In addition to the angle of incidence, the direc-
tion vectors were calculated for the reflected beam. The re-
flected beam was the beam originating from the image
source, with new direction vectors that represent the first-

order-reflection vectors of the incident-direction vectors. The
new reflected beam with the new direction vectors and image
source are used to define a new incident beam.

F. Receiver detection

The possibility that the receiver point lies somewhere
inside the volume of a beam that propagates from the start
point S to the intersecting surface � must be tested. Three
tests are performed—one for each boundary plane of a
beam—to determine on which side the point R is located. If
the point R is located on the inside of all three planes, the
receiver point is inside the beam. In this case, the complex-
pressure amplitude is recorded for the path length L of the
beam—from the point S to the point of intersection by the
center vector c, and the plane X that contained the receiver
point R.

G. Calculating the steady-state sound-pressure level

Following a positive receiver-point test, the complex-
pressure amplitude for that beam is calculated. The pressure
is calculated for the beam starting at S, to the point of inter-
section between the center ray c and the beam-front plane X
that contained the receiver point R. The beam’s contribution
to the acoustical pressure at the receiver point R is calculated
as follows:

pr�L,�� = �A

L
	 · Reff · e−jkL, �5�

whereReff=�
s

Rs for all reflected surfaces s encountered by

the beam from S to R.
The result is the complex pressure at the point R for a

single frequency, and for a single beam, between reflections r
and r+1. For the same beam, all pressures recorded at the
receiver point are summed to yield the contribution to the
steady-state pressure of that beam. The total steady-state
acoustical pressure is calculated by summing the total pres-
sures of all beams detected at R. The steady-state sound-
pressure level is then calculated. Octave-band levels are cal-
culated by energy summation of the levels of all predicted
frequencies in the bands.

IV. MODEL VALIDATION

A. Transfer-matrix model

The validation of the transfer-matrix model involved
comparing its predictions of the reflection coefficients or the
surface impedances of various surfaces with predictions by
another model, or with experiment. The following surface
test cases were chosen:

�a� Single glass plate—transfer-matrix prediction of reflec-
tion coefficient compared to plate-theory prediction;40

�b� Double drywall plate structure with air-gap—transfer-
matrix prediction of reflection coefficient compared to
plate-theory prediction;40

�c� Glass-fiber porous material with rigid-backing—
transfer-matrix prediction of normal surface impedance
compared to measurements by Allard;31
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�d� Carpeted floor, modeled as a double porous-layer with
rigid-backing—transfer-matrix prediction of normal
surface impedance compared to measurements by
Brouard, Lafarge, and Allard.41

Since the results for validation tests �a� and �b� were
similar, results for only tests �b�–�d� are reported here. The
material properties of the plates and porous materials are
given in Tables I and II, respectively. The data for the cases
involving plates were selected from data available for a
broad range of elastic-solid materials. Data for the cases in-
volving porous materials were given in the papers reporting
the corresponding experimental results.31,41 Validation pre-
dictions were done over the frequency range 50–4000 Hz,
with a 10-Hz increment, and for incident angles between 0°
and 90°. Only results for angles of 0°, 45°, and 75° are
presented.

1. Double drywall plate

A common room surface for an interior wall consists of
two drywall panels fixed to either side of 50 mm by 100 mm
studs. Using transfer matrices, this surface was modeled as a
solid layer, a fluid layer, and a second solid layer. Each solid
layer represents identical drywall panels, with properties as
in Table I. The fluid layer is 100 mm thick, but the studs are
not taken into account in the modeling. Transfer-matrix pre-
dictions of the reflection coefficient were compared to plate-
theory predictions;40 the results are shown, for the three in-
cident angles, in Figs. 5�a�–5�c�. In general, the real part of
the reflection coefficient approaches one, and the imaginary

part is near to zero. This is expected for a hard surface, as
most of the sound energy is reflected. The mass-air-mass
resonance and coincidence phenomena are both evident in
Figs. 5�a�–5�c�. The mass-air-mass resonance is a low-

TABLE I. Material properties for the drywall plates.

Material Drywall �gypsum board�

Thickness �mm� 12.0
Density �kg/m3� 1200.0

Young’s modulus �GPa� 7.0
Poisson ratio 0.25

TABLE II. Material properties of the porous layers used in validation cases
�c� and �d�. Both layers had a rigid backing; the carpet consisted of two
porous layers. Properties for the air-saturated pores of all porous materials
were as follows: air density � 1.2 kg/m3, sound speed � 344 m/s,
standard air pressure=101.3 kPa, dynamic viscosity�18.2�10−6 N s/m2,
specific heat ratio=1.4, and Prandtl number=0.710.

Material property Fiber-glass Carpet

Layer 1 Layer 1 Layer 2

Thickness �mm� 56 3.5 3.5
Frame density �kg/m3� 130 60 60

Frame shear
modulus �MPa�

�2200+ j��10−3 �10+ j5��10−3 �10+ j5��10−3

Poisson ratio 0 0 0
Flow resistivity

�Ns/m4�
40 000 20 000 5000

Porosity 0.94 0.99 0.99
Tortuosity 1.06 1.00 1.00

Viscous dimension �m� 0.56�10−4 1.5�10−4 2.3�10−4

Thermal dimension �m� 1.12�10−4 2.2�10−4 2.8�10−4

FIG. 5. �a� Prediction of the reflection coefficient of a double drywall plate
with air gap, at normal incidence. Each drywall plate is 12 mm thick, and
the air gap is 100 mm thick. Prediction with plate theory �—�. Prediction
with transfer-matrix model �---�. Real part is shown in A, imaginary part in
B. Note that the curves are superimposed. �b� Same as for �a�, except at 45°
angle of incidence. �c� Same as for �a�, except at 75° angle of incidence.
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frequency phenomenon, indicated by the first series of sharp
peaks in both the real and imaginary parts. The real part
decreases from one to almost zero, and the imaginary part
fluctuates rapidly from 0 to �0.5 to 0.5 and back to 0. This
indicates almost total sound transmission, with a 180° phase
change, through a double panel at the mass-air-mass reso-
nance frequency. Note, from Figs. 5�a�–5�c�, that the mass-
air-mass resonance frequency increases with increasing
angle. Coincidence effects are noticeable in the double dry-
wall panel, as with the single glass plate, at an angle of
incidence of 75°. The coincidence frequency for smaller
angles occurs at frequencies not visible in Figs. 5�a�–5�c�.

Figure 5 shows an excellent agreement between transfer-
matrix and plate-theory predictions. As can be seen in Fig.
5�c�, however, a small difference occurred between the pre-
dictions by the two models at the coincidence frequency for
an angle of 75°. A possible explanation for the difference is
in the assumptions made in plate theory. Plate theory as-
sumes a neutral stress plane at the center plane of the plate,
and that displacements are in the surface-normal direction
only. Furthermore, in plate theory the plate cross sections
remain plane and undistorted. On the other hand, in the
transfer-matrix formulation of an elastic-solid layer, dis-
placements occur in both the surface-normal and surface-
tangential directions, and plate cross sections can be dis-
torted. Thus, the transfer-matrix results would be expected to
be more accurate.

2. Porous materials

Two surface configurations involving single or double
layers of porous materials were used as validation cases. Biot
parameters and measurement data for the surface impedance
at normal incidence were obtained from the literature. The
first surface was a single layer of glass-fiber with a rigid-
backing, studied by Allard.31 The second surface was a car-
peted floor, modeled as a double porous-layer with rigid-
backing, studied by Brouard, Lafarge, and Allard.41 For both
surfaces, the validation was performed by comparing
transfer-matrix prediction to the measurements of the surface
impedance at normal incidence.

a. Glass-fiber layer with rigid backing. The normal-
ized surface impedance at normal incidence for the glass-
fiber case is shown in Fig. 6. The frequency range of 350–
1400 Hz was used, to be consistent with the frequency range
of Allard’s measurements. The measurements and transfer-
matrix prediction show reasonable agreement, particularly in
predicting the dip at 800 Hz and the peak at 850 Hz in the
real and imaginary parts, respectively. This local minimum
and maximum of the surface impedance was identified by
Allard as associated with resonance in the frame of the po-
rous material. The frame resonance is possible from a partial
coupling that occurs between air-borne and frame-borne
waves that propagate through the fluid and solid parts, re-
spectively, of the porous material. This effect was predicted
using Biot theory for the porous material, as implemented in
the transfer matrix for such a material, because the frame is
considered elastic.

b. Carpet with rigid backing. The normalized surface
impedance of the carpet with rigid backing at normal inci-

dence is shown in Fig. 7. The impedance was predicted over
the 50–4000-Hz range; however, measurement data were
only available for 200 to 1300 Hz. The measurements are
shown to agree well with prediction, for both the real and
imaginary parts. At almost all frequencies, the transfer-
matrix model predicted slightly lower impedances than were
measured. Measurements were also performed at frequencies
above 4 kHz, and agreed well with the transfer-matrix pre-
dictions; however, they are outside the frequency range of
interest here, and are not shown.

B. Beam-tracing model

The accuracy of the beam-tracing model was tested by
comparing it to another available wave-based model—the
method-of-images model that included phase �the “image-
phase” model� developed by Guo and Hodgson.42 The vali-
dation of the beam-tracing model was a two-step process.
The first step involved determining the number of beams and
the reflection order required to predict the steady-state

FIG. 6. Normalized surface impedance of a single layer of glass-fiber at
normal incidence: �A� real part; �B� imaginary part. �—� Transfer-matrix
prediction; ��� � � measurements reproduced from Allard �Ref 25�.

FIG. 7. Predicted and measured normalized surface impedances of a car-
peted floor at normal incidence: �—� transfer-matrix prediction, real part;
��� measurement, real part; �---� transfer-matrix prediction, imaginary part;
��� measurement, imaginary part.
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sound-pressure level with sufficient accuracy. The second
step involved comparing the beam-tracing and image-phase
models. Both steps were done for three rectangularly shaped
rooms, with the same absorption on all surfaces. The dimen-
sions of the three rooms were chosen to represent common
rooms of different shapes: Room 1 was a 3�3�3 m3 small
office; Room 2 was a 10�3�3 m3 corridor; Room 3 was a
10�10�3 m3 small industrial workroom.

The second step in the validation was performed for the
three rooms, assuming that all surfaces had an average
diffuse-field absorption coefficient of 0.1 at all frequencies.
This was chosen to correspond to the typical ambient absorp-
tion of nonabsorptive surfaces in rooms. The energy absorp-
tion coefficient is related to the pressure-reflection coefficient
as follows:

	��� = 1 − 
R���
2. �6�

The pressure-reflection coefficient was obtained from the
surface impedance, using Eq. �2�. Now, the average diffuse-
field absorption coefficient is related to the surface imped-
ance by

	̄ = �
0

�/2

	��� · sin��� · cos���d� . �7�

The surface impedance Z in Eq. �2�, assumed real, was found
from the diffuse-field absorption coefficient by solving Eqs.
�6� and �7� symbolically using MATLAB™. For 	̄=0.1, the
corresponding surface impedance was 29 681 kg/m2s. For
all configurations, the source and receiver positions were
chosen such that they remained at constant height, and
were located at half the room width. The source/receiver
distance varied with the length of the room. In all tests,
and at each frequency, the sound power of the source was
set arbitrarily at 80 dB �re :10−12 W�. Predictions were
performed over the frequency range of 50–4000 Hz, with
a constant 10-Hz interval.

1. Reflection order and number of beams

When performing beam-tracing predictions, the number
of beams, the number of reflections, and the number of fre-
quencies over which to calculate band results must be suffi-
ciently high to ensure high accuracy. It was, therefore, im-
portant to study the variation of predicted levels with
variations in these parameters. Predictions were made for the
three rooms described earlier; results are shown for Room 1,
which was typical. Predictions were made for all combina-
tions of 320, 720, 1280, 5120, 20 480, or 42 320 beams, and
8, 12, 16, 24, 40, or 50 reflections. Constant frequency inter-
vals of 1, 2, 5, and 10 Hz �resulting, for example, in the
number of frequencies increasing from 5 to 44 in the 63-Hz
band to 143 to 1416 in the 2000-Hz band, and equaling from
279 to 2787 for total levels�. Predictions showed that all
levels had converged to within about 0.1 dB of the apparent
“target” answer in the case of 42 320 beams, 50 reflections
and a constant frequency interval of 1 Hz.

Figures 8�a� and 8�b� show the variation of total and
63-Hz levels with the numbers of beams and reflections, for
a constant 1-Hz frequency interval. Figures 9�a� and 9�b�

show how these levels varied with the frequency resolution
using 42 320 beams and 50 reflections. Total levels and those
in the 125- to 2000-Hz bands increased monotonically with
the number of beams and reflections. This is as would be
expected for an energy-based model, showing that phase had
a minimal effect on these levels. However, at 63 Hz, levels
fluctuated about the “target” answer, showing the significant
effect of phase in this lower frequency band. Levels in all
bands were within 0.5 dB of the “target” answer for 5120
beams traced for 24 reflections �1280 reflections at high fre-
quencies and for total levels� and for a 10-Hz constant fre-
quency resolution. Of course, the use of a geometric progres-
sion of frequencies would be expected to be more
computationally efficient.

2. Comparison of the beam-tracing and image-phase
models for selected rooms

The image-phase model was used to validate the beam-
tracing model. This model also calculates the steady-state
sound-pressure level at a receiver point in a rectangular
room, containing one source. The complex pressure was cal-
culated at the receiver point via an impedance transfer func-
tion between the source and receiver, and multiplied by the
pressure amplitude constant, A, determined from Eq. �3�, as
follows:

p�r� = A · Zpp�r1,r0� . �8�

FIG. 8. Variation of �a� total and �b� 63-Hz octave-band levels in Room 1
with number of beams and reflections, for a constant 1-Hz frequency inter-
val.
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Surfaces in this model are assigned a single, constant
surface impedance that is independent of frequency and
angle. To model a surface with no absorption, an infinite
impedance is defined. A surface defined by an average
diffuse-field absorption coefficient is implemented in the
same way as in the beam-tracing model, using Eq. �7�. Note
that Guo and Hodgson42 used a reflection order of 21 in the
image-phase model for rooms similar in size to the rooms
studied here.

The beam-tracing and image-phase models were applied
to the three test rooms to compare predictions. Predictions
used 2000 beams and a reflection order of 25. A comparison
of steady-state sound pressure-level predictions by the two
models is shown in Fig. 10 for the case of the corridor
�Room 2�.

Comparison of the predicted steady-state sound-pressure
levels by the two models showed good overall agreement.
Generally, all curves were very irregular in shape, with many
local minima and maxima. Since these predictions were per-
formed using wave-based models, it is expected that the
peaks and dips in the curves represent excited modes in the
room. The modal density of a room, however, is too dense to
excite individual modes. These local minima and maxima are
actually a close grouping of excited modes. The maxima
correspond to a grouping of modes that are similar in phase,
the minima are a grouping of modes that are nearly opposite
in phase. There are noticeable differences in the predictions
by the two models at some of these points for all rooms. The
beam-tracing model appears to underestimate the sound en-
ergy predicted by the image-phase model at some of the
peaks and dips, particularly at high frequency. Furthermore,

there appear to be some minima predicted by the beam-
tracing prediction that are not predicted by the image-phase
model. Again, this appears to occur mostly at high frequency
�above 2000 Hz�, although for the corridor example �Room
2� it was noticeable at low frequency.

The slight underestimation of sound energy predicted by
beam tracing compared to the image-phase model can be
explained by the differences in calculating the path length.
The source-receiver paths calculated by the image-phase
model are exact. The source-receiver paths calculated by the
beam-tracing model are, however, approximate. The source-
receiver path calculated by the beam-tracing model is the
path from the last image source to a point on a plane that
contains the receiver point. Despite the differences in predic-
tions by the two models, the majority of the peaks and dips
were similar for the two models, and occurred at the same
frequency. The beam-tracing-model predictions were excel-
lent. Thus, the model which, unlike the image-phase method,
can account for multilayer bounding surfaces, was applied
with confidence to meet the ultimate research objectives.

V. CONCLUSION

The development of the triangular-beam-tracing model
with phase for predicting sound fields in rooms with
extended-reaction surfaces has been presented. This involved
source and beam initialization, beam tracing, source-
receiver-path estimation, and the calculation of the sound-
pressure level at the receiver. A spherical wave was approxi-
mated by a point source surrounded by an icosahedron with
subdivided triangular faces. A beam was defined by the point
source as the vertex, and the three vertices of an icosahedron
face. Each beam was propagated through the room by tracing
its center ray up to a specified reflection order, in an attempt
to find a valid source-receiver path. The beam-face repre-
sented a portion of the spherical sound wave front as a com-
plex pressure. With each surface reflection, the associated
complex pressure-reflection coefficient, calculated by a

FIG. 9. Variation of �a� total �“target” answer=120.0 dB� and �b� 63-Hz
levels �“target” answer=99.1 dB� in Room 1 with frequency resolution us-
ing 42 320 beams and 50 reflections.

FIG. 10. Comparison of steady-state sound-pressure-level predictions by the
image-phase and beam-tracing model, for Room 2. The beam-tracing model
was used with 2000 beams. The reflection order for both models was 25:
�—� image-phase model; �---� beam-tracing model.
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transfer-matrix model for multilayer surfaces, was multiplied
by the incident beam’s complex pressure to find the pressure
at the reflected beam-front. The sum of the complex pres-
sures at the beam-face for each occurrence of a valid source-
receiver path is that beam’s contribution to the sound pres-
sure at the receiver. The sum of the pressure contributions
from all beams yields the steady-state sound-pressure level at
the receiver point. The model works in the frequency do-
main; the time response can be obtained with an inverse fast
Fourier transform.

The two component models were validated separately.
The transfer-matrix model was tested in the case of surfaces
that are commonly found in rooms: a single glass plate,
double drywall panel, a carpeted floor �as a double porous
layer with rigid backing�, and a fiber-glass layer with rigid
backing. Transfer-matrix predictions agreed well with rel-
evant theory �plate surfaces� or experiment �a carpeted floor
and fiber-glass surfaces�.

The transfer-matrix and beam-tracing models were com-
bined to form the new room-prediction model required for
this research. The final model was tested in the cases of three
room configurations: a small office, a corridor, and a small
industrial workroom. Two numerical issues were involved in
the validation of this model—the reflection order and the
number of beams required to predict the steady-state sound-
pressure level with sufficient accuracy had to be determined.
It was found that 1280 beams �5120 at 63 Hz� and a reflec-
tion order of 24 resulted in sound-pressure levels predicted
by the beam-tracing model to converge within 0.5 dB. As
will be describe in a separate paper, the model was applied
by comparing sound-field predictions for rooms with sur-
faces modeled as of either extended and of local reaction.

Runtimes for the beam-tracing algorithm are low, but
those for the transfer-matrix algorithm can be long. For ex-
ample, when run on a 3-GHz Pentium-4 personal computer,
calculations of pressure spectra for a simple case with no
multilayer surfaces take a few minutes. However, when one
surface comprises multiple layers, extended-reaction calcula-
tions can take several tens of hours.

Improvements to the model are possible to increase its
accuracy, computational efficiency, and functionality. They
include using the exact source-receiver path �instead of that
estimated as the path from the last image source to the point
on a plane that contains the receiver point�, implementation
of an adaptive beam-tracing algorithm,10,11 and precalcula-
tion of reflection coefficients of multilayered surfaces at ap-
propriate frequencies and angles, and use an appropriate in-
terpolation scheme to determine the values applicable for a
given beam/surface interaction.

ACKNOWLEDGMENTS

The authors would like to thank Dr. Bruno Brouard,
Université de Maine, for providing us with the pseudo-
inverse function for matrix inversion, and Mark Bliss and
Gary Chan for performing the validation predictions.

1H. Kuttruff, Room Acoustics, 4th ed. �Spon, London, 2000�.
2M. R. Hodgson, “When is diffuse-field theory applicable,” Appl. Acoust.

49, 197–207 �1996�.

3J. B. Allen and D. A. Berkley, “Image method for efficiently simulating
small-room acoustics,” J. Acoust. Soc. Am. 65, 943–950 �1979�.

4J. Borish, “Extension of the image model to arbitrary polyhedra,” J.
Acoust. Soc. Am. 75, 1827–1836 �1984�.

5T. Lewers, “A combined beam-tracing and radiant-exchange computer
model of room acoustics,” Appl. Acoust. 38, 161–178 �1993�.

6E.-M. Nosal, M. R. Hodgson, and I. Ashdown, “Improved algorithms and
methods for room sound-field prediction by acoustic radiosity in arbitrary
polyhedra,” J. Acoust. Soc. Am. 116, 970–980 �2004�.

7A. Kulowski, “Algorithmic representation of the ray tracing technique,”
Appl. Acoust. 18, 449–469 �1985�.

8D. van Maercke and J. Martin, “The prediction of echograms and impulse
responses within the Epidaure software,” Appl. Acoust. 38, 93–114
�1993�.

9A. Farina, “RAMSETE-A new pyramid tracer for medium and large scale
acoustic problems,” Proceedings of Euro-Noise’95, pp. 55–60.

10I. A. Drumm and Y. W. Lam, “The adaptive beam-tracing algorithm,” J.
Acoust. Soc. Am. 107, 1405–1412 �2000�.

11T. Funkhouser, N. Tsingos, I Carlbom, G. Elko, M. Sondhi, J. E. West, G.
Pingali, P. Min, and A. Ngan, “A beam tracing method for interactive
architectural acoustics,” J. Acoust. Soc. Am. 115, 739–756 �2004�.

12D. van Maercke, “Simulation of sound fields in time and frequency do-
main using a geometrical model,” Proceedings of the 12th ICA, Toronto,
1986, E11-7.

13M. Vorländer, “Simulation of the transient and steady-state sound propa-
gation in rooms using a new combined ray-tracing/image-source algo-
rithm,” J. Acoust. Soc. Am. 86, 172–178 �1989�.

14K. R. Fyfe, J. P. Coyette, and P. A. van Vooren, “Acoustical and elasto-
acoustic analysis using finite element and boundary element methods,”
Sound Vib. 16–22 �December 1991�.

15V. Easwaran and A. Craggs, “On further validation and use of the finite
element method to room acoustics,” J. Sound Vib. 187, 195–212 �1995�.

16M. Terao and H. Sekine, “A numerical analysis of sound field of a long
space by a sub-region coupling approach,” Proceedings of Inter-Noise’96,
pp. 3007–3010.

17F. Ramiandrasoa, M. A. Hamdi, and M. Haddar, “A sub-domain decom-
position method for large acoustic cavities,” Proceedings of Inter-
Noise’96, pp. 2975–2978.

18S. Sakamoto and H. Tachibana, “Calculation of impulse responses in 3-D
sound field with absorptive boundary by the finite-difference method,”
Proceedings of Inter-Noise ’97, p.1597.

19E. De Geest and H. Patzold, “Comparison between room transmission
functions calculated with a boundary-element method and a ray-tracing
method including phase,” Proceedings of Inter-Noise’96, pp.3177–3180.

20G. Bartsch, “Simulation der tieffrequenten Schallausbreitung in Räumen,
Zwischenbericht über das Forshungsverhaben, DFG VO 600/3-1,” ITA,
RWTH Aachen �1998�.

21G. M. Naylor, “ODEON-Another hybrid room acoustical model,” Appl.
Acoust. 38, 131–143 �1993�.

22B. L. Dalenbäck, “Room acoustic prediction based on a unified treatment
of diffuse and specular reflection,” J. Acoust. Soc. Am. 100, 899–909
�1996�.

23http://www.renkus-heinz.com/ease/index.html
24http://www.akustik.rwth-aachen.de/Forschung/Forschungsgebiete/raum/

caesar
25M. Hodgson, “On the prediction of sound fields in large empty rooms,” J.

Acoust. Soc. Am. 84, 253–261 �1988�.
26L. E. Kinsler, A. R. Frey, A. B. Coppens, and J. V. Sanders, Fundamentals

of Acoustics �Wiley, New York, 1982�.
27D. L. Folds and C. D. Loggins, “Transmission and reflection of ultrasonic

waves in layered media,” J. Acoust. Soc. Am. 62, 1102–1109 �1977�.
28M. E. Delany and E. N. Bazley, “Acoustical properties of fibrous materi-

als,” Appl. Acoust. 3, 105–116 �1970�.
29K. Attenborough, “Acoustical characteristics of rigid fibrous absorbents

and granular media,” J. Acoust. Soc. Am. 73, 785–799 �1983�.
30D. L. Johnson, J. Koplik, and E. R. Dashen, “Theory of dynamic perme-

ability and tortuosity in fluid-saturated porous media,” J. Fluid Mech. 176,
379–402 �1987�.

31J. F. Allard, Propagation of Sound in Porous Media �Elsevier Applied
Science, London, 1993�.

32M. A. Biot, “The theory of propagation of elastic waves in a fluid-
saturated porous solid. I. Low frequency range. II. Higher frequency
range,” J. Acoust. Soc. Am. 28, 168–191 �1956�.

33R. Panneton and N. Atalla, “Numerical prediction of sound transmission

2330 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 A. Wareing and M. Hodgson: Beam tracing in rooms with multilayer boundaries



through finite multilayer systems with poroelastic materials,” J. Acoust.
Soc. Am. 100, 346–354 �1996�.

34B. Brouard, D. Lafarge, and J. F. Allard, “A general method of modeling
sound propagation in layered media,” J. Sound Vib. 183, 129–142 �1995�.

35K. Attenborough, “Acoustical characteristics of porous materials,” Phys.
Rep. 82, 179–227 �1982�.

36C. Klein and A. Cops, “Angle dependence of the impedance of a porous
layer,” Acustica 44, 258–264 �1980�.

37M. Tamura, J.-F. Allard, and D. Lafarge, “Spatial Fourier-transform
method for measuring reflection coefficients at oblique incidence. II. Ex-
perimental results,” J. Acoust. Soc. Am. 97, 2255–2262 �1995�.

38A. Wareing, “Acoustic modeling of rooms with extended-reaction sur-

faces,” M.A.Sc. thesis, University of British Columbia, 2000.
39M. R. Hodgson, A. Wareing, and C. Campbell, “A combined beam-tracing

and Biot-transfer-matrix model for predicting sound fields in enclosed
spaces,” Proceedings of Euro-Noise ’98, pp. 1023–1028.

40F. Fahy, Sound and Structural Vibration: Radiation, Transmission and
Response �Academic, London, 1985�.

41B. Brouard, D. Lafarge, and J.-F. Allard, “Measuring and prediction of the
surface impedance of a resonant sound absorbing structure,” Acta Acustica
2, 301–306 �1994�.

42J. Guo and M. Hodgson, “Investigation of active noise control in non-
diffuse sound fields,” Proceedings of Active‘99, Vol. 2, pp. 621–632.

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 A. Wareing and M. Hodgson: Beam tracing in rooms with multilayer boundaries 2331



Silencer design by using array resonators for low-frequency
band noise reduction

Sang-Hyun Seo
Department of Structure & Materials, KSLV Technology Division, Korea Aerospace Research Institute
(KARI), 45 Eoeun-Dong, Yuseong-Gu, Daejeon, 305-333, Korea

Yang-Hann Kim
Center for Noise and Vibration Control (NOVIC), Department of Mechanical Engineering, Korea Advanced
Institute of Science and Technology (KAIST), Science Town, Daejeon, 305-701, Korea

�Received 1 December 2004; revised 26 July 2005; accepted 26 July 2005�

Helmholtz resonators are often used to reduce noise. They are particularly useful when noise has a
narrow frequency band. In this study we aim to broaden its narrow band characteristics by
combining many resonators. Serial and parallel arrangements of resonators have been tested to
obtain broader impedance mismatch characteristics in the broader band. Theoretical and
experimental results explain these characteristics in the absence of mean flow. The serial
arrangement mainly increases the peak of TL at the resonance frequency. But the parallel
arrangement logarithmically increases the peak of TL and expands the bandwidth. The change of
acoustic characteristics is explained by introducing an “equivalent impedance analysis.” This shows
that the transmission loss has a maximum value when the distance between resonators is � /4 of its
wavelength. In this study we propose a novel design method that optimizes the arrangement of
resonators while keeping the volume minimized. Various transmission loss characteristics are
possible when we select different objective functions under constraints. © 2005 Acoustical Society
of America. �DOI: 10.1121/1.2036222�
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I. INTRODUCTION

The Helmholtz resonator is often used to reduce noise in
a narrow frequency band. This type of resonator has a high
transmission loss in a narrow band at its resonance fre-
quency. It is easy to design this resonator to have a desired
resonance frequency, because this is determined by the geo-
metric ratio of the cavity and its neck.

There have been many studies about the disagreement
between analytic and experimental results of the resonator
due to the uncertainty of damping around the neck or end
correction.1–3 With regard to characteristics of the silencer
using resonators, Anderson4 studied the effect of flow when a
single side branch Helmholtz resonator is attached to a cir-
cular duct. Chun5 studied the acoustic characteristics of con-
centric pipe resonators to obtain a general solution for the
acoustic field in the resonators by using the Green’s function.
Furthermore, many studies about the applications of a reso-
nator are in progress in various fields.

In this paper, multiple array resonators are used to
broaden the narrow band characteristics of a resonator in the
low-frequency band. Kim6 and Kuntz7 studied the acoustic
characteristics of the panel using multiple array resonators to
obtain a high absorption coefficient at low frequency. These
studies made use of impedance changes in the resonator
configuration.

Also, in the case of a silencer using array resonators, in
order to obtain broadband transmission loss characteristics,
we can make use of an additional effect from many different
impedance surfaces.

Therefore, we need to study the acoustic characteristics
of array resonators for the design of an effective silencer
model. Thus we intend to introduce the equivalent imped-
ance that represents the total acoustic characteristics of the
silencer and an optimization for determining resonance
frequencies.

II. THEORY

A. Transmission loss of a branch resonator

Silencer using a resonator reduces noise by an imped-
ance mismatch that causes reflection of the incident acoustic
energy and attenuation in the resonator’s neck. When a reso-
nator is attached to a duct by a side branch, as depicted in
Fig. 1, the basic assumption is that plane waves propagate in
a duct and the reflected waves from downstream of a duct do
not exist by using an anechoic termination in the absence of
mean flow. Considering effects of grazing flow, if the mean
flow’s velocity is less than M =0.1 �M: Mach number�, its
effect is not serious.4

The sound pressure �P� and the volume velocity �U� can
be expressed as follows:

P1 = Ae−jkx + Bejkx, P2 = Ce−jkx, �1a�

U1 =
1

Z
�Ae−jkx − Bejkx�, U2 =

1

Z
�Ce−jkx�, �1b�

where A, B, and C are the magnitude of the incident wave,
reflected wave, and transmitted wave, respectively, and Z
=�c /S is the acoustic impedance of the duct. Here k
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=2�f /c is the wave number, � is the density of air, and c is
the sound speed.

The transfer matrix between point 1 and point 2 can be
obtained as follows by using the continuity of the sound
pressure and the volume velocity:

�P1

U1
� = � 1 0

1

− jZc cot kh + Zh
1 ��P2

U2
�

= 	T11 T12

T21 T22

�P2

U2
� , �2�

where Zc=�c /Sc is the acoustic impedance of a resonator’s
cavity.

The impedance of resonator Zr can be expressed as

Zr = − jZc cot kh + Zh, �3�

Zh =
�c

Sh
�0.0072 + jk�l + 0.75�� , �4�

where Zh is the hole impedance of a resonator, as suggested
by Sullivan.8,9 Sullivan obtained the hole impedance of per-
forated elements in a concentric tube resonator by measure-
ment. Here, the resistance of Zh was modified in consider-
ation of the experimental results of this study, and Sh is the
cross-sectional area of the hole.

Transmission loss �TL� can be represented as follows by
using the transfer matrix:

TL = 20 log10�A

C
�

= 20 log10�T11 + T12/Z + T21 · Z + T22

2
� �dB� , �5�

where A is acoustic pressure of the incident wave and C is
the acoustic pressure of the transmitted wave.

Using Eqs. �2� and �5�, the TL of a branch resonator in
the duct can be obtained as

TL = 20 log10�2 + Z� 1

− jZc cot kh + Zh
�

2
� . �6�

The TL of a branch resonator has a peak at its resonance
frequency, as is well known. Thus, in order to obtain broad-
band characteristics, it is necessary to study the TL change
for the serial and parallel array of resonators.

B. Serial and parallel array

Figure 2 illustrates the serial and parallel arrangement of
identical resonators. Considering the TL change varying the
resonator’s number, the serial arrangement mainly increases
the magnitude of TL at the resonance frequency. But the
parallel arrangement logarithmically increases the magnitude
of TL and the bandwidth.

These characteristics give the resonator array high TL in
the broader band. In this sense, we can design the silencer by
using multiple array resonators having different resonance
frequencies, which are included in the objective frequency
band.

Figure 3 illustrates a panel-type silencer using each of 8
resonators �i=1; 257 Hz, i=2; 297 Hz, i=3; 361 Hz, i=4;
413 Hz� in the parallel direction. Impedance of each resona-
tor is expressed as follows, as given by Eq. �3�:

Zr�i� = − jZc�i� cot kh�i� + Zh�i� �i = 1,2,3,4� . �7�

If the transfer matrix that represents a resonator having
resonance frequency �f i� is TfiHz and the direct tube between
the resonators is Ttube, the total transfer matrix �Ttotal� of the
panel-type silencer is obtained as follows:

FIG. 1. Helmholtz resonator with a duct.

FIG. 2. The TL change varying the number of resonators. �a� The serial
arrangement �S: cross-sectional area of duct, L: distance of resonators�; �b�
the parallel arrangement. �f0=340 Hz, L :100 mm, l :25 mm, D :10 mm,
Sc :��20�2 mm2, h :48.5 mm, S :50*50 mm2�.
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Ttot = T257 Hz · Ttube · T297 Hz · Ttube · T361 Hz · Ttube · T413 Hz

= � 1 0

N

Zr1
1 � · Ttube · � 1 0

N

Zr2
1 � · Ttube · � 1 0

N

Zr3
1 � · Ttube

· � 1 0

N

Zr4
1 �, �8�

where N denotes the number of resonators in the parallel
direction.

Using Eqs. �5� and �8�, the total TL of the panel-type
silencer can be obtained. Figure 4 compares each resonator’s
TL with the total TL of the panel-type silencer. As depicted
in Fig. 4, the total TL has each resonance frequency’s peak
and shows the additional effect.

Thus we confirmed that the panel-type silencer can
obtain high TL characteristics in the broader band, as
noted before. This theoretical result should then be verified
experimentally.

III. EXPERIMENT

A. Experimental setup

Figure 5 shows the experimental setup for the TL mea-
surement of the simplified panel-type silencer. The duct’s
cross-sectional area is 50�50mm2 with a higher cutoff fre-
quency of 3.43 kHz for plane wave propagation. An
anechoic termination with a cutoff frequency of about
100 Hz is employed in this experiment to avoid the effects of
the reflected waves.

In this study, TL was measured by a two-microphone
method from the Seybert and Ross wave decomposition
theory.10

B. Results

Figure 6 illustrates the panel-type silencer using each of
four resonators �i=1; 257 Hz, i=2; 334 Hz, i=3; 387 Hz, i
=4; 447 Hz� in the parallel direction. Figure 7 shows a com-
parison of the measured and predicted transmission loss.

IV. EQUIVALENT IMPEDANCE ANALYSIS

A. Parallel combination

The panel-type silencer has two important design param-
eters. Each resonator’s resonance frequency and distance be-
tween the resonator’s hole determine the TL of the panel-
type silencer. This means that we have to study the acoustic
characteristics of the array resonators to determine an effec-
tive resonator arrangement.

Using an equivalent impedance concept that represents
the total acoustic characteristics of the silencer, we can ex-
plain the acoustic characteristics according to the resonator
arrangement. Figure 8 illustrates the equivalent impedance of
a silencer using array resonators.

The equivalent impedance �Zeq� for a parallel arrange-
ment is obtained as follows.

As depicted in Fig. 1, the pressure reflection coefficient
and the pressure transmission coefficient at x=0 can be rep-
resented as follows:

Rcoeff =
B

A
, Tcoeff =

C

A
. �9�

Considering the number of resonators in the parallel direc-
tion �N�, the transfer matrix between point 1 and point 2 can
be written as

FIG. 3. Panel-type silencer using resonator array �Li: distance of resonators�.

FIG. 4. Transmission loss of panel-type silencer. �N :8 , l :25 mm, D :10 mm,
S :50*50 mm2, L :100 mm�.

FIG. 5. The experiment setup for measurement of transmission loss.

FIG. 6. Panel-type silencer using each of four resonators.

2334 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 S. Seo and Y. Kim: Silencer design by using array



� P1

U1
� = � 1 0

N

Zr
1 ��P2

U2
� . �10�

That is, Eq. �10� can be rearranged as

P1 = P2, �11a�

U1 =
N · P2

Zr
+ U2. �11b�

Using Eqs. �1�, �9�, and �11� at x=0, the pressure reflec-
tion coefficient �Rcoeff� and the pressure transmission coeffi-
cient �Tcoeff� at the impedance surface can be obtained in
terms of the impedance of the resonator �Zr� and the acoustic
impedance �Z� of the duct:

Rcoeff =
− N · Z

N · Z + 2 · Zr
, �12�

Tcoeff =
2 · Zr

N · Z + 2 · Zr
. �13�

Using Eq. �12�, the equivalent impedance �Zeq� for a parallel
arrangement can be evaluated as

Zeq =
P1

U1
=

Z�A + B�
A − B

=
Z�1 + Rcoeff�

1 − Rcoeff
=

Z · Zr

N · Z + Zr
. �14�

Figure 9 shows the change of equivalent impedance
�Zeq/Z�, which is normalized by the acoustic impedance of
the duct while varying the number of resonators in the par-
allel direction. As the number of resonators increases, the
resistance �Re� of the impedance broadens. The reactance
�Im� of the impedance has a value of zero at resonance fre-
quency �200 Hz�.

B. Serial combination

As depicted in Fig. 8, the total transfer matrix can be
expressed as follows for a serial array:

�P1

U1
� = T1 · T2 · T3 · ¯ �PN

UN
� = 	T11 T12

T21 T22

�PN

UN
� .

�15�

Equation �15� can be rewritten as

P1 = T11 · PN + T12 · UN, �16a�

U1 = T21 · PN + T22 · UN. �16b�

Using Eqs. �9� and �16�, the pressure reflection coeffi-
cient �Rcoeff� and the pressure transmission coefficient �Tcoeff�
can be obtained in terms of the element of total transfer
matrix at x=0
L:

Tcoeff =
2

T11 + T12/Z + T21 · Z + T22
, �17a�

Rcoeff =
T11 + T12/Z − T21 · Z − T22

T11 + T12/Z + T21 · Z + T22
. �17b�

Figure 10 illustrates an electrical analogy11 of a simple
model using two resonators.

First, considering the second resonator and a direct tube
between the first and the second resonator, the impedance at
x=L can be expressed as

ZL =
Z · Z2

Z + Z2
. �18�

As depicted in Fig. 10, considering the wave propagation
having magnitudes A and B in the direct tube, the sound
pressure can be represented as

FIG. 7. A comparison between the experimental and theoretical result of the
panel type using each of four resonators �L :100 mm, l :25 mm, D :10 mm,
S :50*50 mm2�.

FIG. 8. Equivalent impedance of a silencer using array resonators �P: sound
pressure, U: volume velocity, A: incident wave, B: reflected wave, C: trans-
mitted wave�.

FIG. 9. Impedance change of the parallel arrangement varying the number
of resonators �Re: resistance, Im: reactance�.

FIG. 10. Electrical analogy of the simple model using two resonators �P:
sound pressure, U: volume velocity�.
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P�x� = Ae−jk�x−L� + Bejk�x−L�. �19�

Using Eq. �19�, the impedance at x=0, x=L can be obtained
as

ZL =
P�L�
U�L�

= Z ·
A + B

A − B
, �20�

Z0 =
P�0�
U�0�

= Z ·
AejkL + Be−jkL

AejkL − Be−jkL . �21�

Using Eqs. �20� and �21�, the impedance �Z0� at x=0 can be
evaluated as

Z0 = Z ·
�ZL/Z� + j tan�kL�
1 + j�ZL/Z�tan�kL�

. �22�

Finally, considering the first resonator, the equivalent
impedance �Zeq� of a serial array can be obtained as follows:

Zeq = � 1

Z1
+

1

Z0
�−1

. �23�

The change of acoustic characteristics is explained by using
the equivalent impedance analysis. Thus, we can determine
the effective resonator arrangement for obtaining the TL
characteristics for low-frequency band noise reduction.

C. Characteristics change by the distance between
resonators

As depicted in Fig. 10, in the case of using two resona-
tors with 202 Hz �front� and 258 Hz �rear�, the power trans-
mission coefficient �T�= �Tcoeff�2� and the power reflection
coefficient �R�= �Rcoeff�2�, the absorption coefficient �D�=1
−R�−T�� for varying the distance between resonators can
be obtained as the contour graph in Fig. 11.

It has a periodic characteristic of � /2 ��: wavelength� as
a whole and the TL between the first and second resonance
frequency has a maximum value when the distance between
resonators is � /4 of its wavelength.

Figure 11 shows that the front resonator reflects sound
power uniformly and the rear resonator attenuates sound
power dominantly. When the arrangement is changed to
258 Hz �front� and 202 Hz �rear�, the power reflection coef-
ficient �R�� and the absorption coefficient �D�� have a sym-
metric shape of 202 Hz �front� and 258 Hz �rear�. However,
the TL is not changed in this case.

Thus, the change of distance between resonators is more
important than the arrangement order of the resonators from
the viewpoint of TL. These characteristics are identified by
the equivalent impedance analysis, as noted earlier.

Figure 12 shows the resistance �Re� and reactance �Im�
of equivalent impedance that is normalized by the acoustic
impedance of the duct while varying the distance between
resonators for the case of two resonators, 202 Hz �front� and
258 Hz �rear�. The resistance of impedance is related to the
energy dissipation and the reactance of impedance is related
to the energy reflection. Figure 11 and Fig. 12 show that the
absorption coefficient is high at the high resistance and the
reflection coefficient is high at the zero-crossing point of the
reactance.

D. Effective arrangement of resonators

According to the equivalent impedance analysis, we can
determine the optimal distance between resonators to obtain
a high TL in the objective frequency band.

In the model shown in Fig. 3 �i=1; 257 Hz, i=2;
297 Hz, i=3; 361 Hz, i=4; 413 Hz�, the distance between
resonator’s hole can be determined as

Li =

�i

4
+

�i+1

4

2
=

c� 1

f i
+

1

f i+1
�

8
. �24�

Figure 13 shows a comparison of TL curves when the
distances of the resonators are 100 mm and � /4.

FIG. 11. Acoustic characteristics varying the distance between resonators
with 202 Hz �front� and 258 Hz �rear�. �a� Power transmission coefficient;
�b� power reflection coefficient; �c� absorption coefficient.
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When the distances between resonators are � /4, the TL
has a higher value in the objective frequency band. But the
silencer must have a long length for in order to effectively
control noise at low frequency because the wavelength is
relatively long. Therefore we intend to propose a new design
method that optimizes the arrangement of the resonators.

V. DESIGN PROBLEM

A. Problem definition

The silencer using array resonators has many design pa-
rameters �volume of cavity: W�H�Li, neck length of reso-
nator: l, hole diameter of resonator:D, distance between reso-

nators: �si�. If all design parameters are considered, the
silencer model becomes very complex. Therefore, it is nec-
essary to minimize the design parameters. Figure 14 illus-
trates the silencer model that minimizes the design param-
eters. Here l, W, H, and D can be fixed by geometric shape.

The resonance frequency �f i� can be expressed as

f i =
c

2�
� �D2/4

�l + 0.75D�WHLi
�i = 1,2, . . . ,n� , �25�

where n is the number of resonators in the serial direction.
Thus the function of TL can be defined as

TL = fun�Li,�si� . �26�

From Eq. �25�, Li is expressed in terms of f i as follows:

Li =
c2 · D2

16��l + 0.75D�W · H · f i
2 =

A

fi
2

�A =
c2 · D2

16��l + 0.75D�W · H
� , �27�

where A is constant.
The distance between holes ��si� also can be expressed

in terms of f i on the assumption that the resonator’s hole is
located at the center of the cavity:

�si =
Li + Li+1

2
=

A/f i
2 + A/f i+1

2

2
=

A�f i
2 + f i+1

2 �
2f i

2 · f i+1
2 , �28�

From Eqs. �26�–�28�, the function of TL can be repre-
sented as

TL = fun�f1, f2, f3, . . . , fn� . �29�

If the total volume of all resonators is given, the constraint of
the silencer design can be expressed as

�
i=1

n

Li = Ltot. �30�

Using Eq. �27�, this constraint can be rewritten as

�
i=1

n
A

fi
2 = Ltot. �31�

Thus, we can obtain the multivariable optimization problem
in terms of resonance frequency with a total volume
constraint.

FIG. 12. Equivalent impedance varying the distance between resonators
with 202 Hz �front� and 258 Hz �rear�. �a� Resistance; �b� reactance.

FIG. 13. Transmission loss of panel-type silencer when the distances be-
tween resonators are 100 mm and � /4 �N :8, l :25 mm, D :10 mm,
S :50*50 mm2�.

FIG. 14. The silencer model for the minimization of the design parameters
�W�H�Li: volume of cavity, l: neck length of resonator, D: hole diameter
of resonator, �si: distance between resonators, Ltot: total length of silencer�.
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B. Optimization

For the desired TL, it is necessary to select a suitable
objective function. The determination of the objective func-
tion for the design of TL shape is very important.

The optimization problem for TL shape having broad-
band characteristics at low frequency can be expressed as

minimize max�TL� − min�TL�:objective function

subject to �
i=1

n
A

fi
2 = Ltot:equality constraint

f lb � f i � fub:bound constraint. �32�

Figure 15 illustrates the objective function in Eq. �32�.
When the bound constraint is 300 Hz� f i�550 Hz and

each parameter is SD=50�50 mm2, W=70 mm, H=30 mm,
D=10 mm, l=10 mm, Ltot=30 mm, the results of optimiza-
tion are as presented in Fig. 16.

Figure 16 shows that each resonance frequency is 336,
342, 358, 385, 414, 448, and 481 Hz, and the difference
between the maximum and minimum of total TL is less than
4.7 dB.

From these results, we can obtain various TL character-
istics by selecting different objective functions under con-
straints. Finally, this optimization method shows that it is
possible to design a transmission loss shape of a silencer
using array resonators.

VI. CONCLUSION

Helmholtz resonators are used to reduce noise in the
narrow frequency band. The transmission loss characteristics
of a silencer through the use of many resonators are obtained
by theoretical and experimental results. The results show that
it is possible to design a silencer to have broadband charac-
teristics through serial and parallel arrangements of resona-
tors at low frequency.

The change of acoustic characteristics of the silencer
model can be explained by using an equivalent impedance
analysis. Considering the equivalent impedance analysis, the
change of the distance between resonators is more significant
than the arrangement order of resonators from the viewpoint
of TL. As a result, it has a periodic characteristic of � /2 as a
whole and the transmission loss has a maximum value when
the distance between resonators is � /4 of its wavelength.

In this study we propose a new design method that op-
timizes the arrangement of resonators for a TL shape that has
broadband characteristics in low frequency. Thus we can ob-
tain various transmission loss shape by selecting a suitable
objective function under given constraints.
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The development of time-reversal �T/R� communication systems is a recent signal processing
research area dominated by applying T/R techniques to communicate in hostile environments.
The fundamental concept is based on time-reversing the impulse response or Green’s function
characterizing the uncertain communications channel to mitigate deleterious dispersion
and multipath effects. In this paper, we extend point-to-point to array-to-point communications
by first establishing the basic theory to define and solve the underlying multichannel
communications problem and then developing various realizations of the resulting T/R receivers.
We show that not only do these receivers perform well in a hostile environment, but they
also can be implemented with a “1 bit” analog-to-digital converter design structure. We validate
these results by performing proof-of-principle acoustic communications experiments in air.
It is shown that the resulting T/R receivers are capable of extracting the transmitted coded
sequence from noisy microphone array measurements with zero-bit error. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2011167�

PACS number�s�: 43.60.Dh, 43.28.We, 43.28.Tc �EJS� Pages: 2339–2354

I. INTRODUCTION

Communicating in a complex environment is a daunting
problem. Such an environment can be a hostile urban setting
populated with a multitude of buildings and vehicles, the
simple complexity of a large number of sound sources that
are common in the stock exchange, or military operations in
an environment with topographic features, hills, valleys,
mountains or even a maze of buried water pipes attempting
to transmit information about any chemical anomalies in the
water system servicing a city or town. These inherent ob-
structions cause transmitted signals to reflect, refract, and
disperse in a multitude of directions distorting both their
shape and arrival times at network receiver locations. Imag-
ine troops attempting to communicate on missions in under-
ground caves consisting of a maze of chambers causing mul-
tiple echoes with the platoon leader trying to issue timely
commands to neutralize terrorists. This is the problem with
transmitting information in a complex environment. Waves
are susceptible to multiple paths and distortions created by a
variety of possible obstructions, which may exist in the par-
ticular propagation medium. This is precisely the communi-
cations problem we solve using the physics of wave propa-
gation to not only mitigate the noxious effects created by the
hostile medium, but also to utilize it in a constructive manner
enabling a huge benefit in communications. We employ time-
reversal �T/R� communications to accomplish this task.

Time-reversal can be applied to “reconstruct” communi-
cation signals by retracing all of the multiple paths that
originally distorted the transmitted signals, that is, if we
transmit a signal into a hostile environment �medium�, then

the waves bounce, bend and spread, yet eventually make
their distorted way to the desired receiver. Unfortunately,
they arrive at the receiver at various times and signal levels
creating a completely distorted message. In order to separate
or decompose the individual components of the message, the
T/R receiver must use its knowledge of the medium to not
only separate each path, but also to superpose them together
in some coherent manner to extract the message with little or
no distortion while increasing their signal levels. The basic
communications problem is to transmit coded information
through the hostile environment or medium and receive it at
desired receiver or client stations. These client stations can
also broadcast through the medium characterized by unique
Green’s function paths to create a two-way communication
link as depicted in Fig. 1.

Typical communications channels are subjected to a va-
riety of noise and signal distortions corrupting the fidelity of
the information being transmitted and reducing the effective
capacity of the channel to reliably receive the information.1,2

Contrary to intuitive notions, multipath propagation in a
communications channel residing in a hostile environment
can be considered a potential advantage by increasing the
overall signal-to-noise ratio �SNR�—when utilized properly.
T/R communications is based on taking advantage of the
multipath arrivals and multiple scatterers to enhance SNR.
Significant effort is continually directed toward developing
new techniques for correcting or negating the effects of
channel distortions. The ever-increasing demand for greater
channel capacity continually necessitates better solutions for
channel signal processing. This paper is based on utilizing
T/R principles and theory3,4 to communicate in a hostile en-
vironment contaminated by multipath arrivals and multiple
�random� scatterers. Here we investigate the performance ofa�Electronic mail: candy1@llnl.gov
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time-reversal based communications systems employing sen-
sor arrays using multichannel processors for client stations in
a hostile multipath/multiple scatterer environment.

The basic idea in time-reversal signal processing for
communications is to first estimate the set of Green’s func-
tions for transmitter-receiver pairs from pilot signal measure-
ments. Many applications simply transmit a sharp, narrow
pulse to approximate an impulse from the host thereby pro-
viding the Green’s function response directly to the client
receiver and then follow it with the coded information
message.1,2 This approach is fine as long as the transmitted
pulse approximates an impulse sufficiently with enough time
separation at the receiver elapsed before code arrival to cap-
ture all of the subsequent multipath returns. Another ap-
proach is to operate only within the information bandwidth
�BW� specified, that is, only the BW to be utilized for com-
munications is required. In this case, the set of Green’s func-
tions need only be estimated over the information BW which
is equivalent to estimating the entire set of Green’s functions
and then performing bandpass filtering to extract the infor-
mation bandwidth. Unfortunately, limiting the Green’s func-
tions to this restricted frequency band does not eliminate the
effects of the multipath, since it is captured by the superpo-
sition of each return; however, noise reduction is achieved
increasing the output SNR at the receiver. This approach is
achieved by using a chirp �swept frequency� over the infor-
mation bandwidth of the channel to extract the required set
of Green’s functions.5 In any case, once the Green’s func-
tions are available to either host or client or both, then it is
possible to realize a variety of T/R receivers. In this paper we
will use the information BW approach to estimate the re-
quired set of Green’s functions.

The communications problem, itself, can be decom-
posed into a suite of different scenarios to determine if the
T/R approach is applicable and just how it may be applied.
T/R communication receivers rely directly on their ability to
utilize the underlying and unique propagation paths charac-

terized by the set of Green’s functions transmitter-receiver
pairs from host-to-client or vice-versa �see Fig. 1�. It is this
knowledge that provides unique communication links even
in hostile environments. In an open communications sce-
nario, where every station is privy to all of the information to
establish the link, then both host and clients know the pilot
signals, Green’s functions, synchronization times, carriers,
etc. In a secure communications environment then some of
the information is known, while in a covert operation only
one or the other station need know the critical information.
For instance, if the host array knows the set of Green’s func-
tions to a particular client station receiver, then it can trans-
mit directly to it through its unique paths or it can broadcast
directly into the medium and the client receiver can extract
�on reception� the particular information from knowledge of
its own set of Green’s functions. The latter is an example of
covert reception by the client.

The initial idea of T/R communications evolved from
the seminal work of Parvulescu6 where the underlying
Green’s function of the ocean was first estimated using a
pilot signal or probe pulse, time reversed and retransmitted
through the medium to focus and achieve a high SNR gain.
The realization of this multichannel receiver is captured by
that of T/R Receiver I structure described in Sec. II. Jackson7

developed the formal theory of T/R �phase conjugation� in
underwater acoustics, while the work of Dowling8 was aimed
at developing receivers capable of compressing coded acous-
tic pulses in a fading multipath channel. Here the receiver
realization is equivalent to postprocessing the received data
with the estimated Green’s functions �T/R Receiver III�.
Hermand9 and Brienzo10 developed model-based methods by
eliminating the pilot signal and using modeled Green’s func-
tions �T/R Receiver III�. Subsequent experiments to demon-
strate the performance of T/R in the ocean channel followed
with the work of Kuperman11 �T/R Receiver I�, Hermand12

�T/R Receiver III�, Hodgkiss13 and Edelmann14 �T/R Receiver
I�. Rouseff15 proposed a passive T/R approach in underwater
acoustic communications using a realization equivalent to
T/R Receiver IV. In a recent focusing study Yon16 imple-
mented the T/R Receiver I for acoustics in a room. Smith17

and Heinemann18 investigated incoherent communications in
underwater acoustics using a T/R receiver realization �T/R
Receiver I� demonstrating the effectiveness of T/R commu-
nications in a slowly �temporal� changing environment.
Candy5 demonstrated the effectiveness of a variety of T/R
receiver designs in a highly reverberant environment for
point-to-point communications. The work we present in this
paper extends the point-to-point results of Ref. 5 to the array-
to-point or array-to-multiple receivers, theoretically as well
as experimentally, for both multibit resolution �24-bit
analog-to-digital �A/D� conversion� and the new minimal
resolution “1-bit” T/R receiver designs.19 The realizations of
various 1-bit T/R receivers are discussed and applied to
noisy microphone array measurements in a hostile environ-
ment.

This paper is organized as follows. In Sec. II, the under-
lying T/R theory relative to the multichannel communication
problem is discussed including the development of the T/R
receivers and other essential components of an acoustics

FIG. 1. �Color online� The basic communications problem: Host array trans-
mission to client receiver stations through propagation channel �medium�.
The basic environment including the host transmitter/receiver, hostile me-
dium along with the corresponding sets of Green’s functions transmitter-
receiver pairs from host array to client receiver stations in the communica-
tions network array.
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communications system. We also develop the corresponding
1-bit �1-bit T/R� designs for comparison. The development
of a multichannel experiment to assess the feasibility and
performance of the T/R receivers is described in Sec. III
along with the associated signal processing. The receiver per-
formance on the raw measurement data to extract the infor-
mation sequence is discussed in Sec. IV. Finally, we summa-
rize these results and discuss future efforts.

II. T/R COMMUNICATIONS

In this section we develop a suite of “array-to-point”
time-reversal receivers to recover a transmitted information
sequence or code from a set of receiver measurements in a
highly reverberant, temporally stationary environment. Here
the emphasis is on the processing provided by the various
realizations to extract the information signal and characterize
their performance. It should also be noted that no attempt is
made to optimize the receiver and configure it in a “real-
time” operational mode. Rather, the subsequent experiment
is performed to demonstrate the feasibility of using “time-
reversal” to extract the information sequence.

A. Time-reversal background

The detection of a transmitted information sequence can
be transformed to the problem of maximizing the output
signal-to-noise ratio, SNRout, at the receiver of a communi-
cations system. The underlying system model for the com-
munications problem is given by

z�r;t� = sout�t� + nout�t� = g�r;t� � �s�t� + n�t�� , �1�

for z�r ; t�, the noisy measurement at the rth-spatial location,
sout�t�, the output signal consisting of the convolution of
s�t�, the transmitted signal �information� and g�r ; t�, the
spatio-temporal channel response. The output noise,
nout�t�, is also the convolution with the input noise, n�t�, an
additive random �white� zero mean, noise of variance, �n

2.
The matched-filter problem based on the model of Eq. �1�
is given a “known” signal, s�t�, in additive white noise, find
the filter response, f�t�, that maximizes the SNRout. The so-
lution to this problem is classical and reduces to applying
the Schwartz inequality1,2 yielding the optimal solution,
f�t�=s�T− t�, the reversed, shifted signal or replicant. The
matched-filtering operation, mf�t�, is then simply the
cross-correlation function of the known signal, s�t�, and
the measurement, z�r ; t�, that is, Csz�T− t�.

For time-reversal, the matched-filter problem is identical
to that posed above with a “known” Green’s function of the
medium replacing the known replicant.3,4,6,20 The Green’s
function, g�r ,ro ; t�, is the result of a point-to-point commu-
nications link between a client station �source� at ro to a host
or master station �receiver� at r. In the T/R case, the
matched-filter solution is again found by maximizing,
SNRout, leading to f�t�=g�r ,ro ;T− t�. Thus, for T/R, the op-
timal matched-filter solution is the time-reversed Green’s
function from the host station-to-client station �source-to-
receiver� or vice versa. Comparing these results with the
usual matched-filter solution above, the Green’s function of
the channel is reversed rather than the transmitted replicant

signal. Note that since T/R theory requires reciprocity,3,4 this
result is valid for both transmission and reception, that is,
g�r ,ro ;T− t�↔g�ro ,r ;T− t�. Note also that if the array is in-
cluded to sample the spatial field or transmit a wave, then a
solution evolves with sets of Green’s function transmitter-
receiver pairs. These results include the focus at the client
station �source� position, ro, yielding the optimal, spatio-
temporal matched-filter solution,2,20 g�r� ,ro ;T− t� at sensor
position, r�. We will develop these solution in detail subse-
quently.

B. Multichannel T/R receivers

In this section, we develop the communications problem
from the multichannel signal processing perspective21 using
vector-matrix relations to represent the environment and as-
sociated stations. With this in mind, we first define the nota-
tion and relations to characterize the basic problem under
investigation and then develop the time-reversal approach to
provide potential solutions.

We define the field received at the mth-station spatially
located at rm and at time t by the spatio-temporal signal,
z�rm ; t�, and the excitation signal transmitted from the �th
array element spatially located at r�� and t by x�r�� ; t�. The
transmitted signal propagates through the time invariant me-
dium characterized by its impulse response or equivalently
Green’s function, g�rm ,r�� ; t�, representing the propagation
medium from the excitation signal �source array sensor� to
the receiver station. �In practice we do not know the Green’s
functions, so we estimate them from measured data. We use
the caret notation, ĝ�·�, throughout with the caret annotating
an estimate. See Sec. II C for more details.� Propagation is
then governed by the convolution relation

z�rm;t� = g�rm,r��;t� � x�r��;t� . �2�

Assuming that there are M-receiver stations and L ele-
ments in the transmit array, then Eq. �2� can be expanded as

� z�r1;t�
]

z�rM ;t�
� = � g�r1,r1�;t� ¯ g�r1,rL� ;t�

] � ]

g�rM,r1�;t� ¯ g�rM,rL� ;t�
� � �x�r1�;t�

]

x�rL� ;t�
� .

�3�

This spatio-temporal propagation relation can be written
compactly as

z�t� = G�r;t� � x�t� , �4�

where z�CM�1 is the received signal at all of the M sta-
tions, x�CL�1 is the information or message signal trans-
mitted by the array into the medium represented by its trans-
fer �impulse response� matrix, G�CM�L consisting of the
channel impulse responses or equivalently Green’s function,
g�rm ,r�� ; t�, from the �th-transmit array sensor element to
the mth-receiver station. More compactly, if we define

gm��t� � g�rm,r��;t� , �5�

then Eq. �3� can be rewritten in the standard vector-matrix
format where the indices identify the spatial path vector lo-
cations, that is, �rm ,r���→ �m ,�� as depicted in Fig. 1. Here
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we define the host as the transmitting array and the clients as
the receiving stations. The medium of Eq. �4� can now be
expressed in terms of this notation as

G�r;t� = �
g11�t� ¯ g1L�t�
] ]

gm1�t� ¯ gmL�t�
] ]

gM1�t� ¯ gML�t�
� = �

g1
T�t�
]

gm
T �t�
]

gM
T �t�

� , �6�

where the set of row vectors, gm
T �t�, define the propagation

path of the transmitted signals from the array to the
mth-client station as depicted in Fig. 1. The spatio-
temporal propagation of Eq. �4� can now be expressed in
terms of these L-dimensional row vectors to give

z�t� = � g1
T�t�
]

gM
T �t�

� � x�t� = � g1
T�t� � x�t�

]

gM
T �t� � x�t�

� . �7�

�Here vector-matrix operations hold with the convolution op-
erator replacing the usual multiplication operator, that is,

xT�t� � y�t� � �x1�t� ¯ xN�t�� � �y1�t�
]

yN�t�
�

= �
i=1

N

xi�t� � yi�t� �inner convolution� .

Note also that the vector operations and commutivity take
precedence over the convolution operator, that is, perform
vector operations first, then the convolutions.� At the
mth-client station the data received from the transmit array
is therefore

zm�t� = gm
T �t� � x�t� = �

�=1

L

gm��t� � x��t� . �8�

With this notation in hand, we can now develop a set of
vector T/R receiver realizations.

1. T/R RECEIVER I: T/R receiver realization based
on host array TRANSMISSION to the mth-client
receiver station using estimated Green’s
functions „ĝm

T
…

This T/R receiver realization is depicted in Fig. 2 where
the estimated Green’s functions from the transmit array to
the mth-client receiver station is time reversed and con-
volved on each sensor channel with the information signal on
transmission. In this realization the transmitted code is given
by

x�t� = ĝm�− t� � i�t� = �ĝm1�− t� � i�t�
]

ĝmL�− t� � i�t�
� , �9�

where � is defined as the Kronecker convolution operator
�element-by-element convolution� yielding an L�1 complex
vector. Therefore from Eq. �4�, we have that the wave propa-

gated from the transmit array through the medium is

ziĝmX�t� = G�r;t� � x�t� = G�r;t� � „ĝm�− t� � i�t�… , �10�

with the subscript representing the information signal �i�
convolved with the estimated Green’s functions �ĝm� corre-
sponding to the mth-client station on transmission �X�. This
expression can be written as

ziĝmX�t� = � g1
T�t�
]

gM
T �t�

� � „ĝm�− t� � i�t�…

= � g1
T�t� � ĝm�− t� � i�t�

]

gM
T �t� � ĝm�− t� � i�t�

�
= ��

�=1

L

g1��t� � ĝm��− t� � i�t�

]

�
�=1

L

gM��t� � ĝm��− t� � i�t� � . �11�

Defining the cross-correlation function as

Cgkĝm
��;t� � gk��t� � ĝm��− t� , �12�

and therefore, from the distributive property of the convolu-
tion operator,1,2 we obtain

ziĝmX�t� = ��
�=1

L

Cg1ĝm
��;t� � i�t�

]

�
�=1

L

CgMĝm
��;t� � i�t� � = � C̄g1ĝm

�t�

]

C̄gMĝm
�t�
� � i�t� ,

�13�

where

FIG. 2. �Color online� T/R Receiver I transmission-based realization.
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C̄gkĝm
�t� � �

�=1

L

Cgkĝm
��;t� for k = 1, . . . ,M .

That is, the convolution of the sum is the sum of the
convolutions.1,2 It is interesting to note that at the kth-client
receiver station, we have

zk�t� � ziĝmX�k;t� = C̄gkĝm
�t� � i�t� . �14�

We obtain maximum coherence, when k=m, matching the
set of Green’s functions to the appropriate client receiver

zk�t� =	C̄gmĝm
�t� � i�t� , k = m

C̄gkĝm
�t� � i�t� , k � m ,


 �15�

since the auto rather than cross correlation is achieved dem-
onstrating that the transmitted wave field focuses at k=m
satisfying the time-reversal focusing principle.3,4 The output
of this realization, T/R Receiver I, at the receivers is simply

RiĝmX�t� = ziĝmX�t� �16�

over the entire communications network �M receiver sta-
tions� or at the kth client as �as before�

RiĝmX�k;t� = ziĝmX�k;t� = zk�t� . �17�

Clearly, if the correlation function at k=m is impulsive, then
Cgkĝm

�� ; t�→��t�∀�, and we have

RiĝmX�m;t� = C̄gmĝm
�t� � i�t� = �

�=1

L

���;t� � i�t� = L � i�t� ,

�18�

indicating a complete recovery of the transmitted informa-
tion sequence with an array gain of L.

Before we consider the next T/R receiver realization, we
assume that we have transmitted a pilot signal into the me-
dium to give the following propagation:

zp�t� = G�r;t� � p�t� , �19�

where the pilot signal is simultaneously broadcast over each
sensor channel and zp�CM�1, p�RL�1. Note that we could
also have the case where the pilot signals are different for
each station, that is, p�t�→pm�t�. In that case we can con-
sider transmitting orthogonal pilot signals to help discrimi-
nate between stations temporally as well. Therefore from Eq.
�8� at the mth-receiver station, we have that the received
pilot signal is

zpm
�t� = gm

T �t� � p�t� = �
�=1

L

gm��t� � pm�t� . �20�

Another scenario of importance is that in an open or coop-
erative communications environment �e.g., city� the client
stations may simultaneously broadcast information to the
host array, which from Eq. �4� implies that

x�t� = GT�r;t� � z�t� . �21�

However, a more likely scenario is that each client station
individually sets up its communication link with the host by

broadcasting a signal, that is, z�t�→zm�t� �a scalar�; there-
fore, the signal received on the host array from the mth client
would be

x�t� = gm�t� � zm�t� for m = 1, . . . ,M . �22�

If, in fact, this is a known pilot signal from the mth station,
then the host array receives the following signal:

xpm
�t� = gm�t� � pm�t� for m = 1, . . . ,M �23�

for xpm
, gm�t��CL�1 and pm a scalar. Now with this infor-

mation in mind we consider another T/R receiver realization
based on these pilot signal measurements.

2. T/R RECEIVER II: T/R receiver realization based
on host array TRANSMISSION to the mth
receiver station using pilot signal vector „p…
and measurement „xpm

…

Following the same development of T/R Receiver I, we
replace the reversed L-dimensional Green’s functions esti-
mate of Eq. �10� with the reversed, L-dimensional pilot sig-
nal measurement �xpm

� of Eq. �23� received from the
mth-receiver station shown in Fig. 3. Here the measurement
is convolved with the information signal and then broadcast
into the medium to generate the wave field vector,

zipX�t� = G�r;t� � x�t� . �24�

Performing the same operations as in Eq. �11�, we have

zipX�t� = � g1
T�t�
]

gM
T �t�

� � x�t� = � g1
T�t�
]

gM
T �t�

� � „x�m
�− t� � i�t�…

= � g1
T�t� � �gm�− t� � pm�− t�� � i�t�

]

gM
T �t� � �gm�− t� � pm�− t�� � i�t�

� ,

or expanding we obtain

FIG. 3. �Color online� T/R Receiver II transmission-based realization.
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zipX�t� = ��
�=1

L

g1��t� � gm��− t� � pm�− t� � i�t�

]

�
�=1

L

gM��t� � gm��− t� � pm�− t� � i�t� �
= ��

�=1

L

Cg1gm
��;t� � pm�− t� � i�t�

]

�
�=1

L

CgMgm
��;t� � pm�− t� � i�t� � . �25�

Again recognizing the correlation relation of Eq. �12�, we
obtain

zipX�t� = � C̄g1gm
�t�

]

C̄gMgm
�t�
� � „pm�− t� � i�t�… . �26�

Thus, the receiver at the mth station is

RipmX�t� = zipmX�t� � pm�t� = C̄gmgm
�t� � Cpmpm

�t� � i�t� ,

�27�

to recover the desired information. This completes the T/R
Receiver II design, next we investigate the set of T/R receiv-
ers processing transmitted wavefield data.

3. T/R RECEIVER III: T/R receiver realization based
on RECEPTION at the mth-station using
the estimated Green’s functions „ĝm

T
…

The realization for this receiver is similar to that of T/R
Receiver I; however, the reversed client receiver station set
of Green’s functions is performed on reception rather than
transmission as shown in Fig. 4. We start with the receiver
input from the transmitted wave field of Eq. �8� as

zm�t� = gm
T �t� � i�t� , �28�

and convolve it with the estimated reversed Green’s func-
tions, that is,

RiĝmR�t� = zm�t� � ĝm�− t� = „gm
T �t� � i�t�… � ĝm�− t�

= „gm
T �t� � ĝm�− t�… � i�t� , �29�

where RiĝmR�t��RL�1, i�t�=1 · i�t� for 1�RL�1, a vector of
ones and we have interchanged the vectors using the asso-
ciative property of the convolution operator.1,2

Intuitively, from the results of the scalar case5 and T/R I,
we expect that this vector signal should be summed over the
sensor array to yield equivalent results, that is, T/R process-
ing of this vector �array� data implies that each of the com-
ponent vector outputs be summed, since they are aligned in
phase from the basic nature of time-reversal. Therefore, this
operation is equivalent to physically beam forming or focus-
ing on receive.21 Mathematically, to develop this intuition,
let us re-arrange the receiver expression of Eq. �29� as

RiĝmR�t� = ĝm�− t� � zm�t� = „ĝm�− t� � gm
T �t�… � i�t�

= Cm�t� � i�t� , �30�

for Cm�t��RL�L a correlation matrix defined by

Cm�t� � �ĝm1�− t� � gm1�t� ¯ ĝm1�− t� � gmL�t�
] ]

ĝmL�− t� � gm1�t� ¯ ĝmL�− t� � gmL�t�
�

= �Cĝ1g1
�m;t� ¯ Cĝ1gL

�m;t�

] ]

CĝLg1
�m;t� ¯ CĝLgL

�m;t� � ,

with its Cĝkg�
�m ; t�� ĝmk�−t��gm��t� for k=1, . . . ,L; �

=1, . . . ,L; cross-correlation components. Note that these are
senor-to-sensor correlations similar to those in Eq. �11�. This
matrix can be interpreted physically, since the diagonals are
the autocorrelations of the individual sensor elements fo-
cused �on reception� at the mth-client receiver with the off-
diagonals corresponding to the sensor cross correlations.
Theoretically, T/R focusing conditions imply that the sen-
sor cross-correlation terms should be null. This is also
equivalent to the conditions that there is no mutual cou-
pling between sensor elements, a reasonable array design
constraint. Therefore,

Cm�t� → C̃m�t� � diag�Cm�t�� . �31�

The information vector is simply, i�t�=1 · i�t� for 1�RL�1, a
vector of ones �as before�. Therefore, substituting into Eq.
�30�, we have that

FIG. 4. �Color online� T/R Receiver III reception-based realization.
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RiĝmR�t� = Cm�t� � 1 · i�t� = ���=1

L

Cĝ1g�
�m;t� � i�t�

]

�
�=1

L

CĝLg�
�m;t� � i�t� �

= �Cĝ1g1
�m;t� + �

�=1;��1

L

Cĝ1g�
�m;t�

]

CĝLgL
�m;t� + �

�=1;��L

L

Cĝ1g�
�m;t� � � i�t� .

�32�

Assuming that there is no mutual coupling, then these cross-
correlation terms vanish and

RiĝmR�t� = Ĉm�t� � i�t� = �Cĝ1g1
�m;t�

]

CĝLgL
�m;t� � � i�t� . �33�

Summing at the receiver, the final output of this realization
becomes

RiĝmR�t� = „1T � RiĝmR�t�… = �
�=1

L

Cĝ�g�
�m;t� � i�t� , �34�

this is the scalar receiver output. Clearly, if Cĝ�g�
�m ; t� is a

delta function, then we achieve �theoretically� the same per-
formance �gain of L� as T/R I demonstrated in Eq. �18�.

This completes the implementation of the T/R Receiver
III. Note that in this receiver all of the client stations receive
the transmitted wave field at their location; however, the
transmitted energy has not been focused by the array as in
the case of T/R Receivers I and II. Thus, the wave field is
subject to more distortion and noise in this realization as well
as even further degradation, if mutual coupling exists be-
tween sensors �see Eq. �32��. Next we investigate the struc-
ture of the final T/R receiver design.

4. T/R RECEIVER IV: T/R receiver realization on host
array based on RECEPTION at the mth receiver
station using pilot signal vector „p… measurement
„xpm

…

The realization of this receiver is similar to that of T/R
Receiver II; however, the reversed pilot signal measurement
is performed on reception rather than transmission as shown
in Fig. 5. We start with the receiver input, zm�t�, from the
transmitted wave field of Eq. �28� and convolve it with the
pilot signal �pm� and reversed pilot signal measurement �zpm

�
on reception, that is, we have

zpm
�t� = gm

T �t� � pm�t� = pm
T �t� � gm�t� �35�

and therefore, at the receiver we obtain

RipmR�t� = zpm
�− t� � zm�t� � pm�t�

= „pm
T �− t� � gm�− t�… � „gm

T �t� � i�t�… � pm�t� ,

�36�

or

RipmR�t� = pm
T �− t� � „Cm�t� � i�t�… � pm�t� �37�

using the correlation matrix of Eq. �32�. Using the commu-
tative and associative properties of the convolution operator

and again assuming no mutual coupling �Cm→ C̃m� we ob-
tain

RipmR�t� = �
�=1

L

Cg�g�
�m;t� � i�t� � „pm�t� � pm�− t�…

= �
�=1

L

Cg�g�
�m;t� � Cpmpm

�t� � i�t� . �38�

This completes the development of the T/R receivers,
next we investigate the results of applying these receivers to
recover information in a noisy, reverberant environment.
However, before we launch into that discussion let us discuss
some of the basic theory underlying the development of the
actual T/R receivers. We start with the estimation of the set
of Green’s functions using a pilot signal to characterize the
transmitter-receiver pairs and then develop the basics of
1-bit T/R receiver implementations. Finally, we discuss the
critical operations of code synchronization and quantization
for receiver design.

C. Green’s function estimation

As we discussed in Sec. II B, the Green’s function is an
integral part of the two T/R receiver realizations. It can be
estimated from the pilot signal measurement of Eq. �19� and
is similar to the operations used for equalization,1,2 but is
much better conditioned numerically for solution, since the
forward, g�r ; t�, rather than the inverse, g−1�r ; t�, is required
for T/R. The estimated Green’s function is used in the real-
izations to mitigate the distortion effects created by the me-
dium and unknown transfer characteristics of the measure-

FIG. 5. �Color online� T/R Receiver IV reception-based realization.
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ment system. For the multichannel case, we assume that the
Green’s functions can be estimated in transmitter-receiver
pairs by transmitting the pilot signal from host array sensor
to the client receiver, individually. Therefore, we discuss the
channel-by-channel approach using a scalar algorithm to es-
timate the propagation matrix of Eq. �19�.

The estimate, ĝ�r ; t�, can be obtained using the optimal
Wiener22 solution obtained from the pilot signal measure-
ment by solving the minimum mean-squared error problem
leading to the optimal estimate for the �th-Green’s function
given by

ĝ� = Cpp
−1���czp��� for � = 1, . . . ,L , �39�

where Cpp is an M �M correlation matrix and czp is a M
�1 cross correlation vector. Since the correlation matrix of
Eq. �17� is Toeplitz,22 the Levinson-Wiggins-Robinson re-
cursion can efficiently perform the inversion �order M2 op-
erations�.

The approach we employ for Green’s functions estima-
tion is to utilize the fact that the autocorrelation of a signal
is the convolution with itself time reversed (Cxx�t�
=x�t��x�−t�). Therefore, if we convolve the pilot signal mea-
surement, zp�t�, with the reversed pilot signal for the
�th-channel, that is,

ĝ��r;t� = zp�t� � p��− t� = �g��r;t� � p��t�� � p��− t�

= g��r;t� � Cpp��� , �40�

then

ĝ�r;t� � g�r;t� for Cpp�t� → ��t� .

This is the reversed pilot signal approach to Green’s function
estimation.5 Note that one candidate pilot signal is a chirp
that approximately satisfies the impulsive-like autocorrela-
tion function property and samples the medium only within
the information bandwidth.

D. 1-bit T/R receiver implementation

T/R receivers are based on the underlying T/R principle
that rather than eliminating the multipath information, it can
be exploited to significantly increase SNR, even in highly
reverberant environments. To accomplish this enhancement
the unique paths between host and clients are retraced
throughout the medium using the spatial and temporal infor-
mation obtained by employing the estimator of Sec. II C ob-
tained in establishing the initial communications link. That
is, the pilot signal is used to estimate the underlying set of
Green’s functions from transmitter array sensors to client re-
ceiver locations as illustrated in Fig. 1. The spatial informa-
tion provided by the host array is not only used to establish
the unique link between host sensor and client receiver, but
also to increase SNR incorporating the inherent array gain
�spatially� as well as the multipath arrivals �temporally�.
Both sets of spatial and temporal information enable the T/R
receiver to perform as the optimal spatio-temporal matched
filter.20 Since the spatial information in the transmitted signal
is essentially captured by the phase portion of the propagat-
ing wave (g�r ; t�), the amplitude information is not as critical
in utilizing the multipath; therefore, we developed a receiver

that ignores or quantizes the amplitude and merely exploits
the “phase-only” time reversed signals. This is accom-
plished, quite simply, by recording the corresponding zero-
crossings of the time-reversed signals quantized between ±1
amplitudes establishing what we define as the 1-bit T/R re-
ceiver realization.19 This two-state system is commonly re-
ferred to as binary phase shift keying �BPSK� in the commu-
nications literature. The major advantage of such an
implementation is that instead of requiring an expensive
analog-to-digital �A/D� converter �e.g. 24 bits�, a simple
threshold switch can be used instead, since all that is re-
quired is to detect the zero-crossings. This is especially im-
portant in the electromagnetic case or for that matter any
high frequency applications where digitization is expensive
and prohibitive to consider �e.g., terahertz23 regime�. The
disadvantage of this approach is increased quantization error
and noise. That is, the noise will also be quantized to the ±1
amplitudes and its inherent high frequency zero-crossings as
well. However, the high frequency noise is removed quite
naturally by the usual bandpass filtering within the informa-
tion bandwidth.

Although the 1-bit receiver design is simple in concept,
it does introduce uncertainty into the processed data. First,
1-bit quantization is a nonlinear process identical to a switch
or relay in a physical system. The crudeness of 1-bit sam-
pling introduces large quantization errors relative to the am-
plitude sampling. In fact the lower bound on quantization
error indicates that the 1-bit design introduces eight orders of
magnitude larger deviations �errors� than the 24-bit design.1

This error translates into an equivalent measurement noise
decreasing the “in-band” �signal frequency bandwidth� SNR.
The 1-bit quantization also acts as a strong amplifier of low
amplitude data �usually noise� thereby reducing the overall
processing gain. However from the time-reversal perspec-
tive, it offers a cheap solution to phase sampling high fre-
quency signals �EM, ultrasound� providing a mechanism to
use T/R processing thereby increasing the overall spatial gain
and coherence available at the receiver.

We illustrate the two generic realizations, reversal-on-
transmit or reversal-on-receive, for the 1-bit design in Fig. 6.
For T/R I and II �reverse-on-transmit�, the realization is
shown in a separating the analog and digital implementations
required along with T/R III and IV �reverse-on-receive� in b.

FIG. 6. �Color online� 1-bit T/R receiver realizations: �a� T/R I and II
1-bit designs on transmission. �b� T/R III and IV 1-bit designs on reception.
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Here we annotate the 1-bit quantized functions by the over-

bar, �–�. For instance, if we were to quantize the estimated
Green’s function using a 1-bit A/D, we would obtain

ĝ̄�r;t� = 	 1, ĝ�r;t� � T

− 1, ĝ�r;t� � T

 �41�

with T the selected quantization threshold. The underlying
mathematics was actually developed using the quantized no-
tation, but little insight was gained, since the quantization
process is nonlinear and the operations could not be decom-
posed. Suffice it to say that we simply describe the operation
of the 1-bit designs in Fig. 6.

In Fig. 6�a� we illustrate the design of a 1-bit T/R re-
ceiver for transmission. In both T/R I and II, the quantized
signals are reversed and convolved �in software� with the
information sequence, converted for transmission using a
digital-to-analog �D/A� converter, bandpass filtered �BPF�
and transmitted by the array into the medium. Even though
these signals have been quantized as signified by the overbar
notation, once a digital convolution operation occurs, new
amplitude information other than a ±1 is superposed. On
reception, two BPF are utilized prior to A/D conversion. Out
of band interference as well as anti-alias filtering is provided
by the first analog BPF, while the second digital BPF �after
A/D� smoothes the quantized measurement reducing quanti-
zation error and eliminates the high frequency noise created
by the 1-bit quantization process. This processed data are
then input to the usual demodulation, synchronization, and
information extraction operations �see Fig. 7�.

The 1-bit T/R designs for reception are shown in Fig.
6�b�. Here coded information is transmitted into the medium,
analog BPF and digitized using the 1-bit A/D as before,
while the second digital BPF performs the same basic role of
filtering, smoothing and noise rejection. The processed mea-
surement is then convolved �in software� with the reversed
signals to extract the coded information using the T/R III and
IV algorithms. Although not quite as good as the 24-bit de-
signs, the results of the 1-bit T/R implementations are quite
reasonable, while simultaneously providing a huge cost sav-
ings for high frequency communications in a reverberant me-
dium.

This completes the development of the 1-bit T/R re-
ceiver designs, next we consider the synchronization prob-
lem.

E. Code synchronization

After the processed T/R signal is demodulated using a
phase-locked method to align the carrier,1,2 synchronization
is then performed. Synchronization is the process of aligning
and locally generating the extracted code between receiver
and transmitter and in many cases proves to be most com-
plex and critical.1,2 BPSK codes using the double side band
suppressed carrier amplitude modulation technique.1,2 are si-
multaneously transmitted from each array element to the cli-
ent network. We detect the transmitted information, using a
matched-filter receiver such that the cross correlation of i�t�
and its estimate at the output of a T/R receiver î�t� achieve a
maximum at some lag T, that is,

T̂ = �max Ciî�k − T��k=T = Ciî�0� . �42�

Note that î�t� can be from any of the T/R receiver real-
izations. Therefore, in essence, all that is necessary is to
“detect” that the transmitted information code has been re-
covered. This detection is accomplished by performing the
matched-filter calculation above and locating the well-

defined peak at T̂. The known pilot signal can be used to

estimate T̂. It should also be noted that extracting the actual
information sequence, as in the case of voice communica-

tions, requires the solution of the problem of estimating, î�t�,
from the noisy, reverberant transmission through the me-
dium, which is desired output of the T/R receiver. The esti-
mated information is next quantized to compare with the
actual transmitted code.

F. Quantization

For any of these receivers, the final processing step is to
quantize the estimated and detected BPSK coded information
sequence. The quantizer simply limits the estimated coded
signal to A, above or below a specified threshold, that is,

i�t� =	+ A , î�t� � T

− A , î�t� � T

 , �43�

where A is the quantization level or amplitude and T is the
preset threshold. It is interesting to note that just as in clas-
sical detection theory,24 the value of the threshold is also
selected for the receivers based on some performance crite-
rion. We use a symbol error criterion to evaluate the perfor-
mance of each of the receiver realizations in this paper. Sym-
bol error is defined as the percentage of symbols missed
over the total transmitted. In our application, since a symbol
is represented by one bit, symbol error is synonymous to bit
error.

We summarize the operations performed on the received
data to extract the desired coded information sequence from
the noisy, reverberant data in Fig. 7. All of the T/R receiver
realizations incorporate the common functions of demodula-

FIG. 7. �Color online� Signal processing of experimental data: T/R recep-
tion �estimate code�, demodulation �process�, synchronization �locate code�,
quantization �extract code�.
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tion, synchronization, and quantization to extract the trans-
mitted codes from the host station. In the figure, we see that
the raw signal is received by the T/R receiver and processed
to produce the estimated code sequence. The data are then
demodulated to remove the carrier providing the processed
data for synchronization. Note that this step usually incorpo-
rates a phase-locked loop1,2 to align the carrier phase of the
receiver with the transmitted carrier, perform the demodula-
tion �multiplication� and low-pass filtering. We found the
loop an elegant solution to the problem but quite difficult to
implement. Thus, we chose to search for the initial phase
yielding the best performance by minimizing the symbol er-
ror. A standard matched filter is then used to synchronize the
processed data and temporally locate the onset of the code
which is then quantized, extracted, and compared to the
transmitted for performance analysis. This completes this
section, next we describe the multichannel experiment estab-
lished to evaluate both multi and 1-bit T/R receiver designs.

III. T/R COMMUNICATIONS EXPERIMENT

With theory in hand, we discuss the experimental envi-
ronment and processing to gather the T/R receiver data. We
describe the steps required to extract the coded information
sequence using the various T/R receiver realizations. As
before,5 the experiments are performed in a stairway located
between two floors consisting of three landings, high ceilings
of corrugated steel, pipes, handrails and other nonsound ab-
sorbing protrusions as well as ambient building noise. The
geometry of this stairway is shown in Fig. 8, clearly indicat-
ing the potential for a highly reverberant, hostile environ-
ment.

The array-to-point �host array-to-client� experiments are
performed using Meyer Sound, MM-4, 4-in. single element
speakers configured in an 8-element vertical array with a
6-in. pitch powered by a Crown Audio CTS 8200, 8-channel,
150 W amplifier and a Data Physics, DP-703 arbitrary wave
form generator/digitizer for transmitting both the pilot signal
chirp pulse swept from 0.1 to 2 kHz and the BPSK modu-

lated code of 0.1-kHz bandwidth at a carrier frequency of
1.207 kHz. On reception, B&K 4935, 1

4 in. microphones are
used in an 8-element receiver array along with the 24-bit
Data Physics digitizer sampling at 12.8 kHz. The experiment
is controlled using a laptop computer. The transmitted code
received on a single microphone with the corresponding
spectrum is shown in Fig. 9. The response is dominated by a
long reverberation response and noise.

FIG. 8. �Color online� Experimental
environment and setup for T/R com-
munications testing: stairway layout
with three landings and high corru-
gated steel ceilings �10–12 ft� along
with the equipment setup for array-to-
point communications. Note that client
receiver No. 1 has a direct path from
host array, while client receiver No. 2
does not.

FIG. 9. Transmitted and received code sequence in a stairwell: �a� transmit-
ted BPSK coded sequence with carrier. �b� Received BPSK coded sequence
with carrier including all stairwell effects. �c� Transmitted and received
spectra.
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The basic experimental approach is summarized as:

�1� transmit the pilot signal, that is, excite the medium with
a chirp pilot signal sequence to estimate the set of
Green’s functions transmitter-receiver pairs;

�2� transmit the modulated information signal from the
source �speaker� along with the required Green’s func-
tions, measured pilot signal, etc., through the reverberant
medium �stairway� to the microphone receiver;

�3� receive �microphone� the noisy, reverberant signal and
digitize;

�4� process the raw data with the T/R receiver �software�;
�5� demodulate the processed data to estimate the informa-

tion;
�6� locate the temporal onset of the code extracting it from

the demodulated data; and
�7� quantize the results for further performance analysis.

We note in passing that client receiver No. 1 has a direct path
from the host array, while client receiver No. 2 does not. This
implies a better SNR at client No. 1 compared to that of
client receiver No. 2. This completes the description of the
experimental setup, equipment, and processing. Next we dis-
cuss the results.

IV. RESULTS

In this section we discuss the results of proof-of-
principle experiments demonstrating the performance of
multichannel T/R communications systems for both the
multibit and 1-bit designs developed in Sec. II. As mentioned
previously, we estimate the set of Green’s functions of the
stairwell for each transmitter-receiver pair. The BPSK code
is designed to occupy an information bandwidth of 0.1 kHz
centered at 1.207 kHz as shown in Fig. 9. Using these
Green’s functions, we developed an experimental computer
simulation for design and implementation of the various re-
ceivers for processing. We investigated a number of cases
that can be extrapolated to a variety of real world scenarios
corresponding to open, secure and covert communications.

We use two, 8-element, linearly-spaced �6-in. pitch�,
vertical arrays to construct the host array: one for transmis-
sion consisting of the eight speakers and one for reception
consisting of the eight microphone receivers. Individual
speakers and microphones are positioned at each client sta-
tion in the reverberative stairwell. Client receiver No. 1 is
located at the middle landing, while client receiver No. 2 is
at the top landing as shown in Fig. 8. As noted previously,
client No. 1 has a higher SNR than that at client No. 2 due to
the direct path. After obtaining the set of Green’s functions
for each client receiver, we investigate the following cases:
�1� focused transmission to each client receiver, individually
and checked the other �nonfocused� client receiver station for
leakage of the cross-correlation functions; �2� focused on
both client receiver stations, simultaneously, by superposing
the reversed channel transmissions; and �3� repeated the tests
for 1-bit realizations. For each of the T/R I and II receivers
�focus on transmit�, we focused on the individual client re-
ceiver stations and evaluated their performance, while re-

ceivers �focus on receive�, T/R III and IV were evaluated as
well.

It should be noted that since we chose to use the re-
versed pilot signal approach to estimate the Green’s func-
tions, then T/R III and T/R IV realizations provide identical
results �convolution is commutative�; therefore, we did not
implement T/R IV for this experiment. However, we did
validate its performance using the 1000 symbol codes and
different realizations for each. These results are included in
the figures.

For our receiver performance analysis, we use a symbol
�bit� error criterion. We determine the symbol error by vary-
ing the threshold at the processed receiver output and deter-
mine the number of symbols missed at that threshold. The
performance function �% symbol error versus threshold� is
“U-shaped” with the base of the “U” residing in the zero-
symbol error region �see, e.g., Fig. 11 for T/R I�. Of particu-
lar interest is the percentage of the threshold interval corre-
sponding to the zero-symbol error region relative to the total
threshold interval �−1 to +1� evaluated. We use this threshold
interval percentage to provide a metric for evaluating the
robustness of the particular receiver design. The higher the
percentage, the larger the threshold interval corresponding to
zero-symbol error is and therefore the more robust the de-
sign. We compared all of the receiver designs and a bar chart
with these percentages listed is illustrated in Figs. 16 and 17.
We also calculated the percentage threshold intervals for
each realization using both 24-bit and 1-bit designs. As a
final performance evaluation, we transmitted a 1000 symbol
code and calculated the symbol error criterion for overall
performance evaluation.

A. T/R I receiver performance

The realization of this T/R I receiver �see Fig. 2� uses
the estimated set of Green’s functions from the array sensors
convolved with the code transmitted into the stairwell �Fig.
9�a��. This is a common realization that has been applied in
the literature.6,7,11,13,14,16–18 After demodulation and synchro-
nization, we see the corresponding information code esti-
mates produced from the output of the T/R I receiver in Fig.
10. For each client receiver the 24-bit �upper row� and
1-bit designs �lower row� are illustrated using solid lines.
This code estimate is then downsampled to the symbol rate
and then quantized based on a selected threshold. Each esti-
mated symbol ��� is then compared to the true transmitted
symbol ���. We overlay the “true” code in the figure for
illustrative purposes. For T/R I, it is clear that raw coded
information pulses are clearly discerned in the receiver out-
put data �solid line�. For the given threshold, the down-
sampled �to symbol rate� quantized output perfectly captures
the transmitted BPSK sequence. These results are verified by
the “overlayed” true symbols ��� and estimated symbols ���.
Since all of the symbols estimated by T/R I quantizer per-
fectly match those transmitted, the BPSK information code is
captured with zero-symbol error for the selected threshold.
Note also the high SNR achieved through T/R focusing and
inherent array gain compared to point-to-point experiments
reported on previously.5 It is also interesting to note that the
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1-bit designs at each client have deteriorated somewhat com-
pared to the 24-bit design. This performance is expected due
to increased quantization noise and will be explained in more
detail subsequently.

By varying the threshold over the entire T/R receiver
estimate, the performance U curve �% symbol error versus
threshold� is generated as shown in Fig. 11. This curve plays
a role similar to the operating characteristic curve24 in clas-
sical detection theory—thresholds can be selected to mini-
mize symbol error. As mentioned previously, the length or
range of the threshold interval yielding zero-symbol error
compared to the total range gives an indication of the perfor-
mance capability of the receiver. Each receiver is compared
in the bar charts of Figs. 16 and 17. The interesting property
is that it is possible to find a threshold interval yielding zero-
symbol error indicating the robustness of the receiver, that is,
the larger the interval, the more threshold values can be se-
lected to yield zero-symbol error. The performance on these
data are as expected, some robustness is sacrificed as the cost
of simplicity using the 1-bit designs. Examining the U curves
for each client, we see that both are able to achieve approxi-
mately 49% and 45% threshold intervals using the 24-bit
design, while the intervals decrease to 36% and 16%, respec-
tively, using the 1-bit designs. A possible explanation for this

deterioration in performance is based on larger errors in
1-bit quantization and its inherent in-band noise amplifica-
tion decreasing SNR. The 1-bit designs capture the spatial
information by using the zero-crossings of both signal and
noise, they essentially “throw away the amplitude informa-
tion.” When noise only is quantized, it has an amplitude level
of ±1. Clearly when there are gaps between signal arrivals
even the low frequency in-band noise only is quantized to
the same levels. Filtering removes the high noise frequen-
cies, but the in-band signal and noise have now also been
quantized to the same level thereby causing the performance
degradation. In terms of the higher performance degradation
at client receiver No. 2 compared to that on No. 1, it relates
back to the fact that the SNR at No. 1 is inherently higher
due to the direct path from the host array.

B. T/R II receiver performance

The realization of this T/R receiver uses the set of pilot
signal measurements from the array convolved with the code
transmitting into the stairwell and then convolves the re-
ceived output with the known pilot signal to recover the code
�Fig. 3�. After receiving the raw data, it is demodulated and

FIG. 10. �Color online� Multichannel
T/R I �normalized� receiver output
coded estimates �solid line� along with
true BPSK code sequence for 24-bit
�upper row� and 1-bit �lower row� de-
signs at each client receiver for true
symbols ��� and estimated symbols
��� yielding a zero-bit error perfor-
mance for the selected threshold.

FIG. 11. �Color online� T/R I receiver
design performance U curves for fo-
cusing at clients 1 and 2 using 24- and
1-bit designs. The degradation of the
1-bit design is from 49% to 36%
threshold interval for the first client re-
ceiver and from 45% to 16% for the
second client receiver.
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synchronized to extract the transmitted code as shown in Fig.
12 �solid line�. The comparison with the transmitted BPSK
coded sequence is also shown. After downsampling and
quantization, the transmitted code can be recovered with
zero-symbol error depending on the choice of threshold. As
before, these results are verified by the true symbols ���
“overlayed” onto the estimated symbols ���. Since all of the
symbols match perfectly with those transmitted, the BPSK
information code is captured with zero-symbol error for the
selected threshold. The performance of the T/R III receiver is
again captured by its “U” curves shown in Fig. 13. Here we
see that the 24-bit receivers again perform much better than
the previous point-to-point designs of Ref. 5. Using the
1-bit rather than 24-bit design the overall performance de-
grades from 36% zero-symbol error to 33% �not much� at
client receiver No. 1 and from 45% to 20% at client No. 2. It
is also interesting to note that this 1-bit performance is still
superior to the point-to-point designs �
15% –18% �.5 In
this case T/R II performs better at client No. 2 for the
24-bit design implying the possibility of strong coherent
multipath enabling the time-reversal to increase the temporal
processing gain, that is, the coherent addition of multiple

aligned arrivals. The overall performance is shown in Fig. 13
and compared to the other realizations in Fig. 16.

C. T/R III receiver performance

This T/R receiver uses the estimated set of Green’s func-
tions convolved with the raw received code data �Fig. 4� on
reception. The results of the performance of this realization
are shown by the plots in Fig. 14. After the usual processing,
the experimental and simulated results track each other. For
the selected threshold, zero-symbol error is achieved with
perfect code recovery. In the figure we observe the excellent
performance of both the 24-bit �upper row� and 1-bit �lower
row� designs at each client station. The overall performance
is shown at each client station in Fig. 15 where we observe
the U-shaped symbol error curves. The performance of this
receiver is quite good; however, we again note some perfor-
mance degradation in the 1-bit design.

Here we observe the outstanding capability of this de-
sign which achieves the best zero-symbol error performance
at both clients: 58% and 70%, respectively. Performance
degradation due to the 1-bit quantization is also quite good

FIG. 12. �Color online� Multichannel
T/R II �normalized� receiver output
coded estimates �solid line� along with
true BPSK code sequence for 24-bit
�upper row� and 1-bit �lower row� de-
signs at each client receiver for true
symbols ��� and estimated symbols
��� yielding a zero-bit error perfor-
mance for the selected threshold.

FIG. 13. �Color online� T/R II receiver
design performance U curves for fo-
cusing at client receivers 1 and 2 using
24- and 1-bit designs. The degradation
of the 1-bit design is from 36% to
33% threshold interval for the first cli-
ent receiver and from 45% to 20% for
the second client receiver.
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going from 58% to 40% at client No. 1 and 70% to 43% at
client No. 2. Note that both the 24- and 1-bit designs are far
superior to the previous point-to-point designs of Ref. 5.

D. T/R IV receiver performance

The final T/R receiver realization uses both the mea-
sured pilot signal medium response and known pilot signal
convolved with the transmitted code measurement on recep-
tion for recovery. The results are identical to those of T/R III
because of the implementation, therefore see Figs. 14 and 15.

E. Overall performance comparison

Next we compare the overall robustness performance of
each design at the individual client stations for both 24- and
1-bit designs shown in Figs. 16 and 17. We illustrate the
performance by bar charts with the height of the bar deter-
mined by the % threshold range occupied by zero-symbol
error of the corresponding U curve. In Fig. 16 the 24-bit
design chart shows a significant performance improvement
over previous point designs5 with the average range over
40% of the total threshold interval for zero-symbol error

compared to approximately 15%–20% performance of the
point-to-point design. This significant increase is due to the
improved SNR at the receiver afforded by the array �spatial
gain� and improved focusing capability. By simultaneously
superposing the two foci associated with the sets of corre-
sponding reversed Green’s functions, the receiver perfor-
mance at both client stations improved. Channel isolation,
that is, focus at one client receiver and checking for no focus
at the other appears quite reasonable for T/R receivers I and
II.

Observing the performance of the 1-bit T/R receivers in
Fig. 17, we see that the performance is somewhat degraded,
especially when superposing the foci, as the 24-bit design �as
expected�, but still much better than the previous point-to-
point designs reported on earlier.5 However, for some appli-
cations, where cost is a major consideration, the 1-bit de-
signs are satisfactory.

From the zero-symbol error and the % threshold range
interval bar charts, it is clear that the T/R receivers can
achieve zero-symbol errors over a reasonable range of the
available thresholds for robust operations. The implementa-
tion advantages and simplicity of the T/R receivers offer an

FIG. 14. �Color online� Multichannel
T/R III �normalized� receiver output
coded estimates �solid line� along with
true BPSK code sequence for 24-bit
�upper row� and 1-bit �lower row� de-
signs at each client receiver for true
symbols ��� and estimated symbols
��� yielding a zero-bit error perfor-
mance for the selected threshold.

FIG. 15. �Color online� T/R III re-
ceiver design performance U curves at
client receivers 1 and 2 using 24- and
1-bit designs. The degradation of the
1-bit design is from 58% to 40%
threshold interval for the first client re-
ceiver and from 70% to 43% for the
second client receiver.
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attractive alternative to the optimal. However, for a slowly
time-varying channel, the T/R receivers may require more
pilot signal transmissions to maintain the validity of the un-
derlying set of Green’s functions which is the key to T/R
receiver design in a highly reverberant environment. In fact,
our experience is to periodically transmit a pilot signal prior
to the information codes to update the Green’s functions us-
ing the reverse pilot signal approach. This scheme eliminates
and changes in the environment or location changes of the
clients and host array. Before we conclude our analysis, we
performed one more test to evaluate the T/R receivers—long
symbol length code transmissions.

F. Long symbol length performance

We choose to construct and transmit our BPSK informa-
tion sequence in a code consisting of 1000 symbols and es-
timate the corresponding bit error U curves for each receiver.
This test enables us to determine how the T/R receivers will
perform in a more realistic environment. We performed this

analysis through simulation, since our sets of Green’s func-
tions accurately capture and predict the received data. The
results are shown in Figs. 18 and 19 where we observe each
of the receivers’ performance for this test.

It is clear from the figures �see Figs. 18�a� and 19�a��
that the 24-bit T/R receivers I and II outperform III and IV
�client 2/client 1�: T/R I �20% /30% �, T/R II �22% /13% �,
T/R III �4% /4% �, and T/R IV �2% /2% �, which is some-
what expected, since focusing on transmit tends to eliminate
extraneous noise due to the spatial filtering effect of the ar-
ray. The results are quite different for the 1-bit designs as
shown in Figs. 18�b� and 19�b�. The 1-bit designs are not
able to achieve 0-bit error as the 24-bit designs, since their
performance is degraded due to the quantization errors and
noise. We list the actual bit error rate performance �client
2/client 1�: T/R I �0.015/0.001�, T/R II 0.009/0.005, T/R III
�0.019/0.003�, and T/R IV �0.019/0.003�. Although not as
good as the 24-bit designs, the 1-bit receiver performance is
satisfactory for such a highly reverberant environment. In
any case the receivers perform quite reasonably in this hos-
tile �simulated� environment. This completes the description
of receiver performance, next we conclude our results and
discuss our future work.

FIG. 16. �Color online� T/R receiver performance based on the threshold
range �% of total� for zero-symbol error performance at both client stations
for 24-bit designs.

FIG. 17. �Color online� T/R receiver performance based on the threshold
range �% of total� for zero-symbol error performance at both client stations
for 1-bit designs.

FIG. 18. �Color online� 1000 symbol code test on 24- and 1-bit realizations
of T/R receivers for focusing at client station No. 1. �a� 24-bit realizations
�% zero-bit error�. �b� 1-bit realizations �bit error rate�.

FIG. 19. �Color online� 1000 symbol code test on 24- and 1-bit realizations
of T/R receivers for focusing at client station No. 2. �a� 24-bit realizations
�% zero-bit error�. �b� 1-bit realizations �bit error rate�.
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V. CONCLUSIONS

The feasibility of time-reversal �T/R� receiver designs
for an acoustic array-to-point to array-to-multiple receiver’s
communication experiment in air is investigated in this pa-
per. It is shown that the array enhances the transmitted infor-
mation codes by providing spatial gain �diversity� at the re-
ceiver thereby increasing the overall SNR. Focusing using
the host array also eliminates much of the extraneous spatial
interference as well. The overall capability of the T/R com-
munication system clearly outperformed the point-to-point
designs reported on previously.5

Coupling the array to a 1-bit realization of the T/R re-
ceivers’ results in some performance degradation, but the
designs still performed quite reasonably in such a highly
reverberant environment. The 1-bit T/R receiver design can
have a large impact on cost-constrained applications espe-
cially at high frequencies �e.g., electromagnetic or ultrasonic
cases�.

Research continues to proceed in this area of high inter-
est and new ideas, comparisons, performance evaluations for
specific acoustic technical areas �e.g., underwater sound,
room acoustics, etc.� are starting to evolve.25–34 Even the
more classical approaches to communications are beginning
to appreciate the spatial diversity offered by multichannel
communications systems where T/R will find its place when
the environment becomes overly hostile. We plan to investi-
gate wide bandwidth designs for future applications concen-
trating on tunnels and cave-like structures.35,36
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Nearfield acoustical holography �NAH� is a useful tool for visualizing noise sources. However, to
avoid spatial Fourier transform-related truncation effects, the measurement, or hologram, surface
must extend beyond the source to a region where the sound pressure drops to a level significantly
lower than the peak level within the measurement aperture. Statistically optimized nearfield
acoustical holography �SONAH�, first derived by Steiner and Hald in planar geometry, is based on
a formulation similar to that of NAH. However, in SONAH, surface-to-surface projection of the
sound field is performed by using a transfer matrix defined in such a way that all propagating waves
and a weighted set of evanescent waves are projected with optimal average accuracy: i.e., no spatial
Fourier transforms are performed. Thus the requirement that the measurement surface be extended
is eliminated without compromising the accuracy of the procedure. In the present work, SONAH
was re-formulated in cylindrical coordinates and was applied to the measurement of the sound field
radiated by a refrigeration compressor. It was found that it is possible to visualize source regions
accurately by using SONAH while using fewer measurement positions than would be required to
achieve a similar level of accuracy when using conventional NAH procedures. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2036252�

PACS number�s�: 43.60.Sx �EGW� Pages: 2355–2364

I. INTRODUCTION

Near-field acoustical holography �NAH� is a useful tool
for visualizing noise sources and their associated sound
fields since it allows sound fields that are measured on a
two-dimensional surface to be projected throughout a three-
dimensional space. However, to avoid spatial Fourier
transform-related truncation effects, the measurement aper-
ture �i.e., the hologram surface� must typically extend well
beyond the source to a region where the sound pressure level
drops to a level significantly lower than the peak level within
the measurement aperture. If it is not possible to extend the
measurement surface into the region where the sound pres-
sure drops to sufficiently low levels, owing to physical ob-
structions, for example, it is impossible to perform accurate
backprojections by using NAH.

Statistically optimized near-field acoustical holography
�SONAH�, derived in a planar formulation by Steiner and
Hald,1 and subsequently, following a simpler approach by
Hald,2 was developed to accommodate situations in which
the measurement aperture size was limited either by physical
necessity or as a way of reducing the measurement cost. In
the SONAH procedure, the surface-to-surface projection of
the sound field is performed by using a transfer or mapping
matrix, defined in such a way that all propagating waves and
a weighted set of evanescent waves are projected with opti-
mal average accuracy. No spatial Fourier transforms are per-

formed. In this way, the requirement that the measurement
surface extend well beyond the source region can be elimi-
nated without necessarily compromising the accuracy of the
procedure. The SONAH process may therefore be viewed as
an alternative to the sound field extrapolation procedure sug-
gested by Saijyou and Yoshikawa3,4 and further elaborated
by Williams.5,6

The present procedure is superficially similar to the
Helmholtz equation least squares �HELS� method for recon-
structing acoustic pressure fields, as proposed by Wang and
Wu,7,8 in that both procedures make use of orthogonal ex-
pansions that satisfy the wave equation: in the present case,
the expansions are in terms of cylindrical wave functions
while spherical wave function expansions are used in HELS.
However, the two procedures are significantly different in
philosophy and practice. In HELS, the measured pressure on
the hologram surface is expressed as a linear combination of
spherical waves that are particular solutions of the Helmholtz
equation.9 In that sense, HELS is similar to the spherical
holography procedure suggested by Weinreich and Arnold10

and Maynard et al.,11 except that the spherical harmonic co-
efficients are found by using a least square solution instead
of exploiting the orthogonality of the spherical harmonics
over a spherical hologram surface. As a result, in HELS, the
hologram surface need not be spherical, and thus can accom-
modate arbitrarily shaped sources. In HELS, the sound field
projection is then performed by evaluating the spherical har-
monic expansion at different locations. Note, in particular,
that the number of terms included in the spherical harmonica�Corresponding author. Electronic mail: choy@purdue.edu
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expansion must be less than or equal to the number of pres-
sure measurements on the hologram surface. SONAH differs
from HELS in that the sound field projection is performed by
using a transfer matrix that is optimized for an assumed
source characteristic, and that is thus not data dependent. The
advantage of the latter approach is that the transfer matrix
may be evaluated to an arbitrary degree of precision since the
number of terms that can be used in the wave function ex-
pansion is not limited by the number of measured data
points. Thus, the main difference between HELS and
SONAH is that HELS provides an optimal representation of
the pressure on the hologram surface �as a function of as-
sumed origin location and number of terms in the spherical
harmonic expansion�, but not necessarily anywhere else. In
contrast, SONAH is based on performing a non-data-
dependent projection that is optimal for a particular type of
source.

In the present work, the procedure used by Hald2 to
formulate SONAH in planar coordinates was repeated in cy-
lindrical coordinates. The new formulation was then applied
to both simulated and measured data �in particular, the sound
field radiated by a cylindrical refrigeration compressor�. A
comparison with results obtained by using conventional
NAH in cylindrical coordinates suggests that the new proce-
dure is accurate and, owing to mathematical features of the
cylindrical application, relatively fast.

II. SONAH PROCEDURES IN CYLINDRICAL
COORDINATES

In this section, a reformulation of SONAH in cylindrical
coordinates is presented. The procedures outlined here fol-
low Hald’s derivation2 closely, except for the change in the
coordinate system. To begin with, the sound pressure on a
cylindrical surface of radius r can be expressed as

p�r,�,z� = �
m=−�

m=�
1

2�
�

−�

�

Pm�r,kz�eim�eikzzdkz, �1�

where Pm�r ,kz� is the cylindrical wave number spectrum of
pm�r ,� ,z�, the mth circumferential component of the
sound field �see Fig. 1 for the definition of the problem
geometry�12,13 and kz is the axial component of the wave
number. The wave number spectrum at radius r can also

be expressed in terms of the wave number spectrum of the
sound field on a cylindrical source surface of radius rs that
encloses the source by using a propagator expressed in
terms of Hankel functions, i.e.,

Pm�r,kz� =
Hm

�1��krr�
Hm

�1��krrs�
Pm�rs,kz� , �2�

where Hm
�1� is the mth-order Hankel function and the radial

wave number is

kr = ��k2 − kz
2, for 	k	 � 	kz	 ,

i�kz
2 − k2, for 	k	 � 	kz	 ,


 �3�

with k=� /c ,� being the angular frequency and c the ambi-
ent sound speed. The spatial distribution of the sound pres-
sure at radius r can then be found by inverse transforming
the projected wave number spectrum at r, i.e.,

p�r,�,z� = �
m=−�

m=�
1

2�
�

−�

� Hm
�1��krr�

Hm
�1��krrs�

Pm�rs,kz�eim�eikzzdkz.

�4�

Now define a three-dimensional cylindrical wave func-
tion, �kz,m

�r ,� ,z�, as

�kz,m
�r� = �kz,m

�r,�,z� �
Hm

�1��krr�
Hm

�1��krrs�
eim�eikzz, r � rs.

�5�

Note that the wave function amplitudes are equal to unity at
all locations on the source surface, r=rs, since in that case
the Hankel functions in the numerator and denominator are
equal. The wave function, �kz,m

�r ,� ,z�, decays approxi-
mately as 1/�r for kz�k , krr�m, but much faster other-
wise, and consequently the higher-order functions �i.e.,
those with larger values of m or larger values of kz� be-
come progressively less significant as r increases. To il-
lustrate the latter point, the ratio of the wave functions,
�kz,m

�r ,� ,z� /�kz,m
�rs ,� ,z� at 1000 Hz, is plotted in terms

of m and kz in Fig. 2, where the assumed source radius is
rs=5.7 cm, and the radius, r, is either 9 or 14.15 cm �note
that these parameters are relevant to the measurements
discussed in Sec. III B�. In Fig. 2, a sharp transition from
propagating to nonpropagating waves is visible at ap-
proximately kz=18.3 m−1, as is the continuous decrease
with increasing m. Finally, note that the rate of decrease
with both kz and m increases when r is increased from 9 to
14.15 cm.

The sound pressure at radius r can then be expressed in
an alternative form, i.e., in terms of the wave number spec-
trum, Pm�rs ,kz�, on the cylindrical source surface, and the
wave functions, �kz,m

�r ,� ,z�, the result being identical to
Eq. �4� except for notation: i.e.,

p�r� =
1

2�
�

m=−�

m=� �
−�

�

Pm�rs,kz��kz,m
�r�dkz. �6�

When rh is used to represent positions on the measurement
�or hologram� surface at r=rh�rs, an expression is obtained
for the pressure on the hologram surface, i.e.,

FIG. 1. Cylindrical geometry definition.
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p�rh� =
1

2�
�

m=−�

m=� �
−�

�

Pm�rs,kz��kz,m
�rh�dkz. �7�

Assume now that the complex sound pressure p�rh,j� has
been measured at J positions, rh,j ��rh ,� j ,zj�, on the holo-
gram surface. It is then desired to estimate the pressure p�r�
at an arbitrary position r��r ,� ,z� in the source-free, region
r�rs, as a linear combination of the measured sound pres-
sure data, p�rh,j�, i.e.,

p�r� � �
j=1

J

cj�r�·p�rh,j� . �8�

It is required here that the coefficients, cj�r�, that appear in
the latter linear prediction formula be independent of the
particular sound field, but they are allowed to depend on the
reconstruction position r. Note that conventional cylindrical
NAH can, if desired, also be posed as a linear prediction
problem in the same form as Eq. �8�, since a projection is
created by performing a series of linear operations on the
measured data. Since Eq. �8� holds for all sound fields, it
must also hold for the cylindrical wave functions, �kz,m

�r�,
themselves, i.e.,

�kz,m
�r� � �

j=1

J

cj�r��kz,m
�rh,j� . �9�

Alternatively, it can be said that if Eq. �9� holds for all the
cylindrical wave functions �kz,m

�r�, then it holds for any
sound pressure field p�r� created by sources within the
source cylinder with radius rs and wave number spectrum,
Pm�rs ,kz�, on the cylindrical source surface, i.e.,

p�r� =
1

2�
�

m=−�

m=� �
−�

�

Pm�rs,kz��kz,m
�r�dkz

�
1

2�
�

m=−�

m=� �
−�

�

Pm�rs,kz��
j=1

J

cj�r��kz,m
�rh,j�dkz

= �
j=1

J

cj�r�
1

2�
�

m=−�

m=� �
−�

�

Pm�rs,kz��kz,m
�rh,j�dkz

= �
j=1

J

cj�r�p�rh,j� . �10�

Here, use has been made of Eqs. �6�, �7�, and �9�.
Thus, in order to determine the coefficients cj, we first

require Eq. �9� to provide a good estimate for a finite subset
of the cylindrical wave functions �kz,m

�r�, i.e.,

�kzq,m�r� � �
j=1

J

cj�r��kzq,m�rh,j�, m = 1…M,

q = 1…N . �11�

The solution of the latter set of MN linear equations for the J
coefficients in a least squares sense means that we obtain an
estimator �i.e., Eq. �8�� that is optimal for sound fields con-
taining only the above subset of cylindrical wave functions,
with approximately equal weight given to each of the func-
tions. Since all of the functions have amplitudes equal to
unity on the cylindrical source surface, the estimator is opti-
mized for wave number spectra, Pm�rs ,kz�, that are “white”
on the source cylinder r=rs. Since the amplitudes of high
axial wave number and high circumferential order compo-
nents are then attenuated on the hologram surface with re-
spect to their value on the source surface, the equations cor-
responding to these components will be given a smaller
weight in a �regularized� least squares solution of Eq. �11�
for the coefficients cj. The values of one of the evanescent
cylindrical wave functions across the measurement positions
will constitute a row in the matrix equation to be solved. If
the values in that row are very small, and if the least squares
solution is performed, for example, by using a singular value
decomposition of the matrix, then the filtering of the singular
values �performed for the purpose of regularization� will sup-
press the influence of the small-amplitude evanescent wave
functions on the coefficients cj. A more severe regularization
will suppress the influence of a correspondingly larger subset
of the evanescent wave components.

Before proceeding, it is convenient to rewrite the various
quantities involved in the latter calculation in the form of
matrices and vectors. Here we define

A � ��kzq,m�rh,j�� , �12a�

��r� � ��kzq,m�r�� , �12b�

c�r� � �cj�r�� . �12c�

Equation �11� can then be rewritten in compact form as

��r� � A c�r� . �13�

The optimal �i.e., the regularized least squares� solution for
the weight vector, c�r�, is then

c�r� = �AHA + 	2I�−1AH��r� , �14�

where the superscript H denotes the Hermitian or conjugate
transpose, I is the identity matrix, and the regularization

FIG. 2. Ratio of wave functions, �kz,m�r� /�kz,m�rs�,
at 1000 Hz: �a� r=9 cm, rs=5.7 cm �b� r=14.15 cm,
rs=5.7 cm.
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parameter, 	, is, in accordance with Ref. 2, chosen to be

	2 = �AHA�ii10−SNR/10, �15�

where SNR, the signal-to-noise ratio, has been expressed in
decibel form. The subscript ii is used here to denote the
diagonal elements of a matrix, which are all equal in this
case.

The regularization expressed by Eq. �15� is necessary
since the matrix AHA will, particularly at low frequencies, be
badly conditioned since, typically, the number of measure-
ment points exceeds �and often far exceeds� the number of
significant cylindrical wave functions that are linearly inde-
pendent across the measurement positions. At low frequen-
cies only wave functions �kz,m

�r� of low-order m and with
small axial wave number kz would normally have a signifi-
cant amplitude on the hologram surface, r=rh.

The reconstructed pressure, p�r�, can finally be ex-
pressed as

p�r� � �
j=1

J

cj�r�p�rh,j� = pT�rh�c�r� = pT�rh��AHA

+ 	2I�−1AH��r� , �16�

where p�rh� is the vector of measured pressures, and the
terms following pT�rh� transfer, or map, the measured holo-
gram pressure to the reconstruction surface.

The radial particle velocity on the reconstruction sur-
face, ur�r�, can be found by using Euler’s equation, i.e.,

ur�r� =
1

i
0�

�p�r�
�r

. �17�

By substituting the estimated spatial distribution of the sound
pressure from Eq. �16� into Eq. �17�, the radial particle ve-
locity, ur�r�, is obtained as

ur�r� �
1

i
0�

�

�r
�pT�rh��AHA + 	2I�−1AH��r�� = pT�rh�

��AHA + 	2I�−1AH��r� �18�

where the vector ��r� is defined as

��r� �
1

i
0�

���r�
�r

= 
 1

i
0�

�

�r
�kzq,m�r�� . �19�

The elements of ��r� are modified cylindrical wave func-
tions, which, by use of Eq. �5�, can be expressed as

�kzq,m
u �r,�,z� �

− ikr


0�

Hm
�1���krr�

Hm
�1��krrs�

eim�eikzqz, �20�

where the superscript prime denotes differentiation with re-
spect to the function’s argument and 
0 is the ambient den-
sity. The vector ��r� can then be written simply as

��r� � ��kzq,m
u �r�� . �21�

To obtain the pressure, p�r�, and the particle velocity,
ur�r�, the matrix AHA and the vectors AH� and AH� must
all be estimated. They can be written in expanded form as

�AHA� ji = �
m=−�

�

�
q=−�

�

�kzq,m
* �rh,j��kzq,m�rh,i�

= �
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�

�
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� �Hm
�1��krrh�

Hm
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�2

ei„m��h,i−�h,j�+kzq�zh,i−zh,j�…,
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�

�
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�
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�

�
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�
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	Hm

�1��krrs�	2
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�

�
q=−�

�

�kzq,m
* �rh,j��kzq,m

u �r�

= �
m=−�

�

�
q=−�

�
− ikr


o�

Hm
�1�*

�krrh�Hm
�1���krr�

	Hm
�1��krrs�	2

�ei„m��−�h,j�+kzq�z−zh,j�…. �24�

In Eqs. �22�–�24�, * denotes the complex conjugate, and the
radial wave number, kr, is given by Eq. �3� with the axial
wave number, kz, being equal to kzq, defined as

kzq = q · �kz. �25�

In a computer implementation, the infinite summations
in Eqs. �22�–�24� must, of course, be truncated. For large
values of 	m	 and for large values of 	q	, the corresponding
terms in the summations decay in such a way that the degree
of truncation does not have a critical impact on the accuracy
of the procedure, but is required simply to minimize the
computational effort. If desired, the maximum values of m
and kzq, i.e., mmax and kzq,max, to be included in the various
summations can be estimated by assuming that the measured
pressure is a superposition of a signal linearly related to the
source radiation and random noise �in practice, spatial noise
resulting, for example, from slight mispositioning of the field
microphones during a measurement or from slight source
level variations from scan to scan14�. The effect of the noise
component is to create a “noise floor” in the wave number
domain that extends into the high wave number region asso-
ciated with evanescent field components. At sufficiently high
wave numbers and orders, the level of the noise floor will
exceed the amplitude of the signal linearly related to the
source, since the latter high wave number components decay
very rapidly while propagating from the source to the holo-
gram surface. The summations can be truncated at the point
where the noise floor begins to dominate, since there is no
benefit in attempting to reconstruct higher wave numbers and
orders. By truncating the summations, the linear prediction
coefficients, cj, are not required to reconstruct the higher
wave number components. If those terms are included, the
latter requirement is added, but with a very small weighting,
since the wave functions have a very small amplitude on the
hologram surface: see Eqs. �22�–�24�. Because of the small
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weight, the higher wave number components will correspond
to small-amplitude singular values of the matrix AHA, and
therefore they will be suppressed by an appropriate choice of
the regularization parameter, 	, that appears in Eqs. �14� and
�15�.

So far, only the estimation of the pressure and the radial
particle velocity at a single position, r, has been considered:
in that case the matrices ��r� and ��r� �and therefore AH�
and AH�� consist of a single column. In a typical measure-
ment, however, measurement and reconstruction points cover
the same regular grid in the �� ,z� domain, only at different
radii, rh and r, respectively. In that case a column is added
for each calculation position, implying that AHA ,AH�, and
AH� all become N�Nz by N�Nz square matrices, where N�

and Nz are the number of measurements in the circumferen-
tial and axial directions, respectively. The number of matrix
elements, and the time required to form these matrices, in-
creases rapidly as the number of measurements increases.
However, owing to the properties of the cylindrical func-
tions, very few elements of those matrices are unique: the
structure of the matrices is illustrated in Fig. 3. They have a
symmetric square structure, with only a single unique col-
umn, that consists of submatrices having the form of non-
symmetric Toeplitz matrices. By avoiding repeated calcula-
tion, those matrices can be created by the calculation of
approximately N�Nz elements instead of �N�Nz�2 elements:
this feature results in a dramatic reduction of calculation time
when the number of measurements is large.

If the signal-to-noise ratio of the measured pressure is
known, the regularization parameter, 	, can be calculated
using Eq. �15�, and Eq. �16� then allows a calculation of the
coefficient matrix relating the measured and projected pres-
sures. Alternatively, regularization can be performed by us-
ing improved Tikhonov regularization in combination with
Generalized Cross Validation �GCV� or the Morozov Dis-
crepancy Principle �MDP� to identify optimal regularization
parameters.15,16 From Eq. �18�, the particle velocity on the
source surface, for example, can be expressed in terms of the
measured pressure on the hologram as

ur
T�rs� = pT�rh�RAHAAH��rs� , �26�

where RAHA is the regularized inverse of AHA. Because the
matrices AHA and AH� are both symmetric, the vector Eq.
�26� can be transposed to obtain

ur�rs� = „AH��rs�…RAHAp�rh� , �27�

which is a more standard column matrix/vector representa-
tion of the quantities involved. Equation �27� can be ex-
pressed in alternative form by using the auxiliary variable
vector, q, and the regularized solution of the system

p�rh� = �AHA�q , �28�

ur�rs� = „AH��rs�…q . �29�

By comparing Eqs. �16� and �18�, the pressure on the source
surface is

p�rs� = „AH��rs�…q . �30�

The regularization of Eq. �28� can be implemented directly,
following the formulation in Ref. 16, by making use of the
fact that the system matrix, AHA, is Hermitian �conjugate
symmetric�. Even though the matrix multiplication in Eqs.
�29� and �30� might remove some noise components that
were amplified in Eq. �28� because of under-regularization,
nothing is gained by allowing such under-regularization. Af-
ter performing a symmetric singular value decomposition of
the conjugate symmetric matrix AHA, i.e.,

AHA � VGVH, �31�

the regularized inverse of AHA is found to be16

RAHA = V„
�F1

�2 + GHG…

−1GHVH, �32�

where the high pass filter �operating on the singular values�
F1


 is

F1

 = diag�¯ ,
�

 + 	�i	2�
 + 	�i	2



�2�, ¯ 
 , �33�

and where the �i’s are the diagonal elements of G. The regu-
larization parameter, 
, can be found, for example, by using
GCV, which minimizes the function J�
�,

J�
� �
�F1


VHp�rh��2

�trace�F1

��2 . �34�

Alternatively, the MDP can be used to determine the regu-
larization parameter 
 so that the energy removed by the
high pass filtering �found by multiplying the matrix F1


VH by
the vector of measured pressure� is equal to the noise energy
in the measured pressure signals, i.e.,

�F1

VHp�rh��2 = ��VHp�rh��2 = ��p�rh��2, �35�

where � is the ratio of the noise energy to the entire energy
of the measured pressure on the hologram.

III. IMPLEMENTATION OF SONAH PROCEDURES

A. Double dipole simulation

To test the accuracy of the SONAH procedure, a double-
dipole simulation was performed, and the backprojections of
the sound pressure and particle velocity calculated by using
SONAH were compared with both direct “measurements”
�i.e., the simulated data� and conventional NAH results. The
simulated sound pressure field was created by superposing
the fields of two coherent dipoles of equal strength, whose

FIG. 3. Square matrices in Eqs. �22�–�24� are symmetric and only the first
column is unique.
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axes were aligned in the x and y directions. The simulation
was performed at a frequency of 1000 Hz. The dipoles were
located 5 and 25 cm above the coordinate origin in the z
direction; a rigid boundary surface was placed at z=0 �see
Fig. 1�. Images of the sources were used to represent the
effect of the rigid boundary: that is, the effective size of the
hologram in the axial direction was doubled. The details of
the simulation were as follows: radius of hologram, rh

=14.15 cm, reconstruction radius, r=9 cm, assumed source
radius rs=5.7 cm, number of measurements in the circumfer-
ential direction, N�=32, number of measurements in axial
direction, Nz=34 or 17, microphone spacing in the axial di-
rection, 2 cm. Note that the NAH calculations were per-
formed as they would have been in an experimental situa-
tion: a spatial window �a Tukey, three- or five-point window,
for the Nz=17 and Nz=34 cases, respectively� was applied to
the data to smooth the transition at the upper edge of the
aperture and the spatial data was zero padded to 256 points
in the z direction. In addition, conventional wave number
filtering procedures were applied.11

The backprojected pressures and particle velocities for
the double-dipole calculated using both NAH and SONAH
are shown in Fig. 4, as are the directly “measured” results for
the Nz=34 case. The corresponding results for the Nz=17
case are shown in Fig. 5. The regularization procedure ex-
pressed in Eqs. �14� and �15� was used to obtain the SONAH
results shown in Figs. 4 and 5.

Note that both the SONAH and NAH backprojections
that are shown in Figs. 4 and 5, were optimized �by the
choice of 	 and kc, the cutoff wave number,12 respectively�
so that the pressure reconstruction errors were as small as
possible �a procedure that was possible since the exact result
was known�. Thus, the results presented here are the “best
possible” NAH and SONAH results. The optimized values
for kc were 20 and 29 rad/m for the Nz=17 and 34 cases,
respectively, and the optimal values of 	 were 90 and 80 dB
for the Nz=17 and 34 cases, respectively.

In the Nz=34 case, the level of the sound pressure is
small at the upper edge of the aperture, thus minimizing
truncation effects. As a result, the NAH and SONAH back-
projections appear nearly identical to the directly measured
results for both pressure and particle velocity, although some
distortion in the NAH results is visible near the upper edge
of the measurement aperture, particularly in the particle ve-
locity �spurious peaks are visible near z=60 cm in Fig. 4�d��.
When Nz=17, i.e., when the measurement aperture is cut in
half, the sound pressure is still relatively large at the aperture
edge. Thus, while the SONAH backprojections are essen-
tially identical to the directly measured results, the NAH
results are clearly distorted by the effects of windowing and
truncation. In particular, the NAH results suggest that the
upper dipole is located several centimeters below its actual
location at z=25 cm.

FIG. 4. Backprojected pressure and particle velocity
for the double-dipole at r=0.09 m, 1000 Hz, Nz=34:
�a� directly measured p; �b� directly measured ur;
�c� backprojected p�NAH�; �d� backprojected ur�NAH�;
�e� backprojected p�SONAH�; �f� backprojected
ur�SONAH�.

2360 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Cho et al.: Cylindrical statistically optimized nearfield acoustical holography



The mean square reconstruction error was also calcu-
lated in order to quantify the relative accuracy of the
SONAH and NAH procedure. The percentage error was de-
fined as

MSE =��
i

	pt,i − ps,i	2

�
j

	pt,j	2
��100� , �36�

where pt is the directly “measured” pressure on the recon-
struction surface, and ps is the estimated pressure on the
reconstruction surface. A similar calculation was performed
to quantify the accuracy of the radial particle velocity, ur, on
the reconstruction surface. As summarized in Table I, the
mean square error resulting from the backprojection per-
formed using SONAH was less than 1% for both the pressure
and the particle velocity for both the Nz=34 and Nz=17

cases. When using NAH, the mean square errors were
7.9% and 14.7% for the pressure and particle velocity,
respectively, in the Nz=34 case. When the number of mea-
surements in the axial direction was reduced to Nz=17, the
NAH mean square projection error increased to 24.6% and
31.6% for the pressure and particle velocity, respectively.
For the same case, the SONAH mean square projection
errors increased by approximately a factor of three in
magnitude but were still less than 1%.

Additionally, the percentage mean square errors between
the “directly measured” and backprojected properties for the
double-dipole simulation at 1000 Hz when calculated using
improved Tikhonov regularization in conjunction with the
MDP are shown in Table II. Results are shown for both
SONAH and NAH. In the SONAH calculations, the value of
the energy ratio, �, was set to 10−8 �corresponding to an 80
dB signal-to-noise ratio�, since a further decrease of � did not

FIG. 5. Backprojected pressure and particle velocity
for the double dipole at r=0.09 m, 1000 Hz, Nz=17:
�a� directly measured p; �b� directly measured ur;
�c� backprojected p�NAH�; �d� backprojected ur�NAH�;
�e� backprojected p�SONAH�; �f� backprojected
ur�SONAH�.

TABLE I. Percentage mean square error between “directly measured” and
backprojected properties for double-dipole simulation at 1000 Hz evaluated
using optimal values of 	 and kc.

SONAH NAH

p ur p ur

Nz=34 0.15 0.26 7.9 14.7
Nz=17 0.42 0.76 24.6 31.6

TABLE II. Percentage mean square error between “directly measured” and
backprojected properties for double-dipole simulation at 1000 Hz using im-
proved Tikhonov regularization and MDP.

SONAH NAH

p ur p ur

Nz=34 0.22 0.86 7.8 14.2
Nz=17 0.48 1.44 25.7 32.8
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result in any changes in the regularization parameter 
,
which was found to be 0.10. If the value of 
 was reduced to
smaller values manually, the mean square error was further
reduced, but those results are not shown in Table II. In NAH,
the same cutoff wave number was used as in Table I, which
also proved to be optimal for the improved Tikhonov regu-
larization with MDP.

Taken together, the results presented in this sub-section
suggest that the SONAH procedure can yield more accurate
results than the conventional NAH procedure when based on
the same number of measurement points, especially when the
sound field is truncated.

B. Measurement of the sound field radiated by a
refrigeration compressor

Both NAH and SONAH were applied to the measure-
ment of the sound field radiated by a cylindrical refrigeration
compressor in operation, under load �see Fig. 6�. The height
and diameter of the compressor shell were 40 and 18 cm,
respectively. The details of the compressor measurement
were the same as those of the double-dipole simulation, ex-
cept that the number of measurements in the axial direction,
Nz, was either 34 or 25, and the frequency of interest was
882 Hz. The rigid reflecting surface was accounted for by
creating a mirror image of the measured dataset in the region
z�0, i.e., the effective hologram size was doubled in the
axial direction. The backprojected pressures and particle ve-
locities on the surface of the compressor �r=9 cm� made by
using NAH and SONAH are shown in Fig. 7 for the Nz

=34 case. The corresponding results for the Nz=25 case are

FIG. 6. Refrigeration compressor and measurement apparatus.

FIG. 7. Backprojected pressure and particle velocity for the compressor at
r=0.09 m, 882 Hz, Nz=34: �a� backprojected p�NAH�; �b� backprojected
ur�NAH�; �c� backprojected p�SONAH�; �d� backprojected ur�SONAH�.

FIG. 8. Backprojected pressure and particle velocity
for the compressor at r=0.09 m, 882 Hz, Nz=25:
�a� backprojected p�NAH�; �b� backprojected ur�NAH�;
�c� backprojected p�SONAH�; �d� backprojected
ur�SONAH�.
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shown in Fig. 8. The regularization parameter in the SONAH
calculations and the cutoff wave number in the NAH projec-
tions were chosen to include the major wave components and
to remove high wave number component noise as much as
possible based on an inspection of both the wave number
components and the reconstruction of the acoustical proper-
ties. For the SONAH calculations, 	 was set to 10 dB and for
the NAH calculations, kc was set to 22 rad/m. When the
improved Tikhonov regularization with MDP was imple-
mented in the SONAH calculation, the results �not shown
here� were similar to those shown in Figs. 7 and 8. A visu-
alization of the sound field radiated by the compressor is
shown in Fig. 9 �performed by using NAH�, both in horizon-
tal and vertical views. The latter results suggest that the ra-
diation from the compressor is largely dipole-like at this fre-
quency, resulting from a solid-body, oscillatory motion of the
compressor shell.

The backprojected pressures obtained by using NAH
and SONAH were similar in both cases �although there is
slightly more detail visible in the SONAH results�. However,
the particle velocity results appear to be distorted when cal-
culated using NAH, particularly in the Nz=25 case. In con-
trast, the SONAH particle velocity results for the Nz=25 and
Nz=34 cases were practically identical. In addition, the
SONAH results are better resolved, i.e., three peaks can be
observed in the particle velocity in the region between 15 to
45 cm and 0° to 160° instead of just one large peak, as in the
NAH result. It is also interesting to note that the four small
peaks in the SONAH particle velocity results that are visible
just above z=0 correspond to the locations of the compres-
sor’s feet. In the NAH Nz=25 case, the peak particle velocity
location is lower than in the corresponding Nz=34 results �as
was found in the dipole simulation�. In addition, spurious
peaks appear in the NAH particle velocity results at z
=45 cm. Based on the fact that the results of NAH with Nz

=25 were significantly different from those obtained in the
Nz=34 case, while the SONAH results were consistent in
both cases, it was judged that the SONAH results were more
accurate than the NAH results in the Nz=25 case.

IV. CONCLUSIONS

The results of both the double-dipole simulation and the
compressor measurements indicate that it is not possible to
perform accurate backprojections by using NAH when the
measurement aperture does not extend into the region where
the sound pressure drops to negligible levels. However, con-
sistent backprojections of both simulated and the measured

data could be obtained by using SONAH, even when the
sound pressure level was still reasonably large at the upper
aperture edge. The mean square backprojection error in the
double-dipole simulation case remained small for SONAH
when the aperture size was decreased, but increased signifi-
cantly in the NAH case, and more detailed information about
the source could be obtained by using SONAH rather than
NAH. In addition, more consistent backprojection results
were obtained in the compressor case when using SONAH
rather than NAH, particularly when the number of measure-
ments in the axial direction was reduced. Finally, by
avoiding a repeated calculation, the calculation of the
SONAH matrices can be performed efficiently, which makes
it practical to use SONAH when visualizing a sound
source for which it is not possible to make measurements
in the region where the sound pressure drops to negligible
levels.
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Time reversal has been shown as an effective way to focus in both time and space. The temporal
focusing properties have been used extensively in underwater acoustics communications.
Typical time-reversal communication experiments use vertical transducer arrays both to
increase the signal-to-noise ratio and decrease the temporal sidelobes created in the time
reversal process. Comparable temporal focusing is achieved using a horizontal array. In this paper,
synthetic aperture time-reversal communications are accomplished, requiring only two
transducers �one transmitter and one receiver�. Deriving results from an at-sea experiment, this
work confirms the viability of synthetic aperture time-reversal communications. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2011147�

PACS number�s�: 43.60.Tj, 43.60.Dh �DRD� Pages: 2365–2372

I. INTRODUCTION

Time reversal has been shown to be an effective way to
combat the temporal spreading classically observed in a
waveguide.1 Indeed, after pulse transmission from a point
source, if the wave forms recorded at a set of receivers are
time-reversed and retransmitted simultaneously into the me-
dium, the result is spatial focusing and temporal compres-
sion. Spatial focusing means that the time-reversed field is
strong at the location of the original source and relatively
weaker elsewhere in the medium. Specifically, spatial focus-
ing implies that the ratio of the intensities between any point
not at the focus and that of the focus is low. Temporal com-
pression means that the time-reversed signal at the source
has the same pulse width to the signal previously emitted by
the source. Because time reversal refocuses the desired
signal in time, it has been applied to underwater
communications.2–4

Recent time-reversal communications experiments1–3

have used a vertical array of transducers moored to the ocean
bottom or hung over the side of a ship. Indeed, a vertical
array provides spatial diversity that is turned into an advan-
tage when time reversal is performed.5 Proposed in this work
is a communication system using a synthetic aperture6 time-
reversal array that would require only two transducers, a
transmitter and a receiver, of which at least one is moving.
The advantage of a synthetic aperture array is that it provides
spatial diversity with the use of only one source. However,
the drawback of a synthetic aperture array is that the wave
forms are received at different times, as the transducer is
only at one place at any given time. This makes synchroni-
zation an issue. Steps must be taken to coherently sum the

wave forms received on a synthetic aperture array. The mo-
tion of the transducer also induces a Doppler shift which
may be different for each wave form, or even time varying.
This must also be corrected before the received wave forms
can be summed coherently.

Our proposed synthetic aperture communication system
is based on the idea that a horizontal time-reversal array
focuses well in the temporal domain.7 Time reversal, as a
simple and computationally inexpensive form of pulse com-
pression, allows for a faster bit rate than systems without
such pulse compression because intersymbol interference is
mitigated. To affirm the feasibility of the proposed commu-
nication system to an oceanic environment, an experiment
has been performed off the coast of Italy. The goal is to
study, experimentally, the acoustical physics of a one-
channel time-reversal communication system in a multipath
environment. At this stage, no encoder/decoder �like turbo
codes,8 for example� or equalization9 to potentially further
reduce the error rate at the output of the communication sys-
tem has been employed.

During the at-sea experiment, passive time reversal4

rather than active time reversal is used. As long as the com-
munications sequence sent from each synthetic aperture ele-
ment is not too long, the Green’s function used in passive
time reversal can be viewed as time-invariant. This is in
contrast to the concept that as the transducer moves from
synthetic aperture element to element, the Green’s functions
vary.

The purpose of the experiment is to demonstrate the low
bit error rates achievable at sea using a two-element system
and passive synthetic aperture time reversal. Section II de-
scribes the experiment performed at sea and Sec. III details
the processing done on the acquired data to extract the bit
error rates. In Sec. IV, the possibility of using a few verti-
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cally oriented hydrophones, which spans only a small portion
of the water column, to further lower the bit error rates of the
system is examined.

II. EXPERIMENTAL DETAILS

A vertical receiver array �VRA� was moored off the
coast of Italy, approximately 30 km north of the Island of
Elba, where the mean depth, D, was approximately 120 m.
In this environment, the sound speed was relatively constant,
ranging from 1506 to 1508 m/s. From various geoacoustic
experiments in the same area, the bottom properties were
obtained through inversion yielding a sound speed of
1600 m/s and an attenuation of 0.3 dB/�. This vertical array
consisted of 32 elements each separated by 2 m, spanning
from 30 to 92 m in the water column. A transducer was
towed �at a 35-m depth� by a moving vessel at a speed of 2
knots on a track shown in Fig. 1. It is noticeable that the
track is oriented such that the VRA is broadside to the syn-
thetic aperture array �as viewed from above�, as opposed to
endfire. In a range-independent environment, the Green’s
function should not a priori vary over such a track path, thus
limiting the gain in spatial diversity. However, at the fre-
quency of 3 kHz, the wavelength �0.5 m� is very small com-
pared to the propagation range �R�5.5 km� so that a mini-
mal bathymetry change leads to a noticeable modification of

the Green’s function. Also, the path is such that the VRA is
not perfectly broadside to the track, and the small amount of
range difference between elements may be enough to induce
changes in the Green’s function. A measure of the Green’s
functions change is discussed quantitatively in the following.
The moving transducer transmitted a 1-ms pulse at 3 kHz,
followed by a 10-s communication sequence coded using
binary Amplitude Shift Keying �ASK�, also at 3 kHz, con-
sisting of 9800 bits with a bit length of 1 ms. The initial
choice of an incoherent communication scheme �versus a
coherent scheme like Binary Phase Shift Keying �BPSK��
was driven by its robustness to Doppler or synchronization
issues.10 The pulse and the communication sequence were
separated by 200 ms so that they do not overlap after propa-
gation through the dispersive channel. The purpose of the
pulse is to probe the medium and to provide the Green’s
function that will be used to deconvolve the communication
sequence.4 The incident field was then received by all 32
channels on the vertical array, producing a matrix of Green’s
functions. In Sec. III, passive time-reversal is performed on
one element of the vertical array only, whereas a 4-m vertical
aperture made of three contiguous elements is used in Sec.
IV. The pulse and communication sequence were transmitted
every 30 s, each time producing a new Green’s function ma-
trix. During a 33-min-long track, 65 such matrices of Green’s
functions were acquired separated by a mean distance of
30 m. The synthetic aperture array thus consisted of up to 65
elements �though, typically no more than four at a time are
examined in this paper� spanning just less than 2 km. The
signal-to-noise ratio of the communication sequence varied
between 25 and 30 dB over the ship track �see Fig. 5�.

III. DATA PROCESSING

A. Decorrelation along the track

As can be seen in Fig. 1, the track of the moving trans-
ducer creates a synthetic aperture array, such that the VRA
�as viewed from above� is oriented broadside to this array.
Considering, for now, only one channel on the VRA �depth
�38 m�, the source depth, receiver depth, and range between
the source and the receiver can all be considered approxi-
mately constant. To distinguish between different transmis-
sions of the moving transducer, the variable, RT, which is the
distance along the track at the time of transmission, is intro-
duced. Thus, the Green’s function between a point on the
track and the VRA can be written as G�t ,RT�. The fact that
the synthetic aperture is oriented broadside to the VRA rather
than endfire does not present a problem for the time-reversal
process since the Green’s function changes azimuthally,
thereby providing the required spatial diversity. The change
in Green’s function is calculated as follows: The Green’s
functions are normalized to have unit power and autocorre-
lated. Each autocorrelated Green’s function corresponds to
the point-to-point time reversal between one VRA element
and the moving source �see Eq. �1��. Spatial diversity will be
used efficiently if the time-reversal sidelobes cancel each
other along the source track, i.e., the temporal sidelobes of
the autocorrelated Green’s function decorrelates as the
source moves. The point-to-point time-reversal sidelobes1

FIG. 1. �a� A vertical receiver array �VRA� moored off the coast of Italy
received signals from a transducer towed by a moving vessel following the
path shown. Each � represents a position in the almost 2-km-long synthetic
aperture array. It is of note that the synthetic aperture array is oriented in
such a manner that the VRA is approximately broadside to the track. The
average distance between the moving source and the VRA is 5.5 km. �b�
The same setup from another angle, showing the depth of the water, D, the
range of the synthetic aperture array, R, the depth of the array, zb, and the
distance along the track of a single element, RT.
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decorrelation is shown in Fig. 2. It can be noticed that the
Green’s function changes enough to affect the sidelobes of
the autocorrelation over a distance that varies between 100
and 300 m along the track.

The change in Green’s functions along the track can be
attributed to either the 30-m azimuthal or the 3-m radial
distance �with respect to the VRA� between each source po-
sition. In the extreme case, where 300 m along the track is
necessary to decorrelate the autocorrelation sidelobes, this
corresponds to less than 300-m azimuthal distance and 30
-m radial distance. There is an ambiguity as to which of
these distances causes the decorrelation. However, this radial
distance corresponds to 60 wavelengths, which is enough to
cause a decorrelation of the field in the waveguide. In the
other extreme case, where only 100 m is necessary to deco-
rrelate the autocorrelation sidelobes, it is likely that a com-
bination of azimuthal and radial distance changes is respon-
sible for the decorrelation.

B. Extracting bit error rates

After propagation through the channel, the received sig-
nals are not matched in frequency due to time-dependent
Doppler shift. The Doppler shift may be either due to relative
motion between the two transducers, or a mismatch between

the sampling frequencies of the transducers. Also, as the sig-
nals are not received simultaneously, they are not synchro-
nized in time. Both of these effects must be compensated
before the signals can be added coherently.

To correct for the Doppler shift, a Fast Fourier Trans-
form �FFT� is taken of the zero-padded communications se-
quence. As the Green’s functions of this data set have a
strong ballistic path and the communications are encoded
with ASK, in the absence of Doppler shift, one would expect
a strong peak at 3 kHz, the carrier frequency. Due to Doppler
effects, this peak is shifted a small amount, ranging from
0.4 to 0.9 Hz. If the motion of the transducer were endfire,
one would expect the Doppler shift to be greater. The signal
is then dilated or compressed in time so that the value of the
peak is shifted back to 3 kHz. Figure 3 shows the coherent
sum over the synthetic aperture of all received time-domain
signals �after synchronization and time reversal described in
the following� with no Doppler correction in gray, and with
Doppler correction in black. It is seen that the two sums are
similar in amplitude at the beginning, but that as time
progresses, the amplitude of the noncorrected sum decreases.
This is due to the fact that the noncorrected signals do not
add coherently at later times.

Once the signal has been Doppler corrected, the next
step is to synchronize the signals in time. In order to do that,
the signals with the highest signal-to-noise ratio is used as a
reference. As mentioned earlier, the received signal consists
of two parts, the dispersed pulse, which has become the

FIG. 3. The results of summing coherently the 65 received wave forms
before Doppler correction �in gray� and after Doppler correction �in black�.
As time progresses, it is shown that the amplitude of the noncorrected sum
decreases as the noncorrected signals do not add coherently at later times.

FIG. 4. The received wave forms before and after synchronization. Synchro-
nization is an issue as time-reversal cannot be performed simultaneously
from the synthetic aperture array. The signals must be accurately synchro-
nized before time-reversal so they may be summed coherently. Shown are
the received wave forms in dB, normalized to the maximum.

FIG. 2. Point-to-point time-reversal sidelobe decorrelation. These results are
obtained by first normalizing the Green’s functions at the distances along the
track indicated on the axis, autocorrelating each of them, and then cross-
correlating the resulting sidelobes. The results are a measure of how much
the Green’s function changes as a function of the distance along the track.
The distance between Green’s functions that results in a total decorrelation
of the point-to-point time reversal sidelobes varies between 100 and 300 m.
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Green’s function, and the dispersed communication se-
quence. In order to synchronize the wave forms, one may
focus on the Green’s function. Knowing the time between
the beginning of the Green’s function and the communica-
tion sequence �200 ms�, the synchronization of the Green’s
functions along the track yields the synchronization of all the
communication sequences. Figure 4 shows the 65 Green’s
functions received before and after synchronization. For each
of the 65 received wave forms the following steps are taken.
The Green’s functions are time-gated to select the first arrival
of the impulse response. The first arrivals are then synchro-
nized along the aperture using cross correlation. After syn-
chronization of the first arrival a larger time window, ap-

proximately 70 ms, is taken and designated the Green’s
function. Figure 5 shows a typical signal received on the
VRA, with the selected Green’s function darkened. In the
case of a set of Green’s functions lacking a dominant first
arrival, the method of synchronization would have to be
modified.6 For example, a particularly strong and stable path
of the Green’s function could be chosen in place of the first
arrival. In the case of low signal-to-noise ratios, one could
consider that the only thing in common between any two
received wave forms is the communication sequence, m�t�
�see Eq. �1��. Cross correlation between received wave forms
will exhibit a peak when the embedded sequence in each
wave form overlaps. The time at which these peaks occur
correspond to the relative delay in each received signal. By
removing this delay, the signals are synchronized.

After synchronization, each Green’s function is ex-
tracted, time reversed, and convolved with the communica-
tion sequence to cancel the multipath propagation as classi-
cally done in passive time-reversal. The result of these
convolutions is 65 wave forms that can be summed coher-
ently to produce the message estimate, written as

m̂�t� = m�t� � �
j

�G�− t,RTj� � G�t,RTj�� , �1�

where m�t� is the coded communication sequence. The sum-
mation part of the equation has been referred to as the

FIG. 5. �a� A typical received signal consisting of an initial pulse and a 10-s
communication sequence, after both have propagated through the medium.
The selected Green’s function is shown in black. �b� The same signal,
zoomed in to show the detail of the Green’s function, which has spread from
an original 1-ms pulse, to a 70-ms-long dispersed signal. Signal-to-noise
ratio is about 25 dB.

FIG. 6. The Q-function �Ref. 10� resulting from a single element is shown
in black, and from the coherent summation of five widely spaced elements is
shown in gray. It can be seen that the summation results in lower sidelobe
levels, which produce lower bit error rates.

FIG. 7. �a� The results of incoherently decoding a signal composed of the
sum of three widely spaced synthetic aperture elements, that is synthetic
aperture elements that have decorrelated Q-function sidelobes. Binary 0s are
shown in black, binary 1s are shown in gray, and a threshold is indicated by
a dark line. The number of errors in the case shown was 31, giving a bit
error rate of 0.32%. �b� The results of decoding the same signal coherently.
Again, binary 0s are shown in black, binary 1s are shown in gray, and a
threshold is indicated by a dark line. The number of errors in this case,
decoded coherently was 7, giving a bit error rate of 0.071%.
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Q-function.10 A typical Q-function for one element �which is
the point-to-point time-reversal described in Sec. III A� and
for five elements is shown in Fig. 6. As expected, the time-
reversal sidelobes are reduced as more elements are added
coherently, suggesting that better communication can be
achieved with a time reversal synthetic aperture.

Although the modulation used �ASK� is an incoherent
modulation, it can be demodulated either incoherently or co-
herently. In either case, the message estimate is base-banded
by multiplication with a sinusoid at the carrier frequency and
filtered. The resulting wave form is then resampled at the
symbol rate producing N complex numbers, where N is the
number of symbols. To demodulate incoherently, the abso-
lute value of each of these numbers is compared to a thresh-
old to determine whether the bit is a binary 1 or a binary 0.
The threshold is chosen as half the mean of the N positive
numbers. Figure 7�a� shows the resulting values from inco-
herent modulation before the hard decision is made. The fig-
ure was made using only three widely spaced synthetic ap-
erture elements with decorrelated Q-function sidelobes. In
Fig. 7�a�, binary 0s are shown in black and binary 1s are
shown in gray. The threshold is shown by a dark line. To
demodulate coherently, the real part of each of the N com-
plex numbers is compared to a threshold to determine
whether the bit is a binary 1 or a binary 0. The threshold is
chosen as the mean of the real part of the N complex num-
bers. Figure 7�b� shows the resulting values from the coher-
ent modulation before the hard decision is made. This figure
was made using the same three widely spaced synthetic ap-

TABLE I. Selected values of the bit error rate found from 9800 bits, each with a bit length of 1 ms, as a
function of the number of transducer positions �or synthetic array elements� for various values of element
spacing, �RT.

�RT �m�

Data rate in bits per second
�number of elements in the synthetic aperture�

1000
�1�

500
�2�

333
�3�

250
�4�

200
�5�

167
�6�

143
�7�

30 6.9E−2 4.2E−2 2.8E−2 2.0E−2 1.5E−2 1.0E−2 7.5E−3
60 ¯ 3.6E−2 2.0E−2 1.1E−2 6.1E−3 3.1E−3 1.6E−3

150 ¯ 2.6E−2 9.5E−3 4.1E−3 1.9E−3 8.5E−4 3.2E−4
300 ¯ 2.1E−2 7.6E−3 2.9E−3 5.3E−4 2.3E−4 2.0E−4

FIG. 8. The evolution of the in-phase/quadrature plot as more synthetic
elements are summed together before decoding. The elements added are
widely spaced. Binary 0s are in black and binary 1s are in gray.

FIG. 9. Bit error rate found from 9800 bits, each with a bit length of 1 ms,
as a function of the number of transducer positions �or synthetic array ele-
ments� for various values of element spacing, �RT.
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erture elements. Again, binary 0s are shown in black, binary
1s are shown in gray, and threshold is shown by a dark line.
The comparison between the estimate sequence and the se-
quence sent produces a bit error rate. From Fig. 7, it can be
deduced that coherent demodulation is not only possible, but
gives lower bit error rates than the incoherent demodulation.
From this, one may anticipate that it is possible to use syn-
thetic aperture time reversal with more complicated, coher-
ent modulation techniques such as BPSK or Quaternary
Phase Shift Keying �QPSK�. As coherent demodulation gives
lower bit error rates, the rest of the paper presents results for
coherent modulation. Lower bit error rates are expected as
more synthetic aperture elements are added together, which
is seen in Fig. 8. This figure shows the evolution of the
in-phase/quadrature plot as synthetic aperture elements are
summed. As seen in Fig. 8, the result of using more synthetic
aperture elements are tighter clouds of points and ultimately,
lower bit error rates.

C. Results

We present the bit error rates as a function of two pa-
rameters of the synthetic aperture array: the number of ele-
ments used in summation and the element spacing. Despite
the orientation of the track, such that the VRA is broadside to
it, it is shown that the Q-function sidelobes decorrelate as the
distance along the track increases, thus element spacing
plays an important role in determining bit error rates. Results
are shown as a grayscale plot in Fig. 9. The bit error rate
decreases as the number of elements is increased and also
decreases as the element spacing is increased. However, by
increasing the number of elements used, as this is a synthetic

FIG. 10. Schematic of a synthetic aperture time reversal communication
system. For the sake of simplicity, the communication sequences are repre-
sented by the symbols �, �, and �. �a� Multiple sequences transmitted as
quickly as allowed by the equipment. �b� The same sequences, with the
spacing between transmissions increased in order to increase the length of
the synthetic aperture endfire aperture. This creates a better focus and de-
creases the bit error rate. �c� By interleaving sequences, one may achieve the
same bit error rate as in step b, but maintains the same data rate as in step a.

FIG. 11. The evolution of the in-phase/quadrature plot as more vertical
elements are summed together before decoding. Before summation over the
vertical elements, a horizontal synthetic aperture of three widely spaced
elements is used.

FIG. 12. Bit error rate found from 9800 bits, each with a bit length of 1 ms,
as a function of the number of synthetic array elements, element spacing,
�RT, and number of vertical array elements. The bit error rates using only
one vertical element can be found in Fig. 9.
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aperture, the effective data rate is diminished. Using only
one element in the system, corresponding to a data rate of
1000 bps, yields a bit error rate of 7%. By using two ele-
ments spaced 300 m apart, corresponding to a data rate of
500 bps, the bit error rate is dramatically lowered to 2.1%.
An increase to three elements with a mean spacing of 300 m,
corresponding to a data rate of 333 bps, yields a bit error rate
below 1%.

D. Interleaving communication sequences

If one were to transmit as quickly as allowed by the
equipment, the element spacing, �RT, would be small, requir-
ing a large number of transducer positions to achieve a low
bit error rate. For instance, in Table I, it is shown that it takes
seven elements to achieve a bit error rate of 0.75% when the
element spacing is only 30 m, but when the element spacing
is 300 m, the same bit error rate is achieved with only three
elements. The spacing of 300 m is chosen from the decorre-
lation of the Q-function sidelobes shown in Fig. 2. If one
were to simply increase the aperture by increasing the ele-
ment spacing, �RT, there would be times when the transduc-
ers were unused since it is necessary to wait for one of the
transducers to move and the aperture to further increase. In
this spare time between transmissions of the first communi-
cation sequence, other sequences can be sent. By interleav-
ing communication sequences, the data rate is the same as
the fastest allowed by the equipment, but the bit error rate
will be significantly lower. Figure 10 demonstrates this con-
cept graphically.

IV. VERTICAL SUMMATION

The experiment at sea was done using a vertical array
consisting of 32 elements, only one of which has been used
so far in decoding the data. By using up to three contiguous
elements, one may examine the decrease in bit error rate that
would occur if one were to use a 4-m-long vertical array
�centered at 38 m� that spanned only a small portion of the
120-m-deep water column. Such an array would still be rela-
tively cheap, one of the primary advantages of the proposed
system. The in-phase/quadrature plots resulting from the
summation over a small number of vertically oriented ele-
ments are shown in Fig. 11. The summation is done verti-
cally after the horizontal summation had been done over
three widely spaced synthetic aperture elements. The bit er-
ror rates using a small number of vertically oriented elements

are presented in Fig. 12. The addition of a few vertical ele-
ments dramatically lowers the bit error rates of the system.
For example, with a synthetic aperture of four elements, a
vertical line array of three elements yields 12 wave forms
that can be coherently summed. The results demonstrate that
with a vertical line array of three elements, at three locations
forming a synthetic horizontal line array, bit error rates lower
than 10−5 can be achieved with a 1-ms bit length �Table II�.

V. CONCLUSION

This paper serves to confirm the feasibility of an inex-
pensive communication system using a synthetic aperture
time reversal array at sea. The main benefit of this system is
that it requires only two transducers �one transmitter and one
receiver�, significantly decreasing the technological cost
compared to typical time reversal communication schemes.
The disadvantage of this system is that the repeated trans-
mission of the communication sequence tends to lower to
data rate. As in many communication systems, a tradeoff
must be made between the data rate and the desired bit error
rate. It is also shown that the addition of a few transducers
oriented vertically in addition to the horizontal aperture sig-
nificantly decreases the bit error rate without a significant
increase in cost or complexity of the system. Finally, it is
reiterated that this study is limited to how synthetic aperture
time reversal can utilize shallow water propagation complex-
ity; additional communication algorithms can always be ap-
pended to increase performance.
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Transmission properties of bone conducted sound: Measurements
in cadaver heads
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In the past, only a few investigations have measured vibration at the cochlea with bone conduction
stimulation: dry skulls were used in those investigations. In this paper, the transmission properties
of bone conducted sound in human head are presented, measured as the three-dimensional vibration
at the cochlear promontory in six intact cadaver heads. The stimulation was provided at 27 positions
on the skull surface and two close to the cochlea; mechanical point impedance was measured at all
positions. Cochlear promontory vibration levels in the three perpendicular directions were normally
within 5 dB. With the stimulation applied on the ipsilateral side, the response decreased, and the
accumulated phase increased, with distance between the cochlea and the excitation position. No
significant changes were obtained when the excitations were on the contralateral side. In terms of
vibration level, the best stimulation position is on the mastoid close to the cochlea; the worst is at
the midline of the skull. The transcranial transmission was close to 0 dB for frequencies up to
700 Hz; above it decreased at 12 dB/decade. Wave transmission at the skull-base was found to be
nondispersive at frequencies above 2 kHz whereas it altered with frequency at the cranial vault.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2005847�

PACS number�s�: 43.64.Bt �BLM� Pages: 2373–2391

I. INTRODUCTION

The mechanical properties of the human skull in relation
to bone conduction �BC� stimulation have been well de-
scribed in the literature. Many of these reports have focused
on vibrations of the relatively thin bones of the skull, while
only a few have focused on vibration transmission in the
skull-base where the cochleae are situated. In order to obtain
a better understanding of BC transmission in the human
skull, the vibration transmission in both the cranial vault and
the skull-base should be measured.

Several different aspects of skull response produced by
BC excitation have been studied. von Békésy �1932� ana-
lyzed the vibration mode of the human skull and approxi-
mated it as a vibrating thin-shell sphere. The mechanical
point impedance, at the mastoid portion and the forehead,
with and without skin, has been investigated �Corliss and
Coidan, 1955; Smith and Suggs, 1976; Flottorp and Solberg,
1976; Khalil et al., 1979�. The most comprehensive study of
the mechanical point impedance of the human skull was
made by Håkansson et al. �1986� on live human subjects
with osseointegrated skin-penetrating titanium implants in
the parietal bone for attaching bone-anchored hearing aids.
In another investigation, Håkansson et al. �1996� investi-
gated the linearity of vibration transmission in the skull and
found it linear for normal levels and frequencies used for
hearing by BC.

Khalil et al. �1979� used modal analysis to extract reso-
nance frequencies from two dry skulls. Håkansson et al.
�1994� used similar techniques to extract resonance frequen-
cies from living human skulls. Also, the vibration of a large
part of the human cranial vault has been visualized with ho-
lographic interferometry �Ogura et al., 1979; Hoyer and Dör-
heide, 1983; Dorheide and Hoyer, 1984�. Other investiga-
tions have aimed at estimating the propagation velocity and
type of wave transmission in the human skull �von Békésy,
1948; Zwislocki, 1953; Franke, 1956; Tonndorf and Jahn,
1981�.

Theoretical approaches to estimate the skull response
during vibration stimulation have also been used. For this,
thin-shell theories of spheres with fluid loading were used to
achieve analytical results, or finite element analysis was used
to obtain the vibration pattern �Advani and Lee, 1970; Hick-
ling and Wenner, 1973; Khalil and Hubbard, 1977;
Charalambopoulos et al., 1998; Young, 2002, 2003�. These
analyses were intended primarily for head injury protection
and not for the transmission and hearing of BC sound.

Most of these studies focused on the mechanical prop-
erties and vibration transmission characteristics of the human
cranial vault. One study by Stenfelt et al. �2000� measured
skull vibration in three perpendicular directions close to the
cochlea with stimulation at the ipsilateral and contralateral
mastoid as well as at the forehead. The drawback with that
study was that only one dry human skull was used. The
current study presents measurements of the cochlear prom-
ontory vibration in three perpendicular directions, using
stimulation at numerous positions on the skull in intact hu-
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of Technology, SE-412 96 Göteborg, Sweden. Electronic mail:
stenfelt@chalmers.se
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man heads. Furthermore, the mechanical point impedances at
the stimulation positions have been analyzed to reveal the
mechanical properties of the human head.

II. MATERIAL AND METHODS

A. The cadaver heads

For the experiments, six male human cadaver heads
were used. The heads were severed between the third and
fourth vertebra and frozen at the time of autopsy. Apart from
being severed, no drilling or cutting of the heads was done
during the autopsy; the soft tissues and brain were left intact.
No history of the heads was known except that they were
male and between 60 and 70 years old; the sizes and weights
of the heads are presented in Table I. All heads were de-
frosted 24 h prior to the measurements. A thin probe ther-
mometer was positioned through the foramen magnum into
the center of the brain to verify that the heads were properly
defrosted. This thermometer was thereafter removed.

Three imaginary arcs were identified on the skull. The
occiput arc connects the two ear canal openings over the
most posterior part of the occiput �Fig. 1�. On this arc, nine
positions were identified. Position 4, the position closest to
the ear canal opening, was placed about 20 mm posterior to
the entrance to the ear canal, while position 3 was 20 mm
posterior to position 4. The others were placed at equal dis-

tances, with a distance of 30 mm for the smallest head and
36 mm for the largest head. One position, position 0, was at
the midline between the ears.

At each position a small hole was drilled and tapped
�diameter 3 mm�. A connector comprising a screw with 3-
mm metric threads �M3� was placed in this tapped hole. To
further ensure a rigid bond between the connector and the
skull, a drop of cyanoacrylate glue �Garf Reef glue™, Garf,
Boise, ID, USA� was put into the threaded hole prior to
placement of the connector. The connector had also a
threaded part to attach a mini-transducer for the vibration
excitation; the connector enabled rigid attachment between
the transducer and the skull.

The vertex arc is between the ear canal openings passing
over the vertex and the forehead arc connects the ear canal
openings passing over the center of the forehead. Positions 4
for these two arcs are 30 mm from the ear canal openings,
and the rest of the positions are between 31 and 38 mm
apart, depending on head size. For each arc, four positions
were at each side of the skull with one position at the mid-
line. The heads were excited at 27 positions in total. A
1-cm2 piece of skin and soft tissue was removed around each
stimulation position to enable placement of the connector
with attached stimulation transducer.

Three perpendicular directions were defined for the skull
vibration measurements. The three directions are shown in
Fig. 1 �right�: x direction medially �towards the midline of
the skull�, y direction cranially �towards the top of the skull�,
and z direction anteriorly �towards the front�. It should be
noted that the x directions at the two sides of the skull are
directed towards each other, while the y and z directions are
the same on both sides. The stimulation was applied to the
skull bone surface in a direction approximately perpendicular
to the skull bone surface. This means that the direction of the
vibration stimulation is different at each stimulation position.
Table II presents, for one head, the vector components of the
stimulation direction according to the coordinate system
given in Fig. 1. Although not exactly equal, the stimulation
directions at the positions were similar for all heads.

The stimulation direction influences the response direc-
tion. For example, if the skull moves as a whole and trans-
lational vibration is the dominating mode, the response di-
rection is expected to be similar to the stimulation direction.
However, if the dominating mode of vibration is rotational or
some type of wave propagation, vibration responses in all
spatial directions can be expected.

TABLE I. Data of the six human cadaver heads used for the measurements.
The circumference was measured as a line going from the center of the
forehead passing just above the ear canal openings, over the occiput and
back to the mid-forehead.

No. Sex
Age

�years�
Circumference

�cm�
Ear-ear via vertex

�cm�
Mass
�kg�

1 M 60–70 53 31 3.25
2 M 60–70 54 33 3.31
3 M 60–70 56 31 3.43
4 M 60–70 57 34 3.59
5 M 60–70 58 35 3.71
6 M 60–70 58 36 3.78

FIG. 1. �Color online� �a� Three stimulation arcs were identified on the
heads: forehead, vertex, and occiput. Nine stimulation positions with an
approximate spacing of 30 mm were equally spread on each line: the figure
shows the positions on the ipsilateral side. �b� The measurement directions
of the ipsilateral and contralateral cochleae: x direction—towards the middle
of the head, y direction—towards the top of the head, and the z direction—
towards the front of the head. The ipsilateral and contralateral x direction
points towards each other �180° out of phase� while the two other directions
are the same for the ipsilateral and contralateral sides.

TABLE II. Typical stimulation vectors at the test positions. The figure given
in the table for a particular position and direction should be multiplied by
the input force to give the stimulation in that direction at that position.

Position

Forehead Vertex Occiput

x y z x y z x y z

0 0 0.34 −0.94 0 1 0 0 0.09 1
1 0.24 0.34 −0.91 0.45 0.89 0 0.34 0.09 0.94
2 0.58 0.42 −0.69 0.71 0.71 0 0.87 0 0.50
3 0.85 0.17 −0.49 0.98 0.17 0 0.98 −0.14 −0.17
4 0.97 0 −0.26 0.98 −0.17 0 0.98 −0.17 0.03

2374 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 S. Stenfelt and R. L. Goode: Transmission of bone conducted sound



One phenomenon that can contribute to the perception
of BC sound is the relative motion between the middle ear
ossicles and the surrounding bone. This occurs due to the
inertial movement of the ossicles. Although the middle ear
ossicles move regardless of the vibration direction, the great-
est relative motion is obtained when the vibration is along
the low-frequency in-and-out motion direction of the stapes
�Stenfelt et al., 2002�. According to the coordinate system
given in Fig. 1, the low-frequency in-and-out motion of the
stapes is in the x-z plane, 30° from the x axis and 60° from
the z axis.

B. Mechanical impedance measurements

Measurements of the mechanical point impedance1 were
conducted at each stimulation position. The force and accel-
eration at the attachment point was obtained by a B&K type
8001 impedance head �Brüel and Kjær, Nærum, Denmark�.
The impedance head was rigidly attached to the connector at
the stimulation positions. The cadaver heads were oriented
so the impedance head was aligned vertically for each mea-
surement. This was done to avoid excessive shear and bend-
ing forces on the force gauge in the impedance head, and
also to ensure translational stimulation of the impedance
head and connector. The cadaver heads were, for the imped-
ance measurements as well as all other measurements, placed
on a pillow to vibrationally decouple the heads from the
measurement table.

The outputs from the acceleration and force gauges were
supplied to two charge amplifiers �B&K type 2635� and then
to the inputs of the measurement system. The PC based soft-
ware SYSid 6.5 �www.sysid-labs.com�, together with a
DSP-16+ signal processing card, formed a two-input-channel
measurement system that also provided the stimulation sig-
nal. The stimulation signal was fed through a power ampli-
fier �D-75, Crown, Elkhart, IN, USA� to a miniaturized bone-
transducer, termed the mini-transducer. This transducer has a
screw attachment that could connect to either the impedance
head or to the screw connectors in the skull. The SYSid
measurement system, together with the power amplifier and
mini-transducer, was used for all measurements conducted in
this investigation.

C. Accelerometer measurements

The vibratory response during excitation was measured
as the acceleration of the cochlear promontory in three per-
pendicular directions. In order to measure the vibration re-
sponses in these three directions, a triaxial accelerometer was
used �Endevco model 7253C-10, Endevco, San Juan Capist-
rano, CA, USA�. This accelerometer has a size of 15�15
�7 mm3 and weighs 3.6 g. The triaxial accelerometer was
attached to the cochlear promontory by cyanoacrylate glue
�Garf Reef glue™, Garf, Boise, ID, USA�. To enable posi-
tioning of the accelerometer on the cochlear promontory, the
auricle was removed and the bony ear canal widened using a
drill. To verify that the widening of the ear canal did not
affect the vibratory response of the skull, the vibration of the
cochlear promontory was measured by a laser Doppler vibro-
meter before and after the drilling. For these measurements,

the vibration transducer was attached to position I-4 on the
occiput arc. The two measurements were within the test-
retest results found for the vibration measurements when all
equipment was removed between the measurements.

D. Laser Doppler vibrometer measurements

The triaxial accelerometer was glued to one cochlear
promontory in each of the six heads; on the right side in
three and on the left side in three. On the cochlear promon-
tory opposite to the side where the accelerometer was at-
tached, the vibratory response was measured by a laser Dop-
pler vibrometer �LDV��HLV-1000, Polytec, Waldbronn,
Germany�. The auricle was removed on this side as well; no
drilling of the ear canal was required and the ear canal was
left intact. The ear drum was removed together with the
malleus and incus. This enabled the laser-beam to reach the
cochlear promontory. A good reflection of the laser beam was
achieved by a glass bead approximately 5 �m in diameter
positioned on the cochlear promontory. Such LDV measure-
ments of BC vibrations have previously been demonstrated
reliable �Stenfelt et al., 2002�.

The laser head was mounted on an operating microscope
with a joystick to control the laser beam. During the mea-
surement, the laser beam was oriented to align with the x
direction. Since the stimulation positions were symmetrically
spread over the skull, the ipsilateral stimulation positions for
the accelerometer measurements served as contralateral po-
sitions for the LDV measurements and vice versa. Conse-
quently, the accelerometer and LDV measurements are only
expected to be similar, not exactly equal. Also, the LDV
measures in one direction �x direction�, whereas three per-
pendicular directions were obtained with the triaxial acceler-
ometer.

E. Stimulation close to the cochlea

After the previously mentioned measurements were fin-
ished, the mastoid portion of the temporal bone was drilled
open down to the semicircular canals. A connector screw was
attached at the point where the three semicircular canals
come close together. This was done bilaterally, and then the
same measurements repeated with the mini-transducer at-
tached close to the cochlea. The reasons for the measurement
with the stimulation close to the cochlea are twofold. First,
the stimulation and response are both in the petrous part of
the temporal bone that encapsulates the cochlea. Some of the
transmission properties in this bone are normally masked by
the skull structure response when the stimulation is applied
at the skull surface. Such transmission properties can be re-
vealed using this approach. Second, any improvement in the
cochlear promontory vibration level with a source close to
the cochlea can be quantified.

F. Calibration

The mini-transducer used was similar to the transducers
used in the bone-anchored hearing aid �BAHA®, Tjellström
et al., 2001�. It was the same transducer as the one used in
the study of vibration transmission in a dry human cadaver
skull �Stenfelt et al., 2000�. The calibration of the mini-
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transducer was done on a Skull-Simulator TU-1000 �Håkans-
son and Carlsson, 1989�. This calibration produces the dy-
namic output force from the transducer for a specific input
voltage. The B&K impedance head used for the mechanical
impedance measurements was calibrated by two measure-
ments. First, a mass of 50.00 g was attached to the imped-
ance head and the sensitivity of the impedance head was
determined �force/acceleration�. Then, a measurement was
made with the connector unit attached to the impedance
head. This measurement was later used for cancellation of
the mass below the force gauge and connector unit in the
impedance data. During the calibration measurements, the
impedance head was driven by a B&K type 4810 mini-
shaker.

The low-pass and high-pass filters incorporated in the
LDV were used; the low-pass filter cutoff frequency was set
at 15 kHz and the high-pass filter was set at 100 Hz. The
response of the LDV with these settings was calibrated using
an accelerometer �B&K type 4371�. According to the manu-
facturer, this accelerometer has a maximum level deviation
of 0.2 dB and a maximum phase deviation of 5°. The accel-
erometer was mounted on the B&K 4810 mini-shaker and
the laser beam aimed perpendicular to the accelerometer sur-
face. With this setup, the amplitude and phase of the LDV
were calibrated for the frequencies 0.1 to 10 kHz.

The Endevco model 7253C-10 triaxial accelerometer
was calibrated using the LDV. The triaxial accelerometer was
mounted with beeswax on a circular adapter attached to the
B&K 4810 mini-shaker with the laser beam aimed perpen-
dicular to the accelerometer surface. With this setup, the ac-
celerometer response in the three directions was compared
with the calibrated LDV response for frequencies between
0.1 and 10 kHz. Within this frequency range, the maximum
level and phase deviation between any direction of the accel-
erometer and the LDV were 0.2 dB and 3°, respectively.
Since this was within the uncertainty limits for the LDV
calibration, the sensitivity data given by the manufacturer
were used for the triaxial accelerometer.

The rigidity of the glue bond between the cochlear
promontory and the triaxial accelerometer was also verified.
The laser beam was aimed at the cochlear promontory close
to the accelerometer and the vibration response in the x di-
rection measured with both the LDV and accelerometer
when the mini-transducer was attached to position occiput
arc I-4. With this setup and for frequencies between 0.1 and
10 kHz, the maximum level and phase deviation in any of
the six cadaver heads between the LDV and accelerometer
measurements were 2.1 dB and 17°, respectively. However,
these maximum deviations occurred when the skull showed
resonances or antiresonances and were of narrow frequency
bandwidth. Discounting these larger deviations of narrow
bandwidth, the differences in level and phase between the
LDV and accelerometer were bounded by 0.6 dB and 7°,
respectively.

G. Distortion

In an investigation by Håkansson et al. �1996�, the lin-
earity of bone-conducted sound was investigated in live hu-

mans for levels corresponding to 77 dB HL. They reported,
for those levels, the BC sound transmission to be predomi-
nantly linear. In this investigation, the linearity of BC vibra-
tion transmission in the skull was not analyzed per se. How-
ever, the second and third harmonics were studied at each
measurement to verify that all equipment functioned prop-
erly. The levels of these harmonics were similar to those
generated when calibrating the mini-transducer on the skull
simulator. Hence, the harmonics in the measurements in this
study were chiefly caused by the stimulus generating elec-
tronics and the mini-transducer, and not by the vibration
transmission through the skull bone. Consequently, any dis-
tortion that might be generated in the skull bone was mini-
mal during these tests where the BC stimulation corre-
sponded to levels of 80 to 100 dB HL.

III. RESULTS

A. The mechanical point impedance

The mechanical point impedance was measured at 27
positions on each of the six heads. We considered the heads
to be symmetric about the sagittal plane and pooled measure-
ments from the right and left side of the skulls. This pooling
produced 12 separate measurements �from the two sides of
the six heads� to describe the response at each of four posi-
tions �1–4� along the three stimulation arcs �forehead, vertex,
and occiput�. However, at each of the 0 positions �which are
on the sagittal plane�, there was only one measurement made
in each skull �for a total of six�.

The results, as magnitude and phase, of the individual
measurements as well as the mean for all positions, are pre-
sented in Fig. 2. Similar trends in the impedance data are
seen for the individual data at all positions. At the lowest
frequencies, below 150–400 Hz, the impedance increases
with frequency indicating a mass-controlled system. This is
also indicated by a positive phase. At these low frequencies,
the head moves as a whole which is reflected in the imped-
ance data.

Depending on position, the maximum magnitude of the
mechanical impedance is between 150 and 400 Hz. At the
maximum magnitude frequency, the corresponding phase is
close to 0° and this frequency is defined as the resonance
frequency for the mechanical impedance. Above the reso-
nance frequency, the magnitude of the mechanical point im-
pedance falls with frequency and the accompanying phase
drops to approximately −80°, suggesting a stiffness con-
trolled system. At higher frequencies, the phase increases
slightly and the average phase of the impedances is between
−60° and −20° at 10 kHz. At around 3 kHz, the impedance
becomes influenced by the losses in the system. This is seen
in the phase as well as in the magnitude data that starts to
flatten out above that frequency.

Two general trends can be seen when comparing the
impedance data between the positions. First, slightly greater
levels of the mechanical point impedances are found at the
positions on the occiput arc compared with the other two
stimulation arcs. Second, greater impedance magnitudes and
higher resonance frequencies are found when moving from
the ear canal �position 4� to the mid-sagittal plane �position
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0�. We would like to present two possible explanations for
the observed results based on �1� geometrical differences and
�2� bone thickness and density differences.

The measured point impedance reflects the motion per-
pendicular to the skull surface at that specific position. How-
ever, this motion is a combination of whole head transla-
tional and rotational motions as well as local deformation
motion of the skull bone. With this in mind, the explanation
for the first observation can be that the occiput arc is closer
to the skull-base and has a smaller curvature radius than the
vertex and forehead arcs. This would give slightly greater
stiffness of the bone and corresponding greater impedance
magnitude and higher resonance frequency. Another explana-
tion for the first observation can be that the skull bone is
thicker along the occiput arc than at the other two arcs. A
thicker skull bone would result in a higher stiffness and cor-
responding higher impedance magnitude and resonance fre-
quency.

The second observation can be explained similarly. The
skull is not symmetrical as a sphere but more like an ellip-
soid with flat sides. Such geometry produces greater stiffness
at positions with a smaller curvature radius and smaller flat
sections �as at the sagittal plane� than at positions in the
middle of a larger flat section. The sides of the head, where
the ears are situated, form a relatively large flat section in-
cluding the temporal part of the parietal bone. Consequently,

the bone close to the ear �positions 3 and 4� is more flexible
than the bone close to the sagittal plane �positions 0 and 1�,
so the impedance and resonance frequency should be el-
evated closer to the sagittal plane than close to the ear, as
shown in Fig. 2. However, the thickness of the skull bone is
not constant. In general, slightly thicker skull bone is found
around the sagittal plane of the head than at the sides. Such
thickness distribution would also produce the result seen in
Fig. 2. Since these two phenomena produce similar results, it
is difficult to conclude if one is dominating.

B. Accelerance of the cochlea in a single head

With the triaxial accelerometer on the cochlear promon-
tory, the response acceleration was measured in three perpen-
dicular directions �x, y, and z direction� for 27 stimulation
positions. The acclerances �acceleration divided by force�
from these measurements in one head, as level and phase, are
presented in Fig. 3. The results are grouped for each stimu-
lation position; the responses in the x direction are shown
with a solid line, in the y direction with a dashed line, and in
the z direction with a dotted line. The panels labeled I-1 to
I-4 are the results obtained with the stimulation applied at
positions 1–4 at the ipsilateral side. Panels labeled C-1 to
C-4 are the vibration responses at the cochlear promontory
with the stimulation at the positions 1–4 on the contralateral

FIG. 2. The mechanical point imped-
ance as magnitude and phase for the
positions 0–4 at the three stimulation
arcs, forehead, vertex, and occiput.
Since the measurement positions are
symmetrically spread, the impedance
results are pooled to the positions 0–4
regardless of head-side �12 measure-
ments at position 1–4 and 6 measure-
ments at position 0�. The individual re-
sults are displayed as thin lines and the
average as a thick line.
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side; the panels labeled 0 are the results with the stimulation
applied on the mid-sagittal plane of the skull.

The level responses should be interpreted as the
acceleration level in m/s2 in the three directions, when
the excitation is a vibration of 1 N at the stimulation
position. The accumulation of phase is indicative of the
time delay, due to vibratory wave transmission in the
skull bone between the stimulation position and the
cochlear promontory. At low frequencies, approximately be-
low 500 Hz, the responses are similar for all stimulation po-
sitions: around 0 dB re: 1 m/Ns2 and a flat phase close to 0
or ±0.5 cycles. At theses low frequencies, the skull moves as
a whole �rigid body motion� and the responses are deter-
mined by translational and rotational inertia. Since the appli-
cation of the vibration transducer is approximately perpen-
dicular to the skull surface, the stimulation direction differs
between the positions �cf. Table II�. The low-frequency re-
sponse is a function of the relative excitation in the three
stimulation vectors and the six degrees of freedom rotational
and translational responses.

Above the frequency area of rigid body motion of the

skull, the accelerance increases with frequency. The differ-
ences between the response directions depend on stimulation
position. With the stimulation at positions I-4, the response
vibration at the cochlear promontory is greatest in the x di-
rection. Also, the overall accelerance is greatest at positions
I-4. In general, for stimulation on the ipsilateral side, the
response level decreases and accumulated phase increases
with distance between the stimulation position and the co-
chlear promontory. When the stimulation is applied on the
contralateral side, no systematic differences between the po-
sitions C-1 and C-4 can be identified; the responses are simi-
lar in both level and phase. Except for the stimulation posi-
tions closest to the cochlea �I-4�, no overall dominating
response direction is seen; the response is in all three direc-
tions whether the stimulation is applied at the ipsilateral or
contralateral side.

The number of antiresonances2 in the accelerance func-
tions in Fig. 3 increases with distance from the cochlea. Most
antiresonances are found when stimulation is on the con-
tralateral side close to the sagittal plane �positions 0 to C-2�.
A general observation is that these antiresonances do not

FIG. 3. The accelerance �acceleration/
force� as level �re: 1 m/Ns2� and
phase �cycles� measured on the co-
chlear promontory for all three mea-
surement directions �x ,y ,z� and all
stimulation positions �27� in one indi-
vidual head. The stimulation was ap-
plied by a mini-transducer rigidly at-
tached to the skull-bone surface. With
the stimulation applied on the ipsilat-
eral side, the results are displayed as
I-1 to I-4, with the stimulation at the
mid-sagittal plane as 0, and with the
stimulation positions on the contralat-
eral side as C-1 to C-4. The results are
divided into the stimulation arcs, fore-
head, vertex, and occiput, and the di-
rections are separated by the patterns:
x direction—solid line, y direction—
dashed line, and z direction—dotted
line.
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occur in all three directions at the same frequency. The anti-
resonances can be easily seen in the level response whereas
the resonances are difficult to identify by examining the level
and phase data in Fig. 3; this indicates that they are highly
damped and do not significantly influence the measured re-
sponse levels.

A phenomenon that may contribute to the vibration re-
sponse is intracranial standing waves. With a wave speed of
approximately 1500 m/s, such intracranial standing waves
would produce an antiresonance near 4 kHz and a resonance
near 8 kHz that would appear in the contralateral responses.
Since it is almost impossible to distinguish between reso-
nances and antiresonances caused by intracranial standing
waves and wave transmission in the cranial vault, the results
obtained can neither verify nor refute the existence of intrac-
ranial standing waves.

C. Average accelerance of the cochlea from six
heads

Figure 4 presents the results of the accelerance measure-
ments from the 27 stimulation positions in three directions

similar to Fig. 3: the difference is that Fig. 4 presents the
average results from all six heads used in this investigation.
When the stimulation is applied in the x direction close to the
cochlea, that direction produces the greatest responses. When
the stimulation is further away from the cochlea, no domi-
nating response direction is found; the response levels are
similar in all three directions. At the low frequencies, below
approximately 500 Hz, the accelerance level is close to 0 dB
re: 1 m/Ns2 and the phase is flat, indicating rigid body mo-
tion. At higher frequencies, the accelerance level increases
and more phase is accumulated. Also, more phase is accu-
mulated with distance between the stimulation position and
the cochlear promontory, indicating longer time delay for the
wave transmission in the skull bone. With the stimulation at
the ipsilateral side, the accelerance level at frequencies above
500 Hz decreases with distance between stimulation position
and the cochlear promontory. When the stimulation is at the
contralateral side, no significant difference in the accelerance
levels is found.

One way to compare the vibration at the cochlear prom-
ontory for different stimulation positions is to calculate a

FIG. 4. The average of the accelerance
as level and phase from the six heads.
The results are averaged for each di-
rection �x, y, and z� and each stimula-
tion position �27�. The data have been
divided into the stimulation arcs, fore-
head, vertex, and occiput. The results
in the x direction are displayed with a
solid line, in the y direction with a
dashed line, and in the z direction with
a dotted line.
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single vibration response for each frequency. The total ac-
celerance can be computed as a sum of the three orthogonal
accelerance components �quadratic summation�. This can be
seen as a measure of the vibratory energy. The summation is

atot
2 = axax

* + ayay
* + azaz

*, �1�

where atot is the calculated accelerance and ax, ay, and az

are the accelerances in the x, y, and z directions, respec-
tively. The � in Eq. �1� indicates the complex conjugate.
The total accelerance atot according to Eq. �1� is presented
in Fig. 5. The acclerances with ipsilateral stimulation are
presented in one panel for each stimulation arc, and the
results with contralateral stimulation in one panel for each
stimulation arc �forehead, vertex, and occiput�. The results
in Fig. 5 are the averages from all six heads investigated;
they include the results already found in the single and
averaged accelerances �Figs. 3 and 4�. At low frequencies,
approximately below 500 Hz, no significant difference in
accelerance is found between stimulation at the different
positions, whether ipsilateral or contralateral. Above
500 Hz and with ipsilateral stimulation, the accelerance
level is greatest when the stimulation is closest �position
I-4� and worse when it is at the mid-sagittal plane �posi-
tion 0�, gradually decreasing from position 4 to position 0.
With the stimulation at the contralateral side, the acceler-
ances are similar. No significant difference can be seen
between the three measurement arcs, forehead, vertex, and
occiput.

D. Laser Doppler measurements

Accelerances measured with the LDV are presented in
Fig. 6 as level and phase averaged from the six heads. The
LDV only measures the vibration in one direction, here the x
direction, and the results in Fig. 6 are compared with the
results in the x direction in Fig. 4. However, the stimulation
positions used for the ipsilateral results with the LDV are the
same stimulation position used for the contralateral results
with the triaxial accelerometer and vice versa. The results
using the two measurement techniques are therefore not ex-

pected to be exactly equal, only similar. The level correspon-
dence of the accelerance measurement with the LDV and the
accelerometer is in general better than 2 dB; however, some
exceptions with up to 5-dB differences at limited frequency
areas exist. The phase difference of the accelerance between
the two measurement methods increases with frequency and
are, for most measurements, between 0.1 and 0.5 cycles at
10 kHz. The exception is for stimulation at position C-4 in
the vertex arc where the phases differ by more than
1.5 cycles at the highest frequencies. Although the phases
differ greatly at some positions, the results obtained with the
LDV correspond fairly well with the x direction results ob-
tained with the accelerometer. Unless otherwise stated, the
vibration results of the cochlear promontory presented here-
after are from data obtained with the accelerometer.

E. Relative sensitivity, ipsilateral stimulation

From Figs. 3–6 it is clear that the greatest vibration of
the cochlear promontory is obtained when the stimulation is
closest to the cochlea, i.e., when the stimulation is at posi-
tions I-4. To compare the efficiency of vibration transmis-
sion, in terms of vibration level, from the ipsilateral positions
to the cochlear promontory, the relative accelerance was
computed �Fig. 7�. All measurements presented in Fig. 7 are
compared with position occiput arc I-4 �reference position�.
The comparisons are conducted for vibration measurements
in the x direction and the total vibration response �atot� ac-
cording to Eq. �1�. In the x direction, relative levels and
phases are presented, whereas only the relative levels are
presented for total accelerance �atot�.

The general finding of the comparison is that the closer
to the cochlea the stimulation position is, the greater the
stimulation level and the less phase accumulates �less time
delay�. The relative total accelerance levels are similar, and
the x direction phase differences are close to 0 cycles at fre-
quencies below 500 Hz. This is where the heads move as a
whole and the relative atot results are expected to be similar.
However, some differences can occur due to imperfect align-
ment of the stimulation axis and the heads center of gravity;

FIG. 5. The average of the total ac-
celerance �atot� level calculated as the
quadratic summation of the acceler-
ances in the three directions from each
stimulation position. The results are
displayed for the stimulation arcs
�forehead, vertex, and occiput� and for
the stimulation side of the skull �ipsi-
lateral and contralateral�. The acceler-
ance levels with stimulation at the ip-
silateral side are displayed as position
I-4—solid line, position I-3—dotted
line, position I-2–dashed line, position
I-1—dashed-dotted line, and position
0 �mid-sagittal plane�—long dashed
line. Similarly, the results with con-
tralateral stimulation are position
C-4—solid line, position C-3—dotted
line, position C-2—dashed line, and
position C-1—dashed-dotted line.

2380 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 S. Stenfelt and R. L. Goode: Transmission of bone conducted sound



this could give slightly different translational and rotational
skull motions. The relative levels of the x direction differ
considerably with stimulation position at low frequencies.
This is caused by the stimulation direction: at positions close
to the cochlea �positions 3 and 4� the stimulation direction is
almost solely in the x direction while, at positions further
from the cochlea �positions 0–2�, it gradually aligns in the
y-z plane �cf. Table II�.

According to the atot panels in Fig. 7, the transmission
loss increases by approximately 1 to 3 dB for each position
further away from the cochlea at frequencies above 1.0 kHz.
Positions I-4 at the vertex and forehead stimulation arcs
show greater cochlear vibration response compared with po-
sition I-4 at the occiput arc: position I-4 at the vertex arc
produces 3 to 7 dB greater vibration response for frequen-
cies between 0.5 and 7.0 kHz, and position I-4 at the fore-
head arc produces 5 to 10 dB greater response between 0.7
and 7.0 kHz. The results measured in the x direction are
similar to the total accelerance results for all three stimula-
tion arcs with stimulation at positions 3 and 4. At these po-
sitions, vibration in the x direction dominates the vibration
response and, consequently, the total x direction accelerance
responses are similar. For the other positions, stimulation in
the x direction shows generally worse transmission relative
to position occiput arc I-4 than when the response is ana-

lyzed according to the total transmission �atot�. In terms of
transmission efficiency, the worst position to place a BC
transducer is on the mid-sagittal plane. For frequencies
above 1 kHz, the difference in vibration transmission be-
tween positions I-4 and the position 0 is 10 to 20 dB for the
total accelerance transmission and 15 to 25 dB when the
measurements are in the x direction.

F. Transcranial transmission

The term transcranial attenuation is often used as a mea-
sure for the difference in vibration level between the ipsilat-
eral and the contralateral side of a human head. Here, we use
the term transcranial transmission defined as the vibration at
the contralateral cochlear promontory relative to the vibra-
tion at the ipsilateral cochlear promontory for a specific
stimulation position. With this definition, the transcranial
transmission is theoretically 1 for any stimulation applied on
the sagittal plane �same vibration response at both cochleae�.
The transcranial transmissions for stimulation positions 1–4
at all three stimulation arcs are presented in Fig. 8. Similar to
the presentation in Fig. 7, the analysis is conducted for mea-
surements in the x direction �level and phase� and for the
total vibration response �atot� according to Eq. �1�.

Several general trends are found in the data displayed in

FIG. 6. The accelerance in the x direc-
tion as level and phase measured with
the laser Doppler vibrometer aimed at
the cochlear promontory. The acceler-
ances displayed are the average of the
result from the six heads. The results
with ipsilateral stimulation are dis-
played as position I-4—solid line, po-
sition I-3—dotted line, position I-2—
dashed line, position I-1—dashed-
dotted line, and position 0 �mid-
sagittal plane�—long dashed line.
Similarly, the results with contralateral
stimulation are position C-4—solid
line, position C-3—dotted line, posi-
tion C-2—dashed line, and position
C-1—dashed-dotted line.

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 S. Stenfelt and R. L. Goode: Transmission of bone conducted sound 2381



Fig. 9. At the low frequencies, below 500 Hz, where the
skulls move primarily as a whole, 2 to 3 dB greater atot re-
sponses are found at the contralateral cochlear promontory
compared with the ipsilateral cochlear promontory. For the x
direction response, the transcranial transmission is close to

0 dB at the occiput and forehead stimulation arcs; at the
vertex arc the transcranial transmission is approximately
5 dB at these low frequencies. For frequencies above 1 kHz,
the transcranial transmission for positions 1–3 show similar
level responses �both atot and x direction results�: the levels

FIG. 7. The relative vibration of the
cochlear promontory presented for the
x direction as level and phase, and as
the level for the total accelerance
analysis �all directions quadratically
summed, atot�. The stimulation is at the
ipsilateral side. All results are relative
to the result from occiput arc I-4 and
averaged for the six heads. The rela-
tive cochlear promontory vibration is
displayed as position I-4—solid line,
position I-3—dotted line, position
I-2—dashed line, position I-1—
dashed-dotted line, and position 0
�mid-sagittal plane�—long dashed
line.

FIG. 8. The transcranial transmission
is calculated as the acceleration re-
sponse at the contralateral cochlear
promontory divided by the accelera-
tion response at the ipsilateral cochlear
promontory for the same stimulation
and position. The results are presented
as the total accelerance level �qua-
dratic summation of all three direc-
tions�, and level and phase for the x
direction. The presented transcranial
transmission is averaged over the six
heads. The results are displayed for the
positions at each stimulation arc: posi-
tion 4—solid line, position 3—dotted
line, position 2—dashed line, and po-
sition 1—dashed dotted line.

2382 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 S. Stenfelt and R. L. Goode: Transmission of bone conducted sound



decrease and become −5 to −10 dB around 5 kHz. At the
highest frequencies investigated, above 6 kHz, the transcra-
nial transmission increases slightly and generally becomes
0 to −5 dB.

When the stimulation is closer to the cochlea, at position
4, greater interaural differences are obtained. At frequencies
above 500 Hz, the transcranial transmission decreases with
frequency up to around 3 kHz, where the changes with fre-

quency are irregular. The transcranial transmission at all po-
sitions 4 at frequencies above 3 kHz stays between −10 and
−20 dB, with slightly greater interaural differences for the x
direction measurements than for the atot analysis.

In the x direction, the relative phases in Fig. 8 show
similar results at all three measurement arcs. At frequencies
below 1 kHz, the relative phases for all stimulation positions
are flat and, above 1 kHz, the relative phases fall off. The
relative phase difference between the cochlear promontories
is greatest when the stimulation is close to the ipsilateral
cochlea. In Fig. 4, the accelerance phases with contralateral
stimulation show similar results regardless of stimulation po-
sition, whereas the phases differ between the responses of the
ipsilateral stimulation positions. As a result, the relative
phase differences at high frequencies in the x direction tran-
scranial transmission presented in Fig. 8 are mainly due to
the accumulated phase in the ipsilateral transmission path.
This can also be observed when comparing the relative
phases presented in Figs. 7 and 8; although not exactly equal,
the relative phases show similar results. It should be noted
that the positions are switched; position 1 in Fig. 7 should be
compared with position 4 in Fig. 8, position 2 in Fig. 7 with
position 3 in Fig. 8, etc.

G. Wave velocity and time delay

The time delay from stimulation at the skull surface to a
vibration of the cochlear promontory can be calculated from
the phase of the frequency response function. For that analy-
sis, the acceleration at the skull surface to the acceleration of
the cochlear promontory �acceleration transfer function� was
calculated. This was achieved by using the accelerance func-
tion together with the mechanical impedance function mea-
sured at the stimulation positions. Using the acceleration
transfer function, the group time delay �gd was calculated
from the phase according to

�gd = −
1

2�

d��f�
df

, �2�

where ��f� is the phase of the acceleration transfer function
in radians per second and f is the frequency in Hz. The
results from the group delay calculation at each stimulation
position are averaged for the six heads and presented in Fig.
9 for the frequencies 0.5 to 10 kHz. In this frequency
range, the group delay varies with frequency. For some of
the measurements, and at some frequencies, predomi-
nately the lower, the delay is negative. A negative time
delay indicates a noncausal system which is unphysical.
However, a negative group delay does not necessarily in-
dicate a noncausal system; numerous causal systems with
negative group delays exist �Mitchell and Chiao, 1998�. It
is only if the frequency response function has a relatively
constant group delay over a frequency region that a signal
with a bandwidth corresponding to that frequency range is
delayed according to the group delay. If this prerequisite
is not fulfilled, the delay of a signal is not easily related to
the group delay. The group delays in Fig. 9 vary with
frequency, and no simple time delay for the acceleration
transmission in the skulls can be extracted. However, if

FIG. 9. The group delay calculated from the acceleration on the skull sur-
face to the acceleration on the cochlear promontory. The delays are the
average of the result from the six heads. The results are displayed for all
positions at each stimulation arc and in the three measurement directions: x
direction—solid line, y direction—dashed line, and z direction—dotted line.
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the analysis is limited to frequencies between 1 and
10 kHz, some general trends can be found.

The overall result in Fig. 9 shows that on the ipsilateral
side, the group delay increases with distance from the stimu-
lation position to the cochlea. Close to the cochlea �position
I-4�, the group delay is approximately between 0 and 0.2 ms
while it is closer to 0.4 ms when the stimulation is at the
sagittal plane �typically between 0.2 and 0.6 ms�. When the
stimulation is on the contralateral side, the group delay stays
primarily between 0.2 and 0.6 ms. Since the time delay is not
constant but varies irregularly with frequency, dispersion of
BC sound can be expected.

Another analysis of wave transmission and wave veloc-
ity of BC sound in the human head is presented in Fig. 10.
Here, the average of phases and phase velocities of the ac-
celeration transmission are presented for the stimulation po-
sitions. The data are displayed using a linear frequency scale
between 0.5 and 10 kHz. The panels are divided into ipsilat-
eral phase, contralateral phase, and ipsilateral phase velocity.
When examining the phase data, the ipsilateral phases seem
to decrease fairly linearly with frequency indicating a con-
stant phase velocity. The phases from the four contralateral
stimulation positions show similar phases. This means that
the time delays from the contralateral positions are similar.

The phase velocities for the ipsilateral stimulation posi-
tions are calculated and presented in the panels at the bottom
of Fig. 10. The phase velocity with stimulation at position I-4
is calculated according to

Vp =
2�fd

�d�f�
, �3�

where �d�f� is the phase difference of the acceleration be-
tween position I-4 and the cochlear promontory, f is the

frequency, and d is the distance between position I-4 and the
cochlear promontory. Position I-4 is on, or very close to, the
petrous part of the temporal bone in the skull-base; the ve-
locity estimate for position I-4 is for the wave propagation in
that bone. The other positions are on the cranial bone surface
where the bone thickness is thinner. Therefore, if the phase
velocity is calculated similar to what was done for position
I-4, the phase velocity is a mixture of the phase velocities in
the thin cranial bone and the dense petrous bone. In order to
separate between the phase velocity in the cranial bone and
the petrous bone, position I-4 represents the phase velocity in
the petrous bone and the positions 0 to I-3 are computed to
produce an estimate of the phase velocity of the wave propa-
gation in the cranial bone. This is achieved by calculating the
phase difference of the accelerance function between posi-
tion 0 to I-3 and position I-4. This phase difference �in radi-
ans� and the distance between the position and position I-4
forms the �d�f� and d used in Eq. �3� to calculate the phase
velocity. Accordingly, the phase velocities in Fig. 10 are
estimated for sound transmission in the petrous bone �posi-
tion I-4� that represents the thicker skull-base and the thinner
cranial bone �position 0 to I-3�, separately. No estimate of
the phase velocity is done for stimulation on the contralateral
side. This is primarily due to the problem of estimating the
correct wave transmission distance between the contralateral
positions and the ipsilateral cochlear promontory.

The rapid increase in phase velocity at frequencies be-
tween 0.5 and 2 kHz seen in Fig. 10 is caused by the transi-
tion from the low-frequency mass-spring system of the skull
to wave transmission motion of the skull at the higher fre-
quencies. At the low frequencies, where the skull motion is
dominated by the distributed mass and compliance, phase
velocity and wave velocity have no meaning. The phase ve-

FIG. 10. The phases of acceleration at
the skull bone surface to the accelera-
tion at the ipsilateral and contralateral
cochlear promontories are displayed
with a linear frequency scale
�0.5–10 kHz�. The calculated phase
velocities for the ipsilateral stimula-
tion positions are also displayed. All
data are from measurements in the x
direction and averaged for all six
heads. The phase velocity for position
I-4 is calculated using the phase differ-
ence between the acceleration at the
cochlear promontory and position I-4,
whereas the phase velocities at posi-
tions I-3 to 0 are calculated using the
phase differences between the acceler-
ances at position I-4 and position I-3
to 0, respectively. Consequently, the
phase velocity of position I-4 is an es-
timate of the wave speed in the skull-
base whereas the others are estimates
of the wave speed in the cranial bone.
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locity in Fig. 10 at these low frequencies is a result of the
stationary phase difference of the motion between two posi-
tions on the skull; it does not represent the wave speed of the
skull vibrations. At higher frequencies, above 2 kHz, the
phase velocity gives an indication of the wave transmission
mode and its velocity.

The phase velocity at frequencies above 2 kHz in the
petrous bone �position 4� shows velocities close to 400 m/s,
except on the vertex arc where the velocity increases slightly
with frequency. The wave transmission at position 4 is al-
most solely in the petrous bone in the skull base, and the
wave motion is believed to be predominantly longitudinal. At
the other ipsilateral positions, the phase velocity was calcu-
lated between the stimulation positions and position I-4. In
this way, and for frequencies above 2 kHz, the phase veloc-
ity in the cranial bone is estimated to increase from around
250 m/s at 2 kHz to 300 m/s at 10 kHz. Such an increase
indicates a mixture of wave modes; these may include bend-
ing as well as longitudinal wave motion.

H. Stimulation close to the cochlea

After all the previously described measurements were
finished, a bilateral mastoidectomy was conducted on the
heads enabling stimulation directly on the otic capsule. The
mean accelerance from the six heads with stimulation at the
ipsilateral and contralateral cochlea is shown in Fig. 11. The
stimulation axis is predominantly in the x direction; this can
be seen in the 5 to 10 dB greater level in that direction with
ipsilateral stimulation compared with the vibration in the per-
pendicular plane. Compared with stimulation on the skull
surface at positions I-4, the ipsilateral vibration level is ap-
proximately 10 dB greater with stimulation close to the co-
chlea. Also the response with contralateral cochlear stimula-

tion is greater compared with stimulation at the skull surface
at positions C-4; at frequencies above 1 kHz, stimulation
close to the cochlea gives about 5 dB greater levels.

I. Model of skull motion

In order to better conceptually grasp skull motion and
the transition from low-frequency whole body motion to
high-frequency wave transmission, a simplified one-
dimensional mass-spring model of the skull was devised.
This model, a lumped element impedance model, is in prin-
ciple the same model proposed for low-frequency skull mo-
tion in a dry skull �Stenfelt et al., 2000�; the difference is an
additional damping element �resistance R0� in the present
model, and the element values differ. A cross-sectional view
of the skull bone going through the petrous bone is depicted
in Fig. 12 �left� together with the lumped element impedance
model �right�. The velocities at the two cochleae when the
stimulation is a force at the mastoid skull surface are shown
in both the cross section and the impedance model. Although
the model estimates the low-frequency velocity at the co-
chleae in one direction, the model does not provide the full
motion of the cochlea.

The greatest limitation of the model is that the results
are in one direction; from this study it is clear that the vibra-
tion at the cochlear promontory is in all three dimensions
when the mastoid bone is excited. However, at low frequen-
cies and with the stimulation at the mastoid in primarily the
x direction, the response is greater in that direction. Another
limitation is that, though the model topography is general,
the values of the model elements depend on the position of
the stimulation. For example, the element values in the
model are different for vibration estimation with excitation at
position I-4 and position I-3.

Although with limitations, the model can highlight some
of the low-frequency phenomena seen in the vibration re-
sults. According to the model, the skull can be divided into
three parts: �1� the area around the stimulation position that
moves in phase �M1�, �2� part of the ipsilateral side compris-
ing the ipsilateral petrous bone �M2�, and �3� the contralat-
eral side including the contralateral petrous bone �M3�. These
three areas are coupled with compliances �the inverse of a
spring� including losses �C1, R1, and C2, R2�. The three areas
are not constant but change with frequency. Therefore, the

FIG. 11. Accelerances as level and phase measured in the three directions at
the cochlear promontory when the stimulation is at the solid angle �intersec-
tion of the three semi-circular canals� close to the cochlea. The accelerances
are displayed separately for ipsilateral and contralateral stimulation; the re-
sults are the average from the six heads. Results in the x direction are shown
with a solid line, in the y direction with a dashed line, and in the z direction
with a dotted line.

FIG. 12. A cross sectional view of the skull �left� and a corresponding
lumped parameter impedance model of the vibration �right�. The model is
appropriate for the dynamic behavior of the skull at frequencies below the
first skull resonance �approximately 1 kHz�. The input force at the stimula-
tion position is F, while V1 and V2 are the velocities at the ipsilateral and
contralateral cochlea, respectively. The elements used in the model are
masses �M�, compliances �C�, and dissipative elements �R�.
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element values are a function of frequency. For example, the
mass around the stimulation position �M1� decreases with
frequency since a smaller part of this mass vibrates in phase
as the frequency increases. However, since the greatest effect
of the individual elements are found when they interact with
each other �producing resonances or antiresonances�, we use
constant values in the present model to represent the ele-
ments at the frequencies around these resonances and anti-
resonances.

The model was supplied with element values to fit the
results from occiput arc I-4 in Fig. 3. More details about the
element values and fitting procedure can be found in the
Appendix. Since some characteristics of the vibration re-
sponse are lost when the data are averaged, the model results
were compared with data from a single head. The results can
be seen in Fig. 13. With a slight adjustment of the element
values, similar comparisons can be conducted with any
stimulation position in any of the heads. The model results
are compared with the level and phase data of the x-direction
accelerance and mechanical impedance from position oc-
ciput arc I-4. The measured data presented in Fig. 13 are the
same as presented in Fig. 3.

In the accelerance level panel, an indication of a skull
resonance is found at 1050 Hz. The model is therefore only
valid at frequencies below this frequency. At the lowest fre-
quencies, the response is a true rigid body motion where the
ipsilateral and contralateral accelerances are of the same
level with opposite phases. At higher frequencies, an anti-
resonance can be seen in the ipsilateral accelerance function
with a resonance frequency near 450 Hz. The level of the
contralateral accelerance is greater than the ipsilateral around
this antiresonance frequency, and this is the reason for the
low-frequency gain in the transcranial transmission �Fig. 8�.

The accelerance level with ipsilateral stimulation becomes
greater than the contralateral at 700 Hz. The low-frequency
mass behavior of the skull can be seen in the impedance
panels as well. However, the measured impedance phase at
the lowest frequencies indicates a large influence of damp-
ing, producing a phase of 45°. Although a loss element was
included at the stimulation position in the model, such phase
behavior of the model impedance was not achieved. It is the
mechanical impedance phase that shows the greatest discrep-
ancy between model and measured data. The impedance
resonance appears at 310 Hz; above this frequency the im-
pedance data are primarily compliance dominated except the
phase data at the higher frequencies.

The resonance seen in the impedance data is in principle
the same as the antiresonance found in the ipsilateral acceler-
ance data. If the stimulation is applied directly on the petrous
bone �e.g., Fig. 10�, the ipsilateral accelerance is the inverse
of the integrated mechanical impedance, and, consequently,
the antiresonance in the accelerance function appears as a
resonance in the impedance function. Since the impedance
and ipsilateral accelerance are measured at two spatially dif-
ferent positions in Fig. 13, the vibration is measured at the
stimulation position to calculate the impedance and on the
ipsilateral cochlear promontory �M2� for the accelerance, the
resonance frequency differs. The general finding is that the
frequency of this antiresonance increased with distance be-
tween the stimulation position and the ipsilateral cochlea.

For the phase response of the ipsilateral transmission in
Fig. 12, the model was extended with a high-frequency part.
At frequencies below 1 kHz, the phase response from the
model in Fig. 12 was used, and at frequencies above 2 kHz a
phase response derived with a constant time delay was used.
The model changes gradually from the low-frequency model
to the high-frequency model at frequencies between 1 and
2 kHz. The details of this phase model and transition be-
tween low- and high-frequency parts in the model are de-
scribed in the Appendix. Using this model, with a time delay
corresponding to a phase velocity of 450 m/s and a distance
between stimulation position �occiput arc I-4� and cochlear
promontory of 3.5 cm, Fig. 14 displays the results and a
comparison with the skull measurements as phase, phase ve-
locity, and group delay, similar to that presented in Figs. 9
and 10. As in Fig. 13, the model data are compared with
occiput arc I-4 data from the skull shown in Fig. 3.

The results in Fig. 14 show that the model data were
similar to the measured responses. The model phase in-
creases at the lowest frequencies �500 Hz� and falls off at
frequencies above 1 kHz. The measured phase shows a simi-
lar trend: increases at the lowest frequencies and decreases at
frequencies above 1.2 kHz. However, the measured phase
has a local minimum at 1 kHz and decreases at a slower rate
for frequencies above 6 kHz. The model and measured phase
velocities are also similar. The model phase velocity in-
creases from around 100 m/s at 500 Hz to around 450 m/s
at frequencies above 1 kHz �according to the model, the
phase velocity is set to 450 m/s at frequencies above 2 kHz�.
Once again, the measured data have a local minimum at
1 kHz and stays between 400 and 550 m/s at frequencies
above 1.2 kHz. Compared with the model data, the measured

FIG. 13. Comparison of model and measured data. The x direction ipsilat-
eral and contralateral accelerances with the stimulation at position occiput
arc 4 are shown as level and phase �left�. The impedance data for position
occiput arc 4 are shown as level and phase �right�. In the accelerance data,
ipsilateral model results are shown with a solid line, contralateral model
results with a dashed line, ipsilateral measured data with a dotted line, and
contralateral measured data with a dash-dotted line. In the impedance data,
the model data are shown with a solid line while the measured data are
shown with a dotted line. The measured data are the same as the single head
data presented in Fig. 3.
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data have a somewhat lower velocity around 4 kHz and a
higher velocity at frequencies above 6 kHz. The measured
data indicate dispersion at both low and high frequencies.

The panel displaying the group delay indicates similari-
ties between measured and model data. At the lowest fre-
quencies, the delays are negative; this is seen at several po-
sitions in Fig. 9. The model data have a constant group delay
of 0.078 ms at frequencies above 2 kHz �given by the
model�. The measured group delay is spread around this de-
lay with a tendency of greater delays at around 3 to 4 kHz
and lower delays at 5 to 8 kHz. The transition from the mix-
ture of two phase models to the constant velocity model at
2 kHz is clearly visible in the group delay data. This is due
to the computation of the group delay as the derivative of the
phase versus frequency �Eq. �2��. At both transitions between
models, at 1 kHz where the model goes from a low-
frequency model to a mixed model, and at 2 kHz where it
goes from a mixed to a constant delay model, the derivative
of the phase is noncontinuous. This noncontinuity gives rise
to the abrupt rise in the group delay data of the model at
2 kHz.

IV. DISCUSSION

Nearly a thousand measurements were made of the
cochlear promontory vibration using accelerometers and a
LDV with stimulation at 29 positions in six intact human
cadaver heads for the frequency range 0.1 to 10 kHz. Fur-
thermore, the mechanical impedance was measured at the
stimulation positions at the skull surface. This thorough in-
vestigation has given some insight to the mechanics of the
skull, and the motion of the cochlear promontory when the
stimulation is a vibration at the skull bone surface. Although
there are several published studies of human skull mechan-

ics, those studies are limited to the point impedance, vibra-
tion of the cranial vault, vibration response in one direction,
and/or investigations in dry skulls.

Most measurements in this study are on the vibration of
the cochlear promontory when the excitation is at the skull
bone surface. For this to be interesting for BC hearing, the
cochlear vibration should be related to a sensation level for
BC sound. It is at present not absolutely clear which phe-
nomena contribute, and to what extent they contribute, to a
BC perception. It is generally assumed that a BC sensation is
primarily caused by sound radiation into the external ear
canal, inertial motion of the middle ear ossicles, inertial ef-
fects of the cochlear fluid, and alteration of the cochlear
space �Tonndorf, 1966�. Of these, the external ear canal com-
ponent is not significant when the ear canal is open �Stenfelt
et al., 2003�. All others are related to the vibration level of
the cochlear promontory. Although it is not possible to trans-
late a vibration level of the cochlear promontory to a hearing
sensation level due to several unknown factors, such as the
directional sensitivity and vibration modes of the cochlea,
the vibration level of the cochlear promontory can be used as
a rough approximation of the BC sensation level.

A. Mechanical point impedance of the skull

Several investigations of the skull point impedance have
been reported in the literature, both with and without the skin
covering the skull bone, using living and cadaver heads as
well as severed dry skulls �Corliss and Coidan, 1955; Franke,
1956; Stalnaker and Folge, 1971; Gurdjian et al., 1970; Flot-
torp and Solberg, 1976; Smith and Suggs, 1976; Håkansson
et al., 1986�. Of these, the most thorough investigation is
Håkansson et al. �1986�, where the mechanical point imped-
ance at an osseointegrated titanium implant, as well as at the
skin in the parietal bone �about 55 mm behind the ear canal
entrance�, was investigated in seven living humans. More-
over, the mechanical impedance of a 175 mm2 circular area
of the average human skin covered mastoid was standardized
in 1971 �IEC 373, 1971� for the calibration of BC transduc-
ers used in audiometry. However, it was difficult to design
mechanical couplers that met this impedance, and the stan-
dard of the mechanical impedance for calibrating BC trans-
ducers was revised in 1990 to the mechanical impedance of
the Brüel and Kjær type 4930 artificial mastoid �IEC 373,
1990�.

The mechanical point impedance was measured at 27
positions at the skull surface in each of the six cadaver heads
according to Fig. 1. The results from these measurements
were pooled and averaged in Fig. 2. The impedance mea-
surements obtained, although at several additional positions,
are similar to the measurements of Håkansson et al. �1986�
where the impedance was measured at a screw connection
directly in the skull bone. When comparing the mean results
from the study of Håkansson et al. with our occiput arc po-
sition 3 data, which is the closest position to that used in the
Håkansson et al. study, similar results are found for both
magnitude and phase. The greatest difference between the
two investigations is found at the very high frequencies
�8 to 10 kHz�. At those frequencies, the impedance magni-

FIG. 14. Comparison of model and measured phase data. The phase and
phase velocity is plotted at the left with a linear frequency scale
�0.5–10 kHz�, while the group delay is plotted at the right with a logarith-
mic frequency scale �0.5–10 kHz�. The model data are shown with a solid
line and the measured data are shown with a dotted line. The measured data
are the same as the single head data presented in Fig. 3 using position
occiput arc I-4.
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tude in the Håkansson et al. study is 3 to 6 dB lower and the
phase is up to 40° lower than in this study. This difference
may be due to the rigid connection used in the present study;
Håkansson et al. used a metal connection at the implant that
produces a local compliance that could affect their high-
frequency data.

Although most previous mechanical impedance studies
have been made with the skin interposed between the skull
and the impedance measurement device, it was here mea-
sured directly to the skull bone. The skin acts chiefly as a
spring at the frequencies used; this spring is the first element
in the impedance chain and it dominates the impedance re-
sponse. Therefore, the skin may mask mechanical character-
istics that could have been seen in the impedance measure-
ments. Three general areas can be identified in the magnitude
and phase curves presented in Fig. 2. At the lowest frequen-
cies, below 150 to 400 Hz, the skull acts as a pure mass.
This is where the skull moves truly as a rigid body and the
skull motion is determined by translational and rotational
whole body motions. Above this frequency range, the cranial
bone starts flexing around the stimulation position, giving a
stiffness-controlled impedance �cf. Sec III A�. At frequencies
of 3 kHz and above, losses start to influence the impedance;
however, the impedance is still dominated by the stiffness of
the bone around the stimulation position.

Except for the low-frequency impedance resonance, no
resonances and antiresonances of the skull structure are iden-
tifiable from the impedance measurements. The reason is that
the resonances of the skull structure are well damped, as has
been noted in previous reports on the mechanical impedance.
Accordingly, the structural responses of the skulls are hidden
behind the local mass and stiffness behavior at and around
the attachment position.

B. Vibration of the cochlea

In the literature on BC vibration of the skull, different
measurement techniques, such as impulse hammers, acceler-
ometers, holographic interferometry, and LDV, have been
used to reveal the mode of vibration of the cranial vault
when a BC sound is applied �von Békésy, 1932; Bárány,
1938; Kirikae, 1959; Khalil et al., 1979; Ogura et al., 1979;
Kobayashi et al., 1983; Dorheide and Hoyer, 1984; Håkans-
son et al., 1994�. These investigations have used live hu-
mans, cadavers, and dry skulls. The present study has fo-
cused on the vibration at the cochlear promontories when the
stimulation is a vibration at the skull bone surface. Previous
investigations of cochlear vibration during BC stimulation
are limited to two studies. In the first, an accelerometer was
attached to the petrous part of the mastoid bone in a sec-
tioned dry skull when the stimulation was applied to the
mastoid �Buchman et al., 1991�. In the other study, three
perpendicular accelerometers were mounted at the petrous
part of both mastoid bones in an intact dry skull that was
internally coated with damping material. In that study, the
excitation was applied at four positions on the mastoid and
parietal bone, and one position on the forehead �Stenfelt et
al., 2000�.

The present study is similar to the study by Stenfelt et

al. �2000� in that the cochlear promontory vibration in three
directions was measured while vibrating the skull surface.
The difference is that a dry skull and five stimulation posi-
tions were used by Stenfelt et al. while intact cadaver heads
and a large number of stimulation positions distributed over
a substantial area of the skull bone were used in this inves-
tigation. One potential concern is that the cadaver heads used
had been removed from the bodies. According to Stalnaker
and Folge �1971�, the head-neck junction is insignificant for
frequencies above 0.4 kHz. It is therefore assumed that the
effect of severing the heads in this study is negligible.

Two different methods to measure the vibration at the
cochlear promontory were used: a triaxial accelerometer was
glued to the cochlear promontory that measured the accelera-
tion in three perpendicular directions, and the laser beam of a
LDV was aimed at the cochlear promontory that measured
the velocity in the direction of the laser beam. The measure-
ment direction of the LDV was the same as the x direction of
the accelerometer measurement. Similar vibration results
were obtained with the triaxial accelerometer in the x direc-
tion as with the LDV. The average result from the six heads
with the two measurement methods differed no more than
5 dB at any position or frequency; the difference was gener-
ally less than 2 dB. This indicates further that the slight drill-
ing of the ear canal that was done in order to fit the triaxial
accelerometer to the cochlear promontory did not greatly af-
fect the vibration transmission, and the glue bond attaching
the accelerometer to the cochlear promontory could be con-
sidered rigid.

The results from the individual heads show that there
were several resonances and antiresonances present. They
did not appear at the same frequencies in all three directions.
Furthermore, they differed in frequency between the heads
and their influence disappeared when the results from the six
heads were averaged. The resonances were greatly damped
and have therefore only a minor influence on BC sound. The
antiresonances have greater impact and produced attenuation
of up to 20 dB. However, since they were of narrow band-
width and did not appear in the three directions at the same
frequency, their influence on BC transmission is dependent
on the directional sensitivity of the cochlea. This directional
sensitivity of the cochlea is at present unknown. Most anti-
resonances were found when the stimulation was applied
close to the midline of the skull, or when it was on the
contralateral side �predominantly C-1 and C-2�. This is be-
lieved to be an effect of wave transmission through the cra-
nial vault when the stimulation is close to the sagittal plane
�producing more antiresonances�. When the stimulation was
closer to the cochlea, the skull-base transmitted more of the
energy with less influence from the structural response of the
cranial vault.

From both the analysis of the cochlear promontory vi-
bration in the individual heads and the averaged responses, it
was clear that, as long as the stimulation was on the ipsilat-
eral side, the closer the excitation position was to the co-
chlea, the greater the response level and the less phase accu-
mulated �shorter time delays�. However, when the excitation
was applied on the contralateral side, no significant differ-
ence between the response from the stimulation positions
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were found, either in level or in phase. In general, the worst
place to apply a BC stimulation, in terms of vibration level at
the cochlear promontory, was on the mid-sagittal plane. The
greatest vibration level at the cochlear promontory was ob-
tained when the stimulation was applied directly at the co-
chlea; almost 10 dB greater levels were achieved compared
with the occiput arc I-4 position.

At lower frequencies, the direction of stimulation domi-
nated the response direction. At higher frequencies, no domi-
nant direction was seen except when the stimulation position
was close to the response position �stimulation at positions
I-4 and otic capsule�. The averaged responses in the three
directions were normally within 5 to 10 dB of each other.
The response pattern was similar whether the stimulation
was applied at the forehead, vertex, or occiput part of the
skull; it depended primarily on the distance between the
stimulation and response positions. This finding was similar
to that reported by Stenfelt et al. �2000�, where the vibrations
were found similar for the three perpendicular directions,
except when the stimulation was close to the cochlea; then,
the vibration in the stimulation direction dominated the vi-
bration response.

When the quadratic summation of the accelerance re-
sults in the three perpendicular directions was performed
�Eq. �1��, a result termed total accelerance response was ob-
tained. It is an approximation of the vibration power trans-
mitted to the cochlear promontory. This is a useful measure
since it converts the vibration response in the three directions
to a single number facilitating comparisons between results
from different stimulation positions. Using this analysis, the
transmission loss at the ipsilateral skull surface was
0.5 to 1.5 dB/cm for frequencies above 1 kHz �Fig. 7�. Po-
sitions I-4 at the forehead and vertex arcs resulted in approxi-
mately 5 dB greater vibration level at the cochlear promon-
tory for frequencies above 1 kHz, compared with position
I-4 at the occiput arc. At this time, we have no explanation
for this result.

In the international standard for calibration of BC trans-
ducers �ISO 389-3, 1994�, an interim standard is proposed
for the sensitivity difference between forehead and mastoid
stimulation. This standard states that, for BC, stimulation at
the forehead produces 8 to 14 dB worse thresholds than
stimulation at the mastoid. This sensitivity difference corre-
sponds well with the x direction results for frequencies below
3 kHz when the relative sensitivity between stimulation po-
sitions was analyzed �Fig. 8�. Above 3 kHz, the measured x
direction difference in vibration levels was greater than that
stated in the standard and the atot results correspond better.
This is another indication that cochlear promontory vibration
data can be used to estimate the perception of BC sound,
though the relationship between acceleration and perception
is probably a function of the amplitude and phase of all
directions of motion.

C. Transcranial transmission

The transcranial transmission measured in these skulls is
an objective measure; it is the vibration measured at the con-
tralateral cochlea divided by that at the ipsilateral cochlea.

The inverse of this is referred to as the transcranial attenua-
tion and is often used when BC transmission through the
skull is estimated by psychoacoustic measurements. Nolan
and Lyon �1981� reported the mean subjective transcranial
attenuation to be approximately 10 dB for the frequencies
0.25 to 4 kHz in live humans; the range was from
−10 to 40 dB. Hurley and Berger �1970� found the transcra-
nial attenuation to be around 5 dB between 0.5 and 2 kHz,
whereas Kirikae �1959� reported it to be 5 dB between 0.25
and 1 kHz and 10 to 15 dB at 2 kHz. In the transcranial vi-
bration transmission that is presented in Fig. 8, the vibration
at the contralateral side is generally 0 to 5 dB greater than at
the ipsilateral side for frequencies below 1 kHz. This is not
normally reported when the transcranial transmission is esti-
mated by psychoacoustic measurements. At higher frequen-
cies, the transcranial transmission is worse resulting in an
attenuation of 10 to 20 dB at 10 kHz, depending on mea-
surement direction and position.

In the study by Stenfelt et al. �2000�, where the vibration
was measured close to the cochlea in a dry skull, less attenu-
ation was obtained: around 0 dB below 1 kHz that became
5 to 10 dB at 10 kHz. Since a dry skull was used in that
study, less attenuation was expected. However, the transcra-
nial transmission level differs between this study and the
several studies that used a psychoacoustic approach. At low
frequencies, where the skull moves primarily as a rigid body,
the sensation level at both cochleae should be similar. There
may, however, be other factors such as the directional sensi-
tivity of the cochlea that influences the results when psy-
choacoustic measurements are used; e.g., if the cochlea is
sensitive primarily in the y direction, other transcranial trans-
mission functions than those presented in Fig. 8 would be
appropriate. The vibration sensitivity of the cochlea �vibra-
tion of the cochlea to a perceived sensation� is probably a
function of the vibration amplitude and phase in all three
directions, as well as the vibration mode; it is therefore
meaningless to try to find a single sensitivity direction.

D. Wave motion of bone conducted sound

Tonndorf �1966� initially proposed that the waves along
the bones of the cranial vault propagate as flexural waves
�bending waves�. Later, this was revised, since no frequency
dependence of the wave motion was found in their own
study �Tonndorf and Jahn, 1981� or in others �Zwislocki,
1953; Franke, 1956�. They suggested that the wave propaga-
tion of the cranial vault occurs as plate waves, which consti-
tutes both longitudinal and transverse components. Although
the special case of plate waves that was proposed by
Tonndorf and Jahn �1981� does not have frequency-
dependent propagation velocity, plate waves are dispersive in
general; the phase �and group� velocity changes with fre-
quency. The phase velocity for BC stimulation in this study
showed dispersion �velocity changed with frequency� �Fig.
10�, especially for the estimation of the propagation velocity
in the cranial bone. When the wave transmission was prima-
rily through the skull-base �position I-4�, less dispersion was
found at the higher frequencies. There was also a variation of
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the group delays for almost the whole frequency range, indi-
cating dispersive wave transmission �Fig. 10�.

The skull bone has a complicated structure; at the cranial
vault it consists of two parallel thin structures of dense bone
�lamina externa and lamina interna� with a scaffoldlike bone
structure termed diploë in between. Fluid is present within
this diploë, and the cranial bone is loaded on the outside by
the skin and soft tissues, and on the inside by the brain and
cerebrospinal fluid. All these factors influence the wave
transmission of the vibration in the skull, and it can be as-
sumed that several modes of wave transmission in the skull
bone are present at the frequencies used here. By separating
the analysis for the stimulation at position I-4 with the other
positions, some indication of the nature of the wave trans-
mission was found. At the skull-base, a higher phase velocity
�around 400 m/s� was obtained than that obtained at the cra-
nial vault �250 to 300 m/s�. The velocity at the skull base
appeared to be almost constant at the higher frequencies,
whereas frequency dependence of the phase velocity at the
cranial vault was found. This was likely a result of different
wave propagations in the different areas of the skull: at the
skull base in thicker bone, longitudinal wave transmission
dominated whereas a mixture of modes, including bending
wave motion, might exist in the cranial bones. Position oc-
ciput arc I-4 was at the skull-base, forehead arc I-4 was just
outside the skull-base, whereas vertex arc I-4 was positioned
in the cranial bone, about 30 mm above the ear canal open-
ing. The slight frequency dependence seen in the phase ve-
locity at vertex arc I-4 was believed to be caused by the
transmission in the cranial bone at this position.

At the lowest frequency presented in Fig. 10, the phase
velocity estimated was below 100 m/s. This result was due
to the phase of the local compliance around the stimulation
position. This stiffness behavior at the attachment position
caused a phase alteration that appeared as a low phase ve-
locity at those relatively low frequencies. The phase and
group velocity of BC sound have been reported to be be-
tween 260 and 540 m/s �von Békésy, 1948; Zwislocki, 1953;
Franke, 1956; Tonndorf and Jahn, 1981�. Except for von
Békésy, who did not investigate the low-frequency wave
speed, low phase velocities at the lower frequencies were
reported, similar to our findings. By devising a mass-spring
model of the skull for the low frequencies and a wave propa-
gation model with constant phase velocity at higher frequen-
cies, the alteration from low phase velocities at low frequen-
cies to higher velocities at frequencies above 2 kHz could be
explained. Also, the finding of negative group delays at the
low frequencies could be explained by this model. However,
it should be noted that, due to the low-frequency character-
istics of phase response, neither the phase velocities nor the
group delays presented were easily converted to a time delay
for BC transmission in the head.

The current study was based on mechanical point im-
pedance measurements of the skull and cochlear vibration
measurement when the excitation was at the skull surface.
Although slightly different levels were found, the mechanical
impedance showed similar behavior for all measurements.
When a vibration excited the skull, even if in a single direc-
tion, the vibration at the cochlear promontory was in all

space dimensions. It was only at the lower frequencies, be-
low 0.5 to 1 kHz, and when the stimulation position was
close to the cochlea, that the stimulation direction dominated
the response direction. Otherwise, the cochlea vibrated in all
space dimensions without any dominating direction. In terms
of vibration level of the cochlear promontory, the best stimu-
lation position was close to the cochlea and the worst stimu-
lation position was on the sagittal plane. Also, the greatest
difference, in both level and phase, between the cochleae
was when the stimulation was close to the cochlea. Both the
group and phase velocity of the skull bone wave propagation
depended on the frequency: at low frequencies the skull
acted as a mass-spring system with a low phase velocity. At
higher frequencies, the speed of the wave propagation de-
pended on the location on the skull: the skull-base showed a
close to constant wave speed of around 400 m/s whereas the
cranial bone produced phase velocities around 250 m/s at
2 kHz that became close to 300 m/s at 10 kHz.
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APPENDIX: SKULL MODEL DATA

The element values of the one-dimensional mass-spring
model of the skull depicted in Fig. 12 were fitted to the
results of stimulation at position 4 at the occiput arc in the
skull data presented in Fig. 3. It was decided to fit the results
to some key properties in the results. At low frequencies, the
model result should be mass dominated with the total mass
�M1+M2+M3� close to that obtained in the impedance data.
The sum of the two compliances �C1 and C2� together with
the large mass �M3� forms the resonance seen in the imped-
ance data. The damping of this resonance is formed by the
three resistive elements �R0, R1, and R2�. The antiresonance
of the I-4 data is caused by the interaction of the masses M2

and M3 together with the compliance C1. Finally, the first
skull resonance �around 1.1 kHz� is primarily formed by the
compliance C2 together with the mass M3. From this, the
values were adjusted manually to visually fit the measured
data. Accordingly, the values used for the model in Fig. 13
were M1=0.05 kg, M2=0.1 kg, M3=0.7 kg, C1=140 nm/N,
C2=170 nm/N, R0=30 kNs/m, R1=200 Ns/m, and R2

=600 Ns/m.
It can be observed that the total mass of the skull model

�M1+M2+M3� is 0.85 kg, which is considerably less than
the 3 kg for the head reported in Table I. This can be ex-
plained by the decoupling of the brain and soft tissues for the
frequencies used here. The dry skull itself weighs slightly
less than 1 kg. The decoupling of the brain and soft tissues
can be one explanation for the deviation in magnitude and
phase of the impedance at the lowest frequencies �below
200 Hz� in Fig. 12. At these frequencies, parts of the soft
tissues and/or brain vibrate with the skull bone, thus increas-
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ing the effective mass. According to the impedance data at
100 Hz, the effective mass is 1.6 kg, which is about twice
the mass seen at 200 Hz.

For the results presented in Fig. 14, a model of the phase
between the velocities at the cochlear promontory and the
stimulation position was devised. This model was divided
into three frequency areas. At frequencies below 1 kHz, the
low-frequency part of the phase was defined as the phase
difference between V1 and V0 in the mass-spring model in
Fig. 12, i.e., �LF=�V1 /V0. At the high frequencies, above
2 kHz, the phase was described by a constant time delay, i.e.,
�HF= �e−j�td. For the mid-frequencies, between 1 and
2 kHz, the phase was a function of the low- and high-
frequency phase functions, i.e., �MF=�LF+a�f���HF−�LF�.
Here, the function a�f� increased linearly from 0 at 1 kHz to
1 at 2 kHz. The delay td used to compute �HF in Fig. 14 was
0.078 ms. This was derived by assigning the phase velocity
to be 450 m/s, and the distance between the stimulation po-
sition and the cochlear promontory for occiput arc I-4 in that
skull was 3.5 cm.

1The mechanical point impedance is defined as the force divided by the
velocity at the stimulation position.

2Antiresonance is here defined as a significantly low level response of nar-
row bandwidth in the frequency response function.
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This study examines individual differences in the directional transfer functions �DTFs�, the
directional components of head-related transfer functions of gerbils, and seeks a method for
reducing these differences. The difference between the DTFs of a given animal pair was quantified
by the intersubject spectral difference �ISSD�, which is the variance in the difference spectra of
DTFs for frequencies between 5 and 45 kHz and for 361 source directions. An attempt was made
to reduce the ISSD by scaling the DTFs of one animal in frequency and/or rotating the DTFs along
the source coordinate sphere. The ISSD was reduced by a median of 12% after optimal frequency
scaling alone, by a median of 19% after optimal spatial rotation alone, and by a median of 36% after
simultaneous frequency scaling and spatial rotation. The optimal scaling factor �OSF� and the
optimal coordinate rotation �OCR� correlated strongly with differences in head width and pinna
angles �i.e., pinna inclination around the vertical and front–back axes�, respectively. Thus, linear
equations were derived to estimate the OSF and OCR from these anatomical measurements. The
ISSD could be reduced by a median of 22% based on the estimated OSF and OCR. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2033571�

PACS number�s�: 43.64.Ha, 43.66.Qp, 43.66.Pn �WPS� Pages: 2392–2404

I. INTRODUCTION

The head-related transfer functions �HRTFs� of an ani-
mal and their directional components, directional transfer
functions �DTFs� �Middlebrooks and Green, 1990�, can be
used to present virtual acoustic space �VAS� stimuli to the
animal through earphones in physiological �e.g., Brugge et
al., 1996, 1998; Delgutte et al., 1999; Schnupp et al., 2001;
Euston and Takahashi, 2002; Mrsic-Flogel et al., 2001, 2003;
Sterbing et al., 2003, Behrend et al., 2004� and psychophysi-
cal �e.g., Wenzel et al., 1993; Middlebrooks, 1999b; Pogani-
atz et al., 2001� experiments. VAS sound presentation has
several advantages when compared with free-field stimula-
tion. The VAS technique allows us to manipulate individual
cues for sound localization, such as interaural time- and level
differences �ITD and ILD, respectively�, and spectral infor-
mation, and thereby enables us to examine the roles of these
cues in the sound localization mechanisms. Furthermore, the
VAS stimuli are free from the stimulus distortion that results
from sound obstructions and reflections caused by physi-
ological apparatus such as head holders and electrode ma-
nipulators placed around the subject’s head.

There are generally individual differences between the
DTFs of animals because of the variability in the size and
shape of the head and external ears �humans: Middlebrooks,
1999a; ferrets: Schnupp et al., 2003; cats: Xu and Middle-
brooks, 2000�. VAS stimuli synthesized using another indi-
vidual’s DTFs lead to localization errors in humans �Middle-
brooks, 1999b; Wenzel et al., 1993� and alter the virtual-
spatial sensitivities of neurons in the central nervous system
�Mrsic-Flogel et al., 2001; Schnupp et al., 2001; Sterbing et

al., 2003�. Thus, it is ideal to use the target subject’s own
DTFs, which are measured prior to an experiment. However,
DTF measurement is usually time-consuming and requires
special facilities such as an anechoic room and a movable
speaker system. This often makes such measurements im-
practical within the limited time allowed for experiments.

A practical method of synthesizing reasonable VAS
stimuli for a given subject is to use a set of DTFs that is
close or identical to the subject’s own DTFs. Previous stud-
ies have indicated that the human sound-localization perfor-
mance �Middlebrooks, 1999b� and the auditory neuron’s spa-
tial sensitivity �Mrsic-Flogel et al., 2001� for VAS stimuli
synthesized with another individual’s DTFs became progres-
sively closer to those for VAS stimuli based on the subject’s
own DTFs as the difference between the two DTF sets de-
creased ; . Middlebrooks �1999a� proposed that spectral dif-
ferences between the DTFs of two subjects could be reduced
by scaling the DTFs in frequency. Subsequently, the effec-
tiveness of frequency scaling was confirmed in other animal
species �ferrets: Schnupp et al., 2003; cats: Xu and Middle-
brooks, 2000�.

The goal of the present study was to establish a method
for estimating DTFs that are reasonably close to the target
subject’s own DTFs with a view to presenting VAS stimuli in
physiological experiments using the Mongolian gerbil
�Meriones unguiculatus�, by advancing Middlebrooks’
�1999a� idea of frequency scaling. The Mongolian gerbil is
an animal species widely used for physiological and behav-
ioral studies on sound localization �e.g., Kelly and Potas,
1986; Heffner and Heffner, 1988; Sanes, 1990, 2002; Brück-
ner and Rübsamen, 1995; Spitzer and Semple, 1995; Be-
hrend et al., 2002�. In this study, we first examined the indi-
vidual differences in DTFs. Second, we tested whether thesea�Electronic mail: maki@avg.brl.ntt.co.jp
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individual differences could be reduced by scaling one ani-
mal’s DTFs in frequency, as demonstrated in previous stud-
ies. Additionally, we showed that the DTF differences could
also be reduced by rotating one animal’s DTF along the
source coordinate sphere. Third, we attempted to find ana-
tomical measurements that would accurately predict the
amounts of frequency scaling and coordinate rotation re-
quired to minimize DTF differences between individual ani-
mals. We then estimated the DTFs of a target animal based
on these anatomical measurements. In addition, we examined
the ITD as regards its individual differences and investigated
a method for its estimation.

II. MATERIALS AND METHODS

A. Animal preparation

The experiments were performed on 19 Mongolian ger-
bils �Meriones unguiculatus� of both sexes, weighing
32–102 g and aged 4–36 weeks �also see Table I�. The ani-
mals were supplied by CLEA Japan, Inc. Initially, the animal
was deeply anesthetized with pentobarbital sodium
�25 mg/kg, i.p.�. A small incision was made in the skin near
the ventro-posterior fringe of the pinna, and a small hole was
made in the wall of the bony meatus, through which a sili-
cone tube �Etymotic Research, ER7-14C, 2.5 cm long,
0.95-mm outer diameter, 0.5-mm inner diameter� was in-
serted. The tube was fixed to the bone with cyanoacrylate
adhesive so that the tip of the tube in the ear canal was
usually located 0.3–0.7 mm from the canal entrance. After
fixing the tube in the ear canal, the head and pinnae of the
animal were adjusted so that they appeared as in a natural
state. Then, the animal was euthanized with a lethal dose of
pentobarbital sodium. Neither the use of anesthesia nor the
placing of the probe tube had any apparent effect on the
pinna position. The head and body were secured by fixing
the lower incisors, waist, and chest on a custom-made wire
frame so that the animal appeared to adopt a natural standing
posture. That is, the animal’s body inclined forward by about
30° relative to the vertical axis, and the lower jaw was
angled at about 110° relative to the chest.

B. Stimulus presentation

Experiments were conducted in a double-walled, sound-
proof, anechoic room �4.8�5.4�4.7 m�. A movable speaker
system was used for manipulating the sound direction �Fig.
1�e�; Maki and Furukawa, 2005�. The system consisted of a
semicircular arm �3/4 circular arc, 1.2-m radius�, along
which a speaker mount could move when driven by a step-
ping motor controlled by a personal computer �PC�. The
speaker mount had an extendable radial arm to which a loud-
speaker was attached. The system allowed us to vary the
sound source location on an imaginary sphere with various
radii. The center of the interaural axis of the animal’s head
was carefully positioned at the center of the imaginary
sphere, and this was confirmed by using a laser pointer at-
tached at the speaker position in the absence of the speaker.
The distance from the sound source to the center of the in-
teraural axis was fixed at 79 cm.

The stimulus used for estimating the transfer functions
was a time-stretched pulse �TSP�, which was a kind of fre-
quency sweep with a flat and broadband power spectrum
�Suzuki et al., 1995� that covered the gerbil’s audible fre-
quency range �up to 45–50 kHz; Ryan, 1976�. The TSP was
synthesized digitally by the PC at a sampling rate of
97 656.25 Hz with a resolution of 24 bits. The TSP signal
consisted of a total of 65 536�216� sample points. The TSP
signal was generated through a digital-to-analog converter
�Tucker-Davis Technology, RP 2.1�, amplified �Nittobo
Acoust. Eng., HA-94C�, and emitted from a 2.5-cm-diameter
tweeter �Sony, SS-TW100ED� on the movable speaker sys-
tem.

C. Coordinate system

The source-direction coordinate system was formed so
that the median sagittal plane �or the median plane� of the
animal corresponded to 0° azimuth and the horizontal plane
�i.e., the plane formed by the ear canal entrances and the
eyes� corresponded to 0° elevation. The azimuth is the angle
from the median plane to the right or left. A positive azimuth
indicates a source direction in the hemisphere contralateral
to the recorded ear. The elevation is the angle above �positive
elevation� and below �negative elevation� the horizontal
plane. Thus, a source direction of 0° elevation and 0° azi-
muth indicates a source directly in front of the animal.

In some analyses, the orientation of the whole coordi-
nate sphere was rotated around the origin �described in later
sections�. The rotation was made in three dimensions,
namely yaw, roll, and pitch. Yaw and roll are the angles
around the vertical and the front–back axes, respectively. A
positive yaw and roll indicate the animal’s face and top, re-
spectively, turning around the axes from the midline to the
side contralateral to the ear of interest. Pitch is the angle
around the interaural axis. A positive pitch indicates an angle
above the horizontal plane.

D. Measurement system

The end of the silicone tube �opposite to that inserted in
the ear canal� was connected to a probe microphone �Brüel &
Kjær, type 4182�. The output of the microphone was ampli-
fied �Brüel & Kjær, type 2636� and stored on the hard disk of
a PC through an analog-to-digital converter �Tucker-Davis
Technology, RP 2.1� at a sampling rate of 97 656.25 Hz with
a resolution of 24 bits. Recorded signals of 15 repetitions for
each sound direction were averaged in the time domain to
increase the signal-to-noise ratio. We measured microphone
signals from both the left and the right ears for a total of 937
sound directions ranging from −40° to 90° in 5° steps in
elevation and from −180° to 180° in 10° azimuth steps. In
the present study, the sampled directions were decimated as
needed for individual analyses. We also recorded the TSP
signal in the absence of the animal, using a microphone with
a silicone tube �2.5 cm in length� located at the center of the
source-location coordinate system. This was undertaken to
estimate the frequency response of the speaker–microphone
system.
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E. Data analysis

1. DTF and ITD calculations

We calculated the impulse response from a recorded
TSP signal based on the time-stretched pulse theory �Suzuki
et al., 1995�. Each impulse response was then truncated to
512 points by a Hamming window. The center of the window
was always set at the 230th point of the impulse response, so
that the maximum point of the impulse responses lay around
the window’s center. We calculated the frequency response
from the impulse response using a 512-point fast Fourier
transform. We derived the HRTF amplitude spectrum by di-
viding the amplitude spectrum of the frequency response de-
rived from the animal’s ear by that of the speaker–
microphone system. The DTFs were calculated by dividing
the HRTF amplitude spectrum for each direction by the geo-
metric average of the HRTF amplitude spectrum across all
measurement directions �Middlebrooks and Green, 1990�.

The ITD was derived by cross correlating the recorded
time-domain TSP signals between the left and right ears.
Each TSP signal was first oversampled 7–15 times by linear
interpolation, bandpass filtered �passband from
0.5 to 3.5–5.0 kHz�, and then the cross correlation between
the ears was computed for each matching source direction. In
the present study, a positive ITD indicates that the right-ear
signal was in advance of the left-ear signal.

2. Quantification of individual differences in DTFs

The obtained raw DTFs passed through a bank of rect-
angular bandpass filters whose bandwidths were the same as
the critical bandwidths of gerbils �1/3–1/4 octaves above
1 kHz; Kittel et al., 2002�. This was done to eliminate the
contributions of spectral details in the DTFs that would be
unresolved in the gerbil auditory periphery. The filter bank
consisted of 305 filters, and their center frequencies were
spaced at equal intervals of 1 /80 �0.0125� octave from
3.5 Hz to 49 kHz. For a given center frequency, f , the criti-
cal bandwidth, �fCB, was given by �fCB �Hz�
=dCB·a · loge�10.0� · �f +A�, where the parameters of dCB, a,
and A were 0.037, 2.2, 398, respectively �Kittel et al., 2002�.
Hereafter, the processed DTFs are referred to simply as
DTFs.

The difference between the DTFs of a given pair of
animals was quantified by the intersubject spectral difference
�ISSD�, which was calculated as follows. �1� For each source
direction, the dB amplitudes of the DTF for one animal were
subtracted frequency-by-frequency from those for the other
animal. �2� The variance of the differences was calculated
over frequencies between 5 and 45 kHz. We chose this fre-
quency range because DTFs generally have adequate spectral
features for frequencies above 5 kHz �Maki and Furukawa,
2005� and because the higher audible frequency limit of the
gerbil is roughly 45 kHz �Ryan, 1976�. The variance, ex-
pressed in dB2, indicates the difference between the DTFs
for that sound direction. Thus, we refer to the variance as the
direction-specific ISSD. A greater value for the direction-
specific ISSD indicates a larger difference between the
DTFs. �3� The direction-specific ISSDs were averaged over
361 directions for elevations ranging from −10° to +90° and

for azimuths ranging from −180° to +180° in 10° steps. In
the present paper, “ISSD” indicates this averaged ISSD.

3. Correction of alignment error

We tried hard to position the animal’s head at the origin
of the source coordinate system, and to align the head orien-
tation as accurately as possible. Nonetheless, it was still pos-
sible for the head orientation to include some degree of
alignment error. Such errors could have a detrimental effect
on the interpretation of the results.

We reduced the influence of any alignment error by us-
ing ITD information. Preliminary measurements indicated
that the ITD is determined mainly by the head width and the
source direction, and is robust to detailed differences in the
shape and orientation of the pinna; see also the last part of
Sec. III. We then chose one animal as a reference, whose
ITD spatial distribution between the left and the right hemi-
spheres appeared the most symmetrical among our sample
animals. The symmetry of the distribution indicates that the
animal’s actual median plane closely matched our intended
median plane for the source-direction coordinate system. To
estimate the alignment error for a given animal �referred to
as the test animal�, we rotated the whole coordinate system
of the animal in yaw, roll, and pitch dimensions, and
searched for the rotation after which the ITD distribution for
the test animal best matched that of the reference animal.
Specifically, the rotation value of the coordinate system for
the test animal was varied from −10° to +10° in 0.5° steps
independently for the yaw, roll, and pitch dimensions. The
ITD values for unmeasured directions were estimated by a
linear interpolation based on four neighboring points that had
been measured. To account for the difference in ITD result-
ing from the difference in the head size, we also scaled the
ITDs, independently of the coordinate system rotation, from
0.7 to 1.4 times in steps of 0.001 times. For each rotation and
ITD scaling, we computed the differences between the ITDs
of the reference and test animals for the 361 directions, with
elevations ranging from −10° to +90° and azimuths ranging
from −180° to +180° in 10° steps. The alignment error was
defined as the rotation �in yaw, roll, or pitch� that minimized
the average of the absolute ITD differences across the 361
directions. The absolute values of alignment errors in yaw,
roll, and pitch had mean values of 2.2°, 1.7°, and 6.6°, re-
spectively, and the standard deviations were 2.3°, 1.0°, and
2.9°, respectively, across 18 animals.

All the subsequent analyses were conducted on the DTF
for the coordinate sphere after rotation had been used to cor-
rect the alignment error. DTFs for unmeasured source direc-
tions after the rotation were estimated by linear interpolation.

4. Optimal frequency scaling and coordinate
rotation

We attempted to reduce the ISSD by scaling the DTFs in
frequency. The optimal scale factor �OSF� is defined as the
frequency scaling factor �common across all the source di-
rections� for the DTFs of one ear that minimizes the ISSD
for a given ear pair �Middlebrooks, 1999a�. The OSF was
expressed in octave units. To compute the OSF for a given
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ear pair, the DTFs of one ear were shifted up and down along
the logarithmic frequency axis by up to 40 steps of 1 /80
octave. The shift number �i.e., the scaling factor� that gave
the lowest ISSD was taken as the OSF.

Another attempt was made to reduce the ISSD by rotat-
ing the coordinate sphere for the DTF. The optimal coordi-
nate rotation �OCR� for a given ear pair is defined as the
amount of rotation �in yaw, roll, or pitch� of the source co-
ordinate sphere for one of the ears required to minimize the
ISSD. The amount of rotation tested varied between −30°
and +30° in 0.5° steps independently for the yaw, roll, and
pitch dimensions. The DTFs �after a rotation� for unmea-
sured directions were estimated by linear interpolation.

We also combined frequency scaling and coordinate ro-
tation to reduce the ISSD. There, we sought the minimum
ISSD by simultaneously varying the scaling factor and the
coordinate rotation to determine the OSF and the OCR.

The OSFs and the OCRs were computed for pairs of
ears on the same side �i.e., two right or two left ears� and on
the opposite side �i.e., a left and right ear�. Thus, for a pair of
animals, we computed a set of four OSFs or OCRs.

III. RESULTS

A. Directional transfer functions

Figure 1�a� shows the original DTFs �i.e., before co-
chlear filtering; see Sec. II� of a representative animal �No.

521M�right�� for source elevations from −30° to 210° along
the midline. Deep spectral notches were evident for frequen-
cies above 25 kHz �arrow�. The center frequencies of the
spectral notches varied with sound-source elevation, increas-
ing monotonically with increasing elevation. The spectral
features were more evident for sources on the frontal midline
�i.e., elevations from −30° to 90°� than for upper or rear
elevations. Figure 1�b� shows DTFs after they had passed
through a bandpass filter bank that simulated cochlea filter-
ing. The figure indicates that filtered DTFs in Fig. 1�b� main-
tained the major trend of notch frequency with varying
source direction. We used these filtered DTFs in the follow-
ing analyses.

B. Individual differences between DTFs

We calculated the direction-specific ISSDs for 684 pairs
of ears and for 361 source directions. The direction-specific
ISSD for a given direction is the across-frequency variance
of the spectral difference between the DTFs of two ears for
that direction �see Sec. II for details�. A greater ISSD indi-
cates that the DTFs of the two animals differ by a greater
amount.

Figures 2�a� and 2�b� show examples of the spatial dis-
tributions of the direction-specific ISSDs for two pairs of
ears �Nos. 517F�left�–1020F�left� and Nos. 521M�right�–
701F�right�, respectively�. The overall difference between
the DTFs �i.e., not specific to the source direction� is repre-
sented as the geometric average of direction-specific ISSDs
across 361 directions, which we refer to as the average ISSD
or simply as the ISSD, hereafter. The ISSDs for the ear pairs
shown in Figs. 2�a� and 2�b� are indicated in the upper right
corners of the figures, and ranked 6th and 669th of the total
684 pairs, respectively. Figure 2�c� shows the direction-
specific ISSDs averaged over all pairs of ears. Before aver-
aging, the direction-specific ISSDs for each animal pair were
normalized by representing them as fractions of the maximal
value across the source directions. As seen in the figure, it
was consistent among ear pairs that, in general, the direction-
specific ISSDs were relatively large for front-contralateral
and low-elevation directions. An appreciable amount of the
direction-specific ISSD was also seen, although to a lesser
extent, for ipsilateral azimuths and for a relatively broad
range of elevations.

We expected the distribution of the direction-specific
ISSDs to reflect the spatial distribution of the complexity or
the “richness” of the spectral features. That is, for directions
in which direction-sensitive spectral features �e.g., notches�
are evident, a slight difference between the DTF spectra of
two animals would result in a large direction-specific ISSD.
We quantified the complexity of the DTF spectral features
�such as notches� by the variance of the DTF frequency com-
ponents across frequencies between 5 and 45 kHz. We refer
to this variance as the complexity index. A lower complexity
index indicates that the DTF had a flatter spectrum, i.e.,
poorer spectral features. Figure 2�d� shows the spatial distri-
bution of the complexity index averaged across all the 38
ears. Before averaging, the complexity index for each ear
was normalized by representing it as a fraction of the maxi-

FIG. 1. Directional transfer functions �DTFs� for various sound source el-
evations on the midline. Panels �a� and �b�, respectively, show DTFs before
and after the cochlea filtering, in which the raw DTFs passed through a bank
of rectangular bandpass filters whose bandwidth was to the same as the
critical bandwidth of gerbils �see Sec. II�.
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mal value across all directions. The spatial distributions of
the direction-specific ISSD �Figs. 3�a�–3�c�� and of the com-
plexity index �Fig. 3�d�� resembled each other. That is, there
was a peak around the contralateral and low-elevation direc-
tion, and there was a distribution in the ipsilateral hemi-
sphere for a broad range of elevations. This is consistent with
our expectation with respect to the association between the
ISSD and the richness of the spectral features.

C. Reducing ISSDs

1. Example of ISSD reduction

Figure 3�a� shows the DTFs of a pair of ears �Nos.
521M�left� and 703M�left�� for elevations of 0°, 30°, and 60°
and for azimuths of −60°, 0°, and 60°. Figure 3�b� shows the
spatial distributions of the direction-specific ISSD for the
pair of ears. Consistent with the results shown in Figs.
2�a�–2�c�, the direction-specific ISSDs were most evident for
front-contralateral and low-elevation directions, and were
above 2 dB2 for a broad range of sound-source directions

�Fig. 3�b��. A close inspection of the plots in Fig. 3�a� reveals
that this DTF difference could be largely characterized in
terms of two not entirely independent features. One was the
difference in the center frequency of the deep spectral notch
around 30 kHz �single-headed arrows�. The other was the
difference in DTF gains above 15 kHz �double-headed ar-
rows�.

We first attempted to reduce these spectral differences
by scaling one ear’s DTF in frequency to account for the
DTF differences arising due to differences between the ani-
mal’s head and pinna sizes. The amount of frequency scaling
that minimized the ISSD is referred to as the optimal scaling
factor �OSF� �see Sec. II�. The solid lines in Fig. 3�c� show
the DTFs of ear No. 521M�left� after scaling the frequency
upward with the OSF �0.24 octaves�. The notch center fre-
quencies of the two animals almost coincided with each
other for all the sound-source directions. However, marked
differences in the DTF gain remained even after the optimal
frequency scaling. The maximum direction-specific ISSD
reached as much as 22 dB2 �around 40° azimuth and 0° el-
evation; Fig. 3�d��.

Our next attempt to reduce the ISSD involved rotating
one animal’s DTF along the source coordinate sphere to ac-
count for the DTF difference possibly arising due to differ-
ences in the pinna angle. We referred to the amount of rota-
tion that minimized the ISSD as the optimal coordinate
rotation �OCR� �see Sec. II�. The solid lines in Fig. 3�e� show
the DTFs after coordinate rotation by the OCR �yaw, roll,
and pitch rotations of 11.5°, 5.0°, and −20.0°, respectively�.
After the rotation, the direction-specific ISSDs decreased to
�12 dB2 �Fig. 3�f��. However, the coordinate rotation alone
failed to remove the difference in the notch frequency of the
DTFs �e.g., 60° azimuth and 0° elevation; Fig. 3�e��.

Finally, we performed frequency scaling and coordinate
rotation simultaneously to find the OSF and OCR �see Sec.
II�. The solid lines in Fig. 3�g� show the DTFs of ear No.
521M�left� after simultaneous optimal frequency scaling and
coordinate rotation �OSF:0.15 octaves; OCR: yaw, roll, and
pitch rotations of 7.5°, 2.5°, and −17.5°, respectively�. The
figure indicates that the DTFs of the two ears are now closely
matched as regards both notch frequency and DTF gain, and
the direction-specific ISSDs fell well below 2 dB2 for most
sound directions �Fig. 3�h��.

The OSF and the OCR could be determined uniquely for
a given ear pair. Panels �a�–�d� in Fig. 4 plot the ISSDs as a
function of the frequency-scaling factor, and the coordinate
rotations in the yaw, roll, and pitch dimensions, respectively.
For graphical convenience, all the parameters other than that
of interest are fixed at their optimal values. To draw panel
�a�, for instance, we first find the OSF and the OCRs for the
three rotation dimensions, and then vary the frequency scal-
ing factor while the coordinate rotations were fixed at the
OCR values. The filled circles in the panels indicate the OSF
and the OCR. All the plots show single valleys, indicating
that all the parameter values could be determined uniquely.
Similarly, we were able to determine the optimal parameters
for our sample in almost all cases.

FIG. 2. Spatial distributions of the direction-specific ISSD and the spectral
complexity of DTFs. The distributions are represented on a Mollweide pro-
jection. Panels �a� and �b� show the direction-specific ISSD for ear pairs
Nos. 517F�left�–1020F�left� and Nos. 521M�right�–701F�right�, respec-
tively. The ISSD shown by the number in the upper right corner of panel �a�
and �b� is the geometric average of the direction-specific ISSDs across 361
directions. Panel �c� shows the direction-specific ISSD averaged over all
pairs of ears �n=684�. Before the averaging, the direction-specific ISSDs for
each pair of animals were normalized as representing the fraction relative to
the maximum value across all directions. Panel �d� represents the complex-
ity index averaged across all ears �n=38�. The spectral complexity of a DTF
is defined as the variance of the DTF across frequencies, indicating the
“richness” of the spectral features in the DTF �see the text for details�.
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2. Population results

We examined the ISSDs for 684 pairs of ears, and con-
ducted frequency scaling and coordinate rotation as de-
scribed in the previous section.

The ISSD distribution before the optimization processes
is shown in Fig. 5�a�. The median of the ISSD was 3.72 dB2.
When the DTFs were scaled in frequency by the OSF �Fig.
5�b��, the median ISSD was reduced to 2.65 dB2. This me-
dian value was close to that obtained when the coordinate
system for the DTFs was rotated by the OCR �2.82 dB2; Fig.
5�c��. The reduction rates of the ISSDs relative to their non-
processed condition, however, exhibited markedly different
distributions for frequency scaling �Fig. 5�e�; median 12.2%�

and for coordinate rotation �Fig. 5�f�; median 19.3%�. This
difference reflected the fact that the factors leading to the
ISSD reduction by optimal coordinate rotation were different
from those for optimal frequency scaling.

When optimal frequency scaling and optimal coordinate
rotation were employed simultaneously �Fig. 5�d��, the
ISSDs were reduced further to a median of 1.98 dB2. The
reduction rate had a median of 35.8% �Fig. 5�g��. The ISSD
reduction was �50% for 28% of the pairs.

The OSF and the OCR were relatively insensitive to
whether the frequency scaling and coordinate rotation were
used simultaneously or separately. The correlation coefficient
of the OSFs for the simultaneous and the separate estima-

FIG. 3. DTFs and the direction-specific ISSDs for an ear pair with and without optimal frequency scaling and/or optimal coordinate rotation. Panels �a�, �c�,
�e�, and �g� show DTFs of the two ears for elevations of 0°, 30°, and 60° and for azimuths of −60°, 0°, and 60°. The DTF gain is shown on an arbitrary scale;
the vertical bar beside the ordinate indicates a 10-dB gain. The solid and dotted lines indicate DTFs of ears Nos. 521M�left� and 703M�left�, respectively. The
data for ear No. 703M�left� �dotted line� are identical in all the panels. The data for ear No. 521M�left� �solid lines� indicate DTFs �a� before optimization;
�c� after optimal frequency scaling; �e� after optimal coordinate rotation; and �g� after simultaneous optimal frequency scaling and coordinate rotation. Panels
�b�, �d�, �f�, and �h� show the spatial distributions of the direction-specific ISSDs for the ear pair before/after the optimization process. The average ISSDs are
indicated in the upper right corners of the panels. The spatial distributions are represented on a Mollweide projection.
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tions was 0.80 �p�0.001�. Similarly, the coefficients of the
OCRs �yaw, roll, and pitch� for the two estimation methods
were 0.75 to 0.95 �p�0.001�. Figure 6 shows the OSF and
OCR distributions as regards yaw, roll, and pitch, obtained
when the frequency scaling and coordinate rotation were ap-
plied simultaneously �cf. Figs. 5�d� and 5�g��.

There was no apparent relationship between the OSF
and OCR values. The correlation coefficient between the ab-
solute OSF and the OCR �the sum of the absolute optimal
rotations in yaw, roll, and pitch� was as small as 0.11.

We expected that the OSF should reflect the overall
spectral disparity between DTFs �i.e., the ISSD�. We tested
this expectation by plotting the ISSD as function of the OSF
�Fig. 7�a��, as undertaken by Middlebrooks �1999a; Fig. 8�
and Schnupp et al. �2003; Fig. 3�B��. As expected, there was
a weak but positive correlation between the ISSD before
scaling and the OSF �r=0.35; open circles�. This correlation
was eliminated by the optimal frequency scaling �r=−0.18;
filled triangles�. The result suggests that frequency scaling
can remove a component that contributes to the ISSD.

Similarly, we found a correlation between the ISSD and
the OCR �Fig. 7�b��. However, the elimination of this corre-
lation by optimal spatial rotation was not as evident as with
the frequency scaling �r=0.46 before rotation versus r
=0.33 after the rotation�. Nonetheless, the slope of a linear fit
of the data decreased in a way that was statistically signifi-
cant with coordinate rotation �p�0.0005, parallelism test by
covariance analysis�.

3. Influence of alignment error

One might suspect that the OCR would not indicate in-
dividual differences in ear orientation, but merely reflect a

systematic bias owing to errors that occurred when aligning
the animal’s head orientation for the measurements. Al-
though we attempted to correct any alignment errors before
computing the OCRs �see Sec. II�, it is possible that residual
errors confounded our estimates of the “true” OCRs. How-
ever, the following analysis leads us to dismiss such a pos-
sibility.

In the analysis, we assumed that the orientations of the

FIG. 4. ISSD dependence on the individual optimization parameters,
namely the frequency-scaling factor and the coordinate rotations in the yaw,
roll, and pitch dimensions. As in Fig. 3, the data for the ear pair of Nos.
521M�left� and 703M�left� are shown. Each panel shows the ISSD as a
function of a single optimization parameter, while other parameters are fixed
at their optimal values. The filled circle in each panel indicates the point
where the parameter value was optimal, i.e., the ISSD was lowest.

FIG. 5. Population results for frequency scaling and coordinate rotation. The
rows of panels indicate the results when we applied �a� no scaling or rota-
tion; �b�, �e� optimal frequency scaling; �c�, �f� optimal coordinate rotation;
and �d�, �g� optimal frequency scaling and coordinate rotation simulta-
neously. The left and right columns of the panels are histograms of the
ISSDs, and of percentage reduction in the ISSD after each optimization,
respectively. Each panel represents a total of 684 ear pairs.

FIG. 6. Histograms of the OSF �a� and the OCRs for the three rotation
dimensions; �b� yaw; �c� roll; and �d� pitch. Each panel represents a total of
684 ear pairs.
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left and the right ears were, as a first approximation, sym-
metric about the midline. This assumption was confirmed to
be acceptable when we plotted the yaw angle of the left
pinna versus that of the right pinna �the pinna angles will be
defined fully in the next section as shown in Fig. 9� for our
sample of 19 animals �Fig. 8�g��. The dots in the figure clus-
ter around the diagonal line, indicating that the left and right
ears were roughly symmetrical about the midline.

Now, let us consider two hypothetical cases. In case 1, a
pair of hypothetical animals, the reference and the target, had
pinna angles of � and �, respectively �Figs 8�a� and 8�b��.
the suffixes, L and R, indicate the angles of the left and right
ears, respectively ��L=�R and �L=�R, on the assumption of
left–right symmetry�. The target animal shown in Fig. 8�b�
has ears that face backward relative to the ears of the refer-
ence animal �i.e., �L��L; �R��R�. Note that in the conven-
tion of the present section, a positive yaw direction indicates
a direction away from the midline. Thus, if the OCR in the
yaw direction reflects the difference in the yaw pinna angles,
we expect that the direction of the OCR will correspond to
the direction of the pinna rotation needed for the reference’s
pinna angle to match the target’s �+�LL and +�RR in Fig.
8�c��. Because of the assumption of symmetry, the signs of
the rotations should be the same �namely positive in this
example� for the left and right ears.

In case 2, the target animal is assumed to have pinnae
with the same angles as those of the reference animal, but its
head was misoriented �hence, the alignment error� by a cer-
tain angle �indicated by � in Fig. 8�e��. In this case, the signs
of the pinna rotation directions needed for the reference and

FIG. 7. The ISSD plotted as a function of OSF �a� and OCR �b�. The OCR
represented by the abscissa is the sum of the absolute OCR values for the
yaw, roll, and pitch dimensions. Each symbol indicates one pair of ears. The
open circles and the filled triangles indicate the ISSD before and after the
optimization was performed, respectively. The straight and dotted lines in-
dicate linear fits to the data before and after the optimization, respectively.

FIG. 8. Tests on the impacts of the alignment error on the OCR estimates. Panels �a�–�c� illustration of hypothetical case 1: The reference and target animals
had pinnae that were symmetric between the midline, but differed from each other in yaw angle �indicated as � and �, respectively�. This difference could be
accounted for by rotating the reference’s left and right pinnae towards the same yaw direction �i.e., away from the midline� �indicated as the signs of the �’s
in panel �c��. Panels �d�–�f� illustration of hypothetical case 2. The reference and the target are assumed to have pinnae with the same yaw angle ���, but the
target’s head was misaligned in the experiment �indicated by ��. Then, the reference’s left and right ears have to be rotated towards the opposite yaw directions
to account for the difference in the pinnae angle between the animals �indicated by signs of the �’s in panel �f��. Panel �g� the yaw angle of the right pinna
plotted versus that of the left pinna. The figure represents 19 animals. Panel �h� the plot of the OCRs in the yaw dimension for the pairs of the right ears of
the reference and target versus the OCRs for the pairs of the left ears. Each filled circle represents one animal pair, and the figure represents 171 animal pairs.
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target pinna angles to match should be opposite for the left
and right ears �−�LL and +�RR in Fig. 8�f��. Thus, we expect
the signs of the OCR to be different for the left and right
ears.

In Fig. 8�h�, the OCRs for pairs consisting of the right
ears of the reference and target �right–right pairs� are plotted
versus those for pairs consisting of their left ears �left–left
pairs�. The figure represents a total of 171 animal pairs indi-
cated by the filled circles. It can be seen that a large number
of points fell in the first and third quadrants, indicating that
the signs of the OCRs for the right–right and left–left pairs
were generally the same. This is consistent with our expec-
tation based on case 1 �Figs 8�a� and �b��. Of the 171 animal
pairs, 106 pairs showed the same OCR signs.

We observed similar results for the OCR in the roll di-
mension. Thus, we conclude that the major factor determin-
ing the OCR was not the head orientation alignment error in
the experiments, but the differences between animals as re-
gards pinna orientation.

D. Predicting individual DTFs by using anatomical
measurements

We expected the optimal frequency scaling and coordi-
nate rotation to correlate with differences in anatomical mea-
surements, such as the animal size and the pinna angles of
two animals. In this section, we evaluate this expectation by
comparing the OSF and OCR with several anatomical mea-
surements. Then, we attempt to establish a method for esti-
mating the OSF and OCR based on these anatomical mea-
surements.

1. Anatomical measurements

Figure 9 illustrates the anatomical measurements that we
examined in the present study. Dots in the figure indicate
physical landmarks. Head width and pinna size A and B were
measured by directly applying a micrometer caliper to the
animal. Pinna angles A and B were derived from photographs
that were taken from directly overhead �Fig. 9�a�� and from
straight in front of the animal �Fig. 9�b��. We regarded the
pinna angles A and B as measurements of the pinna orienta-
tion in the yaw and roll dimensions, respectively. We were
not able to define confidently a measurement that would cor-
respond to the orientation in the pitch dimension.

Table I summarizes the anatomical measurements, as
well as the body weight, for all the animals used in this
study. Physical sizes, namely the body weight, head width,
and pinna sizes �A and B�, correlated strongly with the age
�day after birth; on a logarithmic scale� �r=0.81–0.95, p
�0.001�. The pinna angles were independent of age
��r��0.09, p�0.05�. No differences between sexes were evi-
dent in any of the measurements.

2. Correlation between optimization and anatomical
measurements

We examined the correlations between the optimization
parameters �i.e., the OSF and the OCR� and the difference or
the ratio of anatomical measurements for animal pairs. For
weight, head width, and pinna sizes �A and B�, we computed
the logarithms of the ratios �the log ratios� between two ani-
mals �i.e., the target and the reference�. Note that the log
ratio has the same dimension as the OSF, and could be ex-
pressed in octave units. For pinna angles, we simply com-
puted the linear differences between animals.

Table II summarizes the results of the correlation coef-
ficients between the measurements. Not surprisingly, the
measurements related to animal size, namely body weight,
head width, and pinna size �A and B�, correlated strongly
with each other �r=0.83–0.88�. The log ratios of these size
measurements exhibited negligible correlation with the dif-
ference in pinna angle �A and B� ��r��0.14�.

The OSF correlated closely with the log ratios of the
head width and pinna size �r=0.74–0.79�, and moderately
with the log ratio of the weight �r=0.62�. The OCRs in the
yaw and the roll dimensions correlated closely with the dif-
ference in pinna angle A�r=0.78� and pinna angle B�r
=0.68�, respectively. The OCR in the pitch dimension, how-
ever, correlated only moderately with the ratio of pinna angle
A or B �r=−0.52 and 0.54, respectively�. These results are
reasonable because, as stated in the previous section, the ro-
tations in the yaw and roll dimensions are associated with
pinna angles A and B, respectively, but there was no ana-
tomical measurement directly associated with the rotation in
the pitch dimension.

FIG. 9. Anatomical measurements examined in this study. Physical land-
marks are indicated by dots. Head width and pinna sizes �A and B� were
measured directly with a micrometer caliper. Pinna angles �A and B� were
derived from photographs that were taken directly overhead and directly in
front of the animals as illustrated in �a� and �b�.

TABLE I. Summary of anatomical measurements in the data set consisting
of 19 animals and 38 ears. Mean, standard deviation �S.D.�, minimum, and
maximum are shown. Each value shown in the far right column is a corre-
lation coefficient between age �days after birth� on a logarithmic scale and
the anatomical measurement. Physical landmarks for measuring head width,
pinna sizes �A and B�, and pinna angles �A and B� are shown in Fig. 9.

Mean S.D. Min. Max. r to age

Age �days� 90.1 53.5 34 247
Weight �g� 62.8 17.5 32.6 102.5 0.95
Head width �mm� 17.0 1.1 14.7 18.5 0.86
Pinna size A �mm� 12.1 0.7 10.6 13.4 0.81
Pinna size B �mm� 10.8 0.8 9.3 12.6 0.84
Pinna angle A �deg.� 140.3 5.6 123.1 150.0 −0.03
Pinna angle B �deg.� 64.2 5.0 56.5 80.9 −0.09
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3. Estimating OSF and OCRs based on anatomical
measurements

We performed linear regression analyses as regards the
relationship between each optimal parameter value and one
or two anatomical measurements. For the OSF and the OCRs
in the yaw and roll dimensions, the regression analyses were
performed for single anatomical measurements that exhibited
the largest correlation coefficients, namely, the head width,
pinna angle A, and B, respectively. The regression lines are
represented by the following equations:

OSF�oct.� = 0.73 · log2�head width/head widthRef� , �1�

OCR in yaw�deg.� = 0.79�pinna angle A

− pinna angle ARef� , �2�

OCR in roll�deg.� = 0.58�pinna angle B

− pinna angle BRef� . �3�

Here, the suffix “Ref” indicates the measurement of an arbi-
trary reference animal. It should be noted that a regression
line was forced to pass the origin in order to make the OSF
or OCR zero when there was no difference between the ana-
tomical measurements of the ear pair. The correlation coef-
ficients for the actual values and the predictions from Eqs.
�1�–�3� were 0.79, 0.78, and 0.68, respectively. Thus, the
squared values of those correlation coefficients, namely the
coefficients of determination, were 0.63, 0.62, and 0.46, in-
dicating the fractions of the variance of the optimal param-
eters accounted for by the regression.

For the OCR in the pitch dimension, we performed a
multiple regression, using the pinna angles A and B as inde-
pendent variables. This was because those measurements
correlated equally, although not closely, with the OCR in the
pitch dimension. The result is given by the following equa-
tion:

OCR in pitch�deg.� = − 0.41�pinna angle A

− pinna angle ARef�

+ 0.53�pinna angle B

− pinna angle BRef� . �4�

Note again that the regression was performed under the
constraint that the OCR would be zero when there was no
difference between the animals’ pinna angles. The correla-
tion coefficient for the predicted and actual OCRs was 0.68,
and thus the coefficient of determination for the regression
was 0.46.

4. Reduction of ISSD using anatomical measurements

We evaluated the extent to which we could reduce the
ISSD by using the OSF and the OCRs estimated from the
anatomical measurements. Figure 10�a� shows the distribu-
tion of the ISSDs after frequency scaling and coordinate ro-
tation by the estimated OSF and OCRs values obtained using
Eqs. �1�–�4�. The ISSDs were appreciably reduced by the
processing, compared with those before the processing �Fig.
5�a��; a median ISSD of 2.58 dB2 versus 3.72 dB2. The re-
duction rate �Fig. 10�b�� had a median of 22.4%. The ISSD
reduction was �50% for 12.0% of pairs. A small percentage
of ear pairs �7.5%� showed an increase in the ISSD after the
processing �as indicated by the negative percentage in Fig.
10�b��. This was because the ISSDs for those ear pairs were

TABLE II. Correlation coefficients between log ratios/differences of anatomical measurements for ear pairs, OSF, and OCRs. We used log ratios for the
weight, head width, and pinna sizes �A and B�, and used differences for pinna angles �A and B�. The OSF is expressed in octaves, and the OCR �yaw, roll, and
pitch� are expressed in degrees. The asterisk indicates statistical significance at the p�0.001 level. The “n” in parenthesis indicates the number of samples.

Head
width

log ratio
�n=171�

Pinna
size A

log ratio
�n=684�

Pinna
size B

log ratio
�n=684�

Pinna
angle A

difference
�n=684�

Pinna
angle B

difference
�n=684�

OSF
�n=684�

OCR in
yaw

�n=684�

OCR in
roll

�n=684�

OCR in
pitch

�n=684�

Weight log ratio 0.88* 0.85* 0.83* −0.11 −0.05 0.62* 0.09 −0.22* 0.19*

Head width log ratio 0.87* 0.85* −0.12 0.12 0.79* 0.02 −0.03 0.22*

Pinna size A log ratio 0.88* 0.06 −0.04 0.77* 0.13* −0.11 0.13*

Pinna size B log ratio 0.14* −0.14* 0.74* 0.22* −0.17* 0.03
Pinna angle A difference −0.59* −0.04 0.78* −0.27* −0.52*

Pinna angle B difference 0.13* −0.50* 0.68* 0.54*

FIG. 10. �a� Histogram of the ISSD after frequency scaling and coordinate
rotation were performed on DTFs based on the OFS and the OCRs predicted
by Eqs. �1�–�4�. �b� Histogram of the ISSD reduction rate by the frequency
scaling and the coordinate rotation. The data represent 684 ear pairs.
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relatively small even before the processing, and thus a small
error in estimating the OSF or the OCR increased the ISSD.

E. Individual differences in ITDs

In this section, we examine the individual differences in
the ITDs, and explore a method of reducing them based on
an anatomical measurement. Figure 11�a� represents animals
Nos. 528F and 1020M, and displays the iso-ITD contours on
the coordinate sphere viewed laterally to the animals. The
contour lines differed markedly between the two animals, but
they were all concentric. We found that this difference in the
spatial distribution of the ITDs could be accounted for well
by scaling the ITD distribution functions according to the
ratio of the maximum ITDs between animals. We considered
that the difference in the maximum ITD was due to the dif-
ferences between the animals’ head sizes. The head width of
animal No. 528F �17.37 mm� was larger than that of animal
No. 1020M �16.20 mm�. When the ITDs of animal No. 528F
were scaled by the ratio of the head width for the two ani-
mals �0.93 times; thick lines in Fig. 11�b��, the iso-ITD con-
tours overlapped considerably.

We found it reasonable to assume that, for a population
of animal pairs, the ratio of the maximal ITDs for the ani-
mals �the ITD ratio� is equal to the ratio of the head widths
�the head-width ratio�. This was because, for our sample
population of 19 animals, the maximal ITD was generally
proportional to the head width �r=0.85�. Here, the maximal
ITD for a given animal was defined as the mean between the
left and the right hemifields of the maximal absolute values
of ITDs among the directions in the hemifields. When the
ratio of the maximal ITD was plotted versus the ratio of the
head width for 171 pairs of animals �data not shown�, the
slope of the linear fit �passing the origin� was 1.01, that is,
very close to unity �r=0.85�.

Figures 12�a� and 12�b�, respectively, show the distribu-
tions of the differences between animals in the maximal ITD
before and after the ITD scaling based on the head-width
ratios. The difference between animals was markedly re-
duced by the ITD scaling; namely there was a median differ-
ence of 8.25 	s compared with 13.68 	s. The median reduc-
tion rate was 39%.

IV. DISCUSSION

This study demonstrated that the intersubject differences
in DTF �indicated as the ISSD� could be reduced appreciably
by frequency scaling the DTFs. A unique finding of the
present study was that the ISSD could also be reduced by
rotating the coordinate sphere that would account for indi-
vidual differences in pinna angles. By combining coordinate
rotation with frequency scaling, we were able to reduce the
ISSD further than with frequency scaling. We consider that
the contribution of the coordinate rotation was not an artifact
of the errors made during DTF recording. This is because the
direction of the OCR was not as predicted based on the
alignment error of the animal’s head in the experiments �Sec.

FIG. 11. The iso-ITD contours for a pair of animals. The contour lines are
drawn on the coordinate sphere viewed laterally to the animal. The iso-ITD
contour lines are drawn at 15-	s intervals; corresponding ITD values are
indicated by numbers beside the lines. The thick and thin lines indicate
animals Nos. 528F and 1028M, respectively. The data for animal No.
1028M are identical in the two panels. For animal No. 528F, the original
ITD and the ITD scaled by the head-width ratio �0.93� are shown in panel
�a� and �b�, respectively. Only positive azimuth data are shown.

FIG. 12. Histograms of the differences in the maximal ITDs between animal
pairs. Panels �a� and �b� represent the differences before and after the ITD
scaling, respectively. The data represent a total of 171 animal pairs.
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III C 3�, and because the OCR exhibited a high correlation
with the pinna angle, which was measured independently of
the DTF measurement. Regression analyses of the relation-
ship between the OSF and the OCR and certain anatomical
measurements revealed that the OSF and the OCR could be
estimated with some degree of accuracy from the head width
and pinna angles, respectively.

A. Comparison with previous studies

The ISSDs for gerbils measured in the present study
�average 3.93 dB2� were generally smaller than those for hu-
mans �average 8.29 dB2; Middlebrooks, 1999a�, cats �aver-
age 17.02 dB2; Xu and Middlebrooks, 2000�, and ferrets �av-
erage �11 dB2; Schnupp et al., 2003�. However, we
consider the differences between the absolute ISSDs among
species to be trivial. One reason for this was that we adopted
relatively wide bandwidths for the bandpass filter bank used
in the preprocessing of the raw DTF data �see Sec. II�. A
wider bandwidth should result in greater smoothing of the
DTF spectrum, which should reduce the contributions of the
detailed spectral difference between ears. Another reason is
that the number of spectral notches within the audible fre-
quency range for gerbils was generally fewer than that for
humans, cats and ferrets �humans: Middlebrooks, 1999a;
Møller et al., 1995; cats: Musicant et al., 1990; Rice et al.,
1992; Xu and Middlebrooks, 2000; ferrets: Carlile, 1990;
Schnupp et al., 2003�. Since the ISSD was well associated
with the complexity of the DTF �Fig. 2�, fewer spectral
notches �i.e., less spectral complexity� should lead to a
smaller ISSD. We note that the reduction rate of the ISSD,
rather than the absolute ISSD, obtained for the gerbil by
optimal frequency scaling �median 12.2%; Fig. 5�e�� was
similar to that for other species, despite marked variations
among species in the range of weight and physical size
across individuals; e.g., the gerbils in the present study var-
ied in weight by a factor of 3.12, whereas the human range
was smaller. The reduction rate was 15.5% for humans
�Middlebrooks, 1999a�, 11.5% for cats �Xu and Middle-
brooks, 2000�, 11.8% for ferrets �Schnupp et al., 2003�.

Our results were consistent with previous findings in
that the OSF could be relatively well predicted by the ratio of
the physical sizes, namely the head width and/or the pinna
size of the animal pair �Middlebrooks, 1999a, Schnupp et al.,
2003�. Previous studies have proposed regression equations
that could be used to predict the OSF from the pinna size
�ferret: Schnupp et al., 2003� or from a combination of the
pinna size and the head width �human: Middlebrooks,
1999a�. The correlation coefficients for the predicted and ac-
tual OSFs were 0.84 �in absolute value, Schnupp et al.,
2003� and 0.82 �Middlebrooks, 1999a�. These numbers are
comparable to our r=0.79 obtained with Eq. �1�. Similarly,
the predictability of the maximum ITD from the head width
has been demonstrated consistently in the present study and
in a previous study of humans �Middlebrooks, 1999a�.

When coordinate rotation was applied in combination
with frequency scaling, the ISSD reduction rate was as much
as a median of 35.8% �Fig. 5�g��. This rate was markedly
greater than the reduction rate when frequency scaling alone

was applied not only for gerbils �present study, Fig. 5�e��, but
also for humans �Middlebrooks, 1999a�, cats �Xu and
Middlebrooks, 2000�, and ferrets �Schnupp et al., 2003�. It
should also be noted that a relatively large ISSD reduction
rate could be achieved �median 22.4%, Fig. 10�b�� even
when the frequency scaling and coordinate rotation were per-
formed based on the OSF and the OCR predicted from ana-
tomical measurements with Eqs. �1�–�4�.

B. Significance in psychophysical and physiological
studies

The present study demonstrated that the ISSD could be
reduced substantially by frequency scaling and by coordinate
rotation by amounts estimated from anatomical measure-
ments �Fig. 10�b��. This indicates that we can estimate the
DTFs of a given animal with some accuracy by measuring a
few anatomical features of the animal, given the DTFs and
anatomical measurements of a reference animal. It is argu-
able as to the extent to which the VAS stimuli based on our
quasi-individualized DTFs would be adequate to simulate the
free-field stimuli for the purpose of psychophysical or physi-
ological experiments. This remains unclear until behavioral
sound localization performance or physiological responses
are compared for conditions in which simulated and actual
free-field stimuli are used �Behrend et al., 2004; Middle-
brooks, 1999b; Mrsic-Flogel et al., 2001; Schnupp et al.,
2001�. Nonetheless, we expect our proposed method to be
useful for psychophysical or physiological experiments, by
permitting us to present relatively faithful VAS stimuli to a
target animal without the need for the time-consuming pro-
cess of measuring actual DTFs.
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Comparison of an analytic horn equation approach
and a boundary element method for the calculation
of sound fields in the human ear canal

Michael R. Stinsona� and Gilles A. Daigle
Institute for Microstructural Sciences, National Research Council, Ottawa, Ontario K1A 0R6, Canada

�Received 15 February 2005; revised 29 June 2005; accepted 29 June 2005�

The sound field inside a model human ear canal has been computed, to show both longitudinal
variations along the canal length and transverse variations through cross-sectional slices. Two
methods of computation were used. A modified horn equation approach parametrizes the sound field
with a single coordinate, the position along a curved center axis—this approach can accommodate
the curvature and varying cross-sectional area of the ear canal but cannot compute transverse
variations of the sound field. A boundary element method �BEM� was also implemented to compute
the full three-dimensional sound field. Over 2000 triangular mesh elements were used to represent
the ear canal geometry. For a plane piston source at the entrance plane, the pressure along the curved
center axis predicted by the two methods is in good agreement, for frequencies up to 15 kHz, for
four different ear canals. The BEM approach, though, reveals spatial variations of sound pressure
within each canal cross section. These variations are small below 4 kHz, but increase with
frequency, reaching 1.5 dB at 8 kHz and 4.5 dB at 15 kHz. For source configurations that are more
realistic than a simple piston, large transverse variations in sound pressure are anticipated in the
vicinity of the source. �DOI: 10.1121/1.2005947�

PACS number�s�: 43.64.Ha, 43.20.Mv �BLM� Pages: 2405–2411

I. INTRODUCTION

An understanding of the acoustical behavior of the ear
canal is important for the design of audiometric and hearing
aid devices. At relatively low frequencies, below 3 kHz, the
ear canal can be approximated as a straight, cylindrical tube.
At higher frequencies, the ear canal is long enough that one
or more minima in the standing wave patterns will arise, and
an account must be made of both the varying cross-sectional
area of the canal along its length and the curvature of the
canal.

The horn equation originally developed by Webster
�1919� has been applied usefully to a variety of problems of
acoustical propagation in waveguides of varying cross-
sectional area. It is usually assumed that the transverse di-
mensions are small so that ingoing and outgoing waves are
planar and that propagation is one dimensional. With an av-
erage diameter of about 7.5 mm, the human ear canal diam-
eter is small compared to a wavelength and the first require-
ment is approximately satisfied up to 15 kHz. This approach
cannot be immediately applied to ear canals, however, be-
cause of their significant curvature. An extension to Web-
ster’s approach that can accommodate curved waveguides
was presented by Khanna and Stinson �1985�. This modified
horn equation has been shown to give accurate predictions of
the ear canal sound field for cat ear canals �Khanna and
Stinson, 1985; Stinson and Khanna, 1994� and for scaled
replicas of human ear canals �Stinson, 1985�. It can accom-
modate the distributed load presented by the eardrum �Stin-

son and Khanna, 1989� and can be used to compute particle
velocity and energy flow �Stinson and Khanna, 1994�.

The modified horn equation, though, predicts only the
longitudinal sound pressure along a curved axis that follows
the center of the ear canal. Transverse variations cannot be
calculated. However, there will be applications for which the
prediction of such variations is important. A prime example
can be drawn from the Burkhard and Sachs �1977� study of
sound pressure distributions in earphone couplers. Probe
tube measurements were made within a 2 cm3 cavity, com-
monly used for earphone calibrations. Spectra obtained in the
center of the cavity, in front of the earphone sound tube
leading into the cavity, were compared to spectra obtained
3 mm transverse, toward the side of the cavity. Large differ-
ences, over 20 dB at 3 kHz, were noted. These differences
can be understood in terms of transverse modes of oscillation
in the cavity �for long cavities, as for an ear canal, these
modes would be evanescent and would decay rapidly with
depth into the canal�. Thus, significant localized effects can
be expected to arise at the entrance end of the ear canal
where the sound source �such as a hearing aid� is located.

The approach of Farmer-Fedor and Rabbitt �2002� may
provide a better approximation for the sound field in the ear
canal, by introducing a curvilinear coordinate system and
parametrizing the sound field in terms of curved coordinate
surfaces rather than planes normal to a center axis. However,
this approach still assumes that pressure and velocity are
constant over a coordinate surface, inconsistent with our in-
tended applications for which significant transverse varia-
tions in sound pressure are anticipated. Slender waveguide
theory �Rabbitt and Holmes, 1988� can accommodate the
three-dimensional character of the ear canal sound field bya�Electronic mail: mike.stinson@nrc-cnrc.gc.ca
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accounting for cross-sectional acoustic modes. Asymptotic
expansions, valid for a small aspect ratio of canal radius to
length, are used.

A computational approach that can generate three-
dimensional sound fields is the boundary element method
�BEM�. The calculation makes use of mesh elements repre-
senting the bounding surface of the structure under study.
Since the method is a numerical solution of the full three-
dimensional �3-D� wave equation, there are no geometrical
restrictions and no assumptions of constant pressure over co-
ordinate surfaces. The BEM approach has been used to com-
pute head-related transfer functions �Kahana, 2000; Nelson
and Kahana, 2001� for localization studies and open-loop
transfer functions �Stinson and Daigle, 2004� for hearing aid
feedback. Use of the BEM to determine sound fields in ear
canals was explored by Ciskowski and Royster �1991�. More
recently, Walsh et al. �2004� has applied the BEM approach
to the human auditory system, including a realistic meshing
of the head, pinna, and ear canal. At frequencies of 2 and
2.9 kHz, standing waves in the ear canal are evident. We
have performed subsidiary calculations using the boundary
element method �SYSNOISE� to confirm its accuracy in sev-
eral test cases for which analytical solutions are available:
these include the prediction of sound fields in uniform cyl-
inders, radiation of a plane piston in a flat baffle, and diffrac-
tion of sound by a sphere.

In this paper, the utility of the boundary element method
to calculate sound fields within the human ear canal is ex-
amined more closely. Realistic and detailed ear canal geom-
etries are assumed for these calculations, in conjunction with
simple eardrum impedance conditions �Stinson, 1985�. The
boundary element method and the modified horn equation
are used to compute the longitudinal sound pressure distri-
bution, along the center axis of the ear canal, and shown to
give consistent results for frequencies up to 15 kHz. Then,
the boundary element method is used to predict the trans-
verse variations of sound pressure through an ear canal cross
section.

II. CALCULATION OF EAR CANAL SOUND FIELD

The sound field in an ear canal will be calculated using
two approaches: the first, a solution of the analytic Webster’s
horn equation, and the second, a numerical boundary ele-
ment technique. The same ear canal geometries will be used
for both approaches.

We make use of geometrical data obtained by Stinson
and Lawton �1989� for several ear canals �their canals #1, #3,
#7, and #13�. The geometry for canal #1 was fairly represen-
tative and it will be the focus of our comparisons. A me-
chanical probe system was used to generate coordinate
points over the surface of silicone rubber molds of human
cadaver ear canals. The 1144 coordinate points obtained for
canal #1, shown in panel �a� of Fig. 1, are spaced approxi-
mately 1 mm apart and capture qualitatively the geometrical
detail for this ear canal.

The nominal length of this ear canal �along a curved
central axis� was reported as 32 mm in the original study.

For both computational approaches, a sound speed of
353 m/s and an air density � of 1.14 kg/m3 have been as-
sumed.

A. Webster horn equation

We consider a curved coordinate axis s that follows the
curvature of the ear canal and a unit vector ŝ tangential to
this curve. The origin, s=0, is located at the innermost end of

the canal. Normal n̂ and binormal b̂ unit vectors are intro-
duced through the Serret-Frenet equations �e.g., Widder,
1965�,

dŝ

ds
= �n̂,

dn̂

ds
= − �ŝ + Tb̂,

db̂

ds
= − Tn̂ , �1�

where the local radius of curvature and the torsion are � and
T, respectively. If the s axis is arranged to follow the cen-
troid of each ear canal cross section, i.e.,

�
A�s�

r� dA , �2�

where r� is a vector within the cross-sectional slice A�s�, at
each s, then we obtain the modified horn equation �Khanna
and Stinson, 1985�,

d

ds
�A�s�

dp�s�
ds

� + k2A�s�p�s� = 0, �3�

with k being the wave number.
Equation �3� is solved for the sound pressure p�s� using

MATLAB. The area function A�s� must be supplied as input.
We have used the area function shown in Fig. 10 of the paper
by Stinson and Lawton �1989� for their ear canal #1. This
function was derived from the coordinate data, as described
in that paper, to obtain both a parametrized curved center

FIG. 1. Representations of the ear canal geometry used for the calculations.
Panel �a� shows the point cloud data for ear canal #1 that is used as a
starting point. Each point is a coordinate position on the surface of a human
ear canal. From this coordinate data, a curved center axis �the s axis� and

cross-sectional slices normal to the axis �normal n̂ and binormal b̂ unit
vectors� are derived as in �b� that can be used as input for a modified
Webster’s horn equation calculation of sound pressure. The coordinate data
can also be used to form a boundary element mesh of the ear canal surface,
as shown in panel �c� that can be used for a calculation of the internal sound
pressure using the boundary element method. The shaded region indicates
the elements used to represent the eardrum.
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axis and cross-sectional slices normal to this center axis at
1 mm steps. These cross sections are shown in panel �b� of
Fig. 1.

To accommodate the absorption of acoustic energy at the
eardrum, an impedance Zd is located at sd=3 mm. This gives
a discontinuity in the volume velocity �and pressure gradi-
ent� at this position, leading to the condition �Stinson, 1985�

dp

ds
�sd

+� =
dp

ds
�sd

−� +
i��

AdZd
p�sd� , �4�

where Ad is the cross-sectional area at this position, � is the
angular frequency, the superscripts �+� and ��� denote the
approach to sd from outer and inner sides of the canal, re-
spectively, and an exp�+i�t� time dependence has been as-
sumed. At the inner end of the ear canal, we set boundary
conditions. The pressure gradient along the s axis �dp /ds�
is zero here. For the pressure, it proved convenient to set
p�0�=1, initially. Because the boundary value problem is
linear, the pressure distribution can be scaled by a con-
stant factor later to match the actual pressure at s=0. Sub-
sequently, we will be obtaining a pressure distribution
from the BEM procedure. We then scale the horn equation
pressure distribution p�s� so that it has the same value of
pressure at the innermost position.

The output of the computation is the sound pressure
along the curved center axis. The calculation cannot predict
sound pressure variations in the transverse directions, i.e.,
within the n-b plane.

B. Boundary element approach

The boundary element calculation was performed using
the SYSNOISE computational bundle �with options Direct, In-
terior, Element�. A collocation solution scheme is used to
solve for the pressure and normal velocity at each mesh el-
ement. From these, the pressure and particle velocity at any
interior field point can be computed in a post-processing
stage. Mesh elements representing the surface of the ear ca-
nal are first required. The original coordinate data, shown in
Fig. 1�a�, were used as the starting point. A MATLAB program
was written to automate the assignment of triads of points to
elements. The resulting mesh had some irregularities and un-
physical assignments, particularly in the vicinity of the ear-
drum and the canal entrance. Altair HyperMesh was used to
visualize the mesh and interactively correct the irregular
mesh elements. The ear canal mesh was truncated near the
canal entrance, using a plane normal to the center axis at a
position of s=31.5 mm. A mesh coarsening and edge-
collapse procedure �Stinson and Daigle, 2004; Kahana,
2000� was then used to optimize the mesh elements, produc-
ing triangular elements of approximately 1 mm length on
each edge. Finally, HyperMesh was used to create mesh el-
ements over the entrance plane. The final boundary element
mesh for ear canal #1 is shown in panel �c� of Fig. 1. The
rule of thumb for BEM calculations that element dimensions
should be less than 1/8 the wavelength is satisfied up to the
maximum frequency considered �20 kHz�.

Some model mesh elements have been arbitrarily se-
lected to introduce absorption by the eardrum. These have

been highlighted with shading in Fig. 1�c�. The surface area
of these elements is Sd=12.44 mm2, representing about 20%
of the actual area of a human eardrum, and they are centered
about a position 3 mm from the innermost end of the canal
�consistent with the s=3 mm position of eardrum impedance
for the horn equation calculation�. In SYSNOISE, these ele-
ments are assigned a specific impedance Zsp that is matched
to the impedance Zd used in the corresponding horn equation
calculations through Zd=Zsp /Sd. At the entrance plane, the
elements forming the entrance plane were all assigned a ve-
locity amplitude of 1 m/s.

The BEM calculation gives the sound pressure at the
elements of the ear canal model mesh. As well, interior field
point meshes can be defined and the sound pressures at these
points derived. One set of results generated was the pressure
along the curved center axis—these results will be compared
directly to the modified Webster horn equation calculation.
The sound pressure was also determined within planes nor-
mal to the s axis—variations within this plane cannot be
determined with the horn equation approach.

III. LONGITUDINAL PRESSURE VARIATION IN THE
EAR CANAL

Figure 2 shows a color plot representation of the sound
pressure at the ear canal walls at 9 kHz, as obtained using the
BEM approach. The eardrum has been assumed to be rigid,
so Zd=�. The variation of the sound field is controlled
mainly by the longitudinal position along the canal. To a first
approximation, the sound pressure is a function of the coor-
dinate s, as assumed by the modified horn equation. The

FIG. 2. Color representation of the sound pressure at the surface of the ear
canal #1. The boundary element method was used, with a plane piston
source at the entrance and an assumed rigid eardrum, at a frequency of
9 kHz. The sound field is, to a first approximation, governed by the longi-
tudinal position along the curved ear canal, as given by the arclength coor-
dinate s.
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standing wave pattern shows a sequence of maxima and
minima. When the calculation is repeated with a nonrigid
eardrum, the pattern looks very similar, except that the sound
pressure minima are not so deep.

The sound pressure along the curved center axis of canal
#1 is shown in Fig. 3, for three frequencies, assuming a rigid
eardrum. The solid curves correspond to BEM calculations
and the dashed curves correspond to the modified horn equa-
tion calculations. The standing wave patterns become in-
creasingly complex as frequency increases; by 15 kHz, two
minima are apparent and the height of the maxima are quite
different. Overall, the agreement between the two ap-
proaches is good. There is some mismatch in the prediction
of the location of minima, about 0.5 mm at 15 kHz. At fre-
quencies greater than 16 kHz, the pseudo-one-dimensional
nature of the canal sound field disappears, large transverse
modes are apparent in the BEM results, and agreement be-
tween the two computational approaches is lost.

A similar comparison is shown in Fig. 4 for an absorp-
tive eardrum. An eardrum impedance Zsp=�c=402 Pa m−1 s
was used, somewhat arbitrarily, for the calculations. This

value was chosen to give sound pressure distributions whose
standing wave ratios approximately match previous measure-
ments �Lawton and Stinson, 1986� in the 4–6 kHz range; at
higher frequencies, this choice represents too much absorp-
tion by the eardrum but does provide a useful extreme for
comparison. For this impedance case, the minima of the
standing wave patterns do not reach zero as for the rigid
eardrum case. The agreement between modified horn equa-
tion and BEM approaches is again good for this ear canal #1.
It is noted that the computed pressure distributions are sen-
sitive to the choice of eardrum impedance: a different �more
realistic� treatment of the eardrum impedance could result in
greater discrepancies between the two methods of calcula-
tion.

To corroborate the results above, three other ear canals
have been considered, namely canals #3, #7, and #13 from
Stinson and Lawton �1989�. These have been chosen as rep-
resenting extremes within the collection of 15 ear canals in
this study. The original point cloud data for these canals has
been processed, as for canal #1, to obtain both boundary

FIG. 3. Longitudinal variation of sound pressure in the human ear canal #1,
at frequencies of 2, 6, and 15 kHz, for the rigid eardrum case. Results
obtained using the boundary element method are shown as solid lines; those
obtained using the modified horn equation are shown as dashed lines.

FIG. 4. Longitudinal variation of sound pressure in the human ear canal #1,
at frequencies of 2, 6, and 15 kHz, for an eardrum specific impedance of
Zsp=402 Pa m−1 s. Results obtained using the boundary element method are
shown as solid lines; those obtained using the modified horn equation are
shown as dashed lines.
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element meshes and cross-sectional area functions A�s�. The
boundary element meshes are shown in Fig. 5 and the differ-
ences in geometry are evident. Ear canal #3 is quite narrow
and exhibits a sharp bend near the eardrum. Canal #7 is
shorter and quite wide over most of its length. Canal #13 is
one of the larger canals considered in this earlier study.

The longitudinal sound pressure computed for these ear
canal geometries is shown in Fig. 6 as panels �a�, �b�, and �c�
for canals #3, #7, and #13, respectively. All three sets corre-
spond to a sound frequency of 10 kHz and the rigid eardrum
condition. The boundary element method �solid curves� and
the modified horn equation calculations �dashed curves�
show good agreement along the length of the ear canals. The
agreement for canal #3 actually holds for frequencies as high
as 20 kHz. For canal #7, the agreement between BEM and
horn equation breaks down above 13 kHz. For canal #13,
agreement is good up to 15 kHz.

IV. TRANSVERSE PRESSURE VARIATION IN THE
EAR CANAL

The variation in sound pressure through a cross-
sectional slice normal to the ear canal axis can be computed
with the BEM approach. Results were obtained within cross
sections at s=5 mm, 10 mm, etc. It needs to be noted that the
evaluation of pressure at field points that are very close to the
model mesh elements can introduce numerical errors. There-
fore, only interior field points more than 1 mm away from
the canal walls were used. The sound field in between the
valid internal points and the model mesh nodes was found to
change fairly slowly with position and so sound pressures
near the walls could be obtained by interpolation.

In Fig. 5, color plot representations of the sound field
variation through the cross section of ear canal #1 at s
=15 mm are shown, for frequencies of 2, 6, and 15 kHz and
for an eardrum specific impedance of 402 Pa m−1 s. The
polygon defining the canal cross section is the intersection of
the boundary element mesh with the plane normal to the s
axis. The normal and binormal unit vectors give the coordi-
nate axes, n and b, respectively. The difference in sound
pressure level between various points within the cross sec-

tion and that at the nominal center of the cross section �n
=b=0� are shown, in decibels. At 2 kHz, there is very little
variation of sound pressure through the cross section. At
6 kHz, approximately 1 dB variation is noted from one side
of the canal to the other. By 15 kHz, the total variation is
nearly 4.5 dB. This degree of variation and its dependence
with frequency is similarly observed at other cross-sectional
positions and for different eardrum impedance conditions.
The assumption that the sound pressure is constant through
an ear canal cross section is only valid, strictly, at low fre-
quencies. It should be noted that the Webster’s horn equation
is unable to predict these variations—it simply gives the con-
stant average values of sound pressure through the cross sec-
tion at these longitudinal locations.

There is another source of sound pressure variation
within a cross-sectional slice. The orientation of the selected
slice may be somewhat tilted relative to the pseudo-one-
dimensional bands found in the sound field �e.g., as shown in
Fig. 2�. Sound pressures vary rapidly near a minimum of the

FIG. 6. Longitudinal variation of sound pressure in the three different ear
canals, canals #3, #7, and #13, for a frequency of 10 kHz and assuming a
rigid eardrum. Results obtained using the boundary element method are
shown as solid lines; those obtained using the modified horn equation are
shown as dashed lines.

FIG. 5. Boundary element meshes of three other ear canals used for a
comparison of the longitudinal variation of sound pressure along the canal.
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standing wave pattern, so if the slice is near such a mini-
mum, large variations of sound pressure through the slice
could arise. An example of this is shown in Fig. 6. The
variation in sound pressure level at 9 kHz for the rigid ear-
drum condition, at longitudinal positions s=15 mm and s

=25 mm, in panels �a� and �b�, respectively. There is a mini-
mum in the standing wave pattern close to the 15 mm posi-
tion. As a result, variations of over 25 dB are evident through
this cross section. �See Figs. 7 and 8.�

V. CONCLUDING REMARKS

The sound field arising in a model human ear canal has
been calculated using two approaches: one is a modified
Webster horn equation �one dimensional� that accounts for
the curvature of the ear canal and the varying cross-sectional
area along its length; the other is a three-dimensional bound-
ary element method. A detailed and realistic geometrical rep-
resentation of a human ear canal was used. The calculations
were performed assuming a simple plane piston source at the
entrance position and simple eardrum impedance conditions.
Examining the sound pressure variation along the curved
central ear canal axis, excellent agreement between the com-
putational methods was found for frequencies as high as
15 kHz.

FIG. 7. Transverse variations of sound pressure through a cross-sectional
slice of ear canal #1 at longitudinal position s=15 mm, for frequencies of
�a� 2 kHz, �b� 6 kHz, and �c� 15 kHz. A difference of nearly 5 dB, from one
side of the slice to the other, is noted at 15 kHz.

FIG. 8. Transverse variations of sound pressure through two cross-sectional
slices of ear canal #1, at a frequency of 9 kHz. In panel �a�, the longitudinal
position is s=15 mm. Huge variations of SPL with position, over 25 dB, are
evident. In panel �b�, for s=25 mm, variations are much less.
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The relative simplicity of the horn equation argues in
favor of its use rather than the BEM approach. Previous mea-
surements in cat ear canals and in replicas of human ear
canals have shown that the horn equation does a good job of
predicting the sound pressure along the center of the ear
canal. However, there are situations for which it will not be
appropriate. First, at higher frequencies, the assumption that
the sound pressure is constant through a cross-sectional slice
is not accurate. The variations through a cross section ob-
served here are 1 dB or less for frequencies below 6 kHz;
but the variations increase to 1.5 dB by 8 kHz, 3 dB by
8 kHz, and 5 dB by 16 kHz. These are typical of the varia-
tions observed, but actual numbers will vary with different
ear canal geometries and different choice of cross section.
�For a straight, circular tube with uniform velocity excitation
at the entrance, there are no variations.� Applications requir-
ing an accurate representation of the sound field through a
cross section, not just along the ear canal length, will require
a three-dimensional calculation like the BEM. Second, the
sound field near the canal entrance will generally be much
more complicated than the one-dimensional horn equation
assumes. Burkhard and Sachs �1977� examined the pressure
distributions in earphone couplers using a probe tube tech-
nique. They found that very large variations in sound pres-
sure can arise in the region where an earphone sound tube
opens into the canal cavity, with as much as 20 dB variation
over a 3 mm transverse distance, at 3 kHz. The coupling of
sound generating equipment �e.g., hearing aids or audiomet-
ric test heads� to the ear canal is more complex than the
plane piston assumed in the present work. To model accu-
rately the coupling of actual transducers to the ear canal, the
modified horn equation will not be sufficient. A three-
dimensional sound field calculation, such as that provided by
the BEM technique, will be necessary.
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Cochlear implants allow most patients with profound deafness to successfully communicate under
optimal listening conditions. However, the amplitude modulation �AM� information provided by
most implants is not sufficient for speech recognition in realistic settings where noise is typically
present. This study added slowly varying frequency modulation �FM� to the existing algorithm of an
implant simulation and used competing sentences to evaluate FM contributions to speech
recognition in noise. Potential FM advantage was evaluated as a function of the number of spectral
bands, FM depth, FM rate, and FM band distribution. Barring floor and ceiling effects, significant
improvement was observed for all bands from 1 to 32 with the additional FM cue both in quiet and
noise. Performance also improved with greater FM depth and rate, which might reflect resolved
sidebands under the FM condition. Having FM present in low-frequency bands was more beneficial
than in high-frequency bands, and only half of the bands required the presence of FM, regardless of
position, to achieve performance similar to when all bands had the FM cue. These results provide
insight into the relative contributions of AM and FM to speech communication and the potential
advantage of incorporating FM for cochlear implant signal processing. © 2005 Acoustical Society
of America. �DOI: 10.1121/1.2031967�
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I. INTRODUCTION

Current signal processing for cochlear implants allows
adequate speech perception in quiet environments for most
users. However, their speech recognition performance in
more realistic settings, where interfering noise is common, is
severely limited. The current multichannel cochlear implant
utilizes 12–22 electrodes distributed along the scala tympani
to transmit frequency information based on place coding.
Typically, each electrode receives an amplitude-modulated
pulse train representing the narrow-band temporal envelope
of a sound from a particular frequency band. Amplitude
modulations from low frequencies are delivered to apical
electrodes and amplitude modulations from high frequencies
are delivered to basal electrodes. Shannon et al. �1995� dem-
onstrated that amplitude modulations from as few as three
frequency bands are sufficient to support sentence recogni-
tion in quiet. This observation highlighted the importance of
amplitude modulation in speech perception. However, more
recent studies have shown that amplitude modulation is not
sufficient to support speech recognition in noise �Dorman et
al., 1998; Friesen et al., 2001; Nelson et al., 2003�, and the
greatest perceptual difficulties arise when the noise is also
speech �Qin and Oxenham, 2003; Stickney et al., 2004�.

One means of improving performance for speech in
noisy backgrounds is for the listener to perceptually identify,

group, and track acoustic segments belonging to the target
speech. Although it is not known for certain what role for-
mant transitions play in segregating speech sounds, it has
been suggested that gradual changes in the pattern of formant
peaks of either the target or masker �or both� might provide
cues for grouping and subsequently tracking sounds belong-
ing to one of the two talkers �Assmann, 1995; Bregman,
1990�. An alternative suggestion is that one or more of the
masker’s formants could move into a different frequency
range unoccupied by the frequency components of the target,
offering a temporal window in which portions of the target
speech might be glimpsed �Assmann, 1995�. It has also been
suggested that the pitch of the voice, specifically the f0 con-
tour, might allow listeners to improve their performance by
attending to the f0 of one voice while ignoring a competing
voice �Darwin and Hukin, 2000�.

The pitch of the voice can be conveyed by the temporal
envelope, however this cue provides a relatively weak repre-
sentation of pitch �Burns and Viemeister, 1976�. Green et al.
�2004� addressed this issue using a traditional cochlear im-
plant simulation, which transmitted amplitude modulations
from several frequency bands which modulate a white noise
carrier �Shannon et al., 1995�. They examined the separate
contributions of spectral and temporal cues to pitch by vary-
ing the number of bands �single band or four-band� and en-
velope cutoff frequencies �rates of 32 or 400 Hz�, respec-
tively. Subjects were asked to label a single glide �sawtooth
or dipthong� as “rising” or “falling” in pitch for f0’s of 146,
208, and 292 Hz. They noted that the simulation’s spectral
cues contributed very little to pitch perception and that the
weaker temporal envelope cues were useful only at lower

a�Portions of this work were presented at the Pan-American/Iberian Meeting
on Acoustics �2002� and the Conference on Auditory Implants and Pros-
theses �2003�.

b�Electronic mail: stickney@uci.edu
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pitches. This indicates that pitch information is not effec-
tively coded either by the envelope modulation or by a spec-
trally based distribution of temporal envelopes, and the
greatest detriment occurs at higher pitches approximating the
f0 of a female voice.

More recently, Green et al. �2004� modified the carrier
of the implant simulation to include the periodicity of the
input vowel. Compared to the traditional simulation, which
used a noise carrier, the carrier containing periodicity infor-
mation significantly improved pitch labeling. Lan et al.
�2004� conducted a similar study in which they modified a
traditional implant simulation to extract and include f0 for
voiced segments in addition to amplitude modulations to rep-
resent the temporal envelope. They found that normal-
hearing listeners presented with the novel algorithm could
more accurately identify the pitch patterns of four Chinese
tones than with the traditional simulation; performance also
improved for phrases and sentences. These results are en-
couraging and indicate that modulation of the carrier fre-
quency in addition to the temporal envelope could improve
speech recognition in cochlear implant users, and perhaps
also in noise.

In a study by Nie et al. �2005�, a traditional cochlear
implant simulation, containing amplitude modulations �AM�
of a sinusoidal carrier, was combined with an additional fre-
quency modulation cue �FM� to represent a slowed down
version of the original sound’s temporal fine structure. The
instantaneous frequency was slowed so that it may be more
applicable to cochlear implants. With electric stimulation, in-
creases in temporal pitch can be perceived with increases in
stimulation rate only up to 500–1000 Hz. Beyond this upper
limit, there is no perceived change in pitch �Chen and Zeng,
2004�. Therefore, the instantaneous frequency information,
coded by the FM rate, was restricted by passing it through a
low-pass filter with a cutoff frequency of 500 Hz. Nie et al.
demonstrated that the combined AM and FM cues provided
better representations of not only pitch information, but also
formant transitions. They also state that because of this,
higher levels of performance could be attained in tasks that
involve melody recognition, speaker identification, and
speech recognition with other competing talkers. In their
study, sentences were processed into a 2-, 4-, or 8-band AM
or AM+FM implant simulation and presented to normal-
hearing listeners at five target-to-masker levels �TMR�, with
the masker being a competing sentence. They showed that,
overall, the additional FM cue improved performance rela-
tive to AM only, and by as much as 71% for the 8-band
condition at a 5 dB TMR. They state that the additional FM
cue helps the listener better segregate the envelope of the
target separate from the masker �Nie et al., 2005; Zeng et al.,
2005�.

The following study extends the work of Nie et al. by
�1� further examining the benefits provided by the additional
FM cue and �2� investigating FM processing parameters
most critical for sentence recognition with a competing
talker. The first experiment directly compared the FM advan-
tage for sentences presented in quiet or with a competing
talker as a function of the number of bands from 1 to 32.
Aside from demonstrating a significant benefit provided by

the additional FM cue, it was hypothesized that the greatest
differences between AM and AM+FM processing would oc-
cur when the number of spectral bands was small and that
maximum performance would be observed for AM+FM pro-
cessing with far fewer bands than with AM-only processing.
Additionally, AM+FM processing, because it provides more
information for speech tracking �e.g., cues to pitch and for-
mant transitions�, was hypothesized to show a greater FM
advantage in noise than in quiet. The influence of FM pro-
cessing parameters on speech recognition with a competing
talker was examined in experiments 2–4. Experiment 2 ex-
amined sentence recognition as a function of FM depth for
bandwidths of 50 or 500 Hz at a fixed FM rate of 400 Hz.
Since formants can sweep over a wide range of frequencies,
much more than a range of 50 Hz, it was hypothesized that
performance would improve as the FM depth was increased
from 50 to 500 Hz since wider bandwidths would best cap-
ture the full formant transition. Experiment 3 examined the
effect of FM rate on sentence recognition performance by
comparing two rates �50 and 400 Hz� at a fixed FM depth of
500 Hz. Both normal-hearing and cochlear implant listeners
can perceive changes in frequency for rates of 300–500 Hz
and this frequency range is sufficient for coding the pitch of
both male and female voices �adults and children�. It was
hypothesized that FM rate could influence performance so
long as it captured the pitch of the voices used in the experi-
ment. In other words, performance would improve by in-
creasing the FM rate from 50 to 400 Hz. Last, in experiment
4, speech recognition performance was measured using hy-
brid AM and FM conditions in which the FM cue was sys-
tematically added to a subset of bands from low to high
frequency and vice versa. The parameters of interest were �1�
the number of AM+FM bands needed to reach a perfor-
mance plateau and �2� the frequency bands �high vs. low�
where AM+FM showed the greatest benefit. It was hypoth-
esized that FM information would provide the greatest ben-
efit when added to low-frequency bands since the range of
frequencies for these bands is more likely to be associated
with the low FM rate, which was limited to only 400 Hz in
this study. Furthermore, the most salient formant transitions
can be conveyed by only a subset of FM bands, therefore
performance should improve gradually as the number of FM
bands is increased, eventually reaching a plateau when the
formant pattern is adequately represented.

II. SIGNAL PROCESSING

Frequency modulation �FM� was used to code the in-
stantaneous frequency, or temporal fine structure of the
speech waveform, independently from its instantaneous am-
plitude. A diagram of this algorithm is shown in Fig. 1. The
sound is filtered into n narrow bands. Each of the narrow
bands is then subjected to an AM-extraction pathway and an
FM-extraction pathway. The AM pathway obtains the slowly
varying envelope, using full-wave rectification followed by a
low-pass cutoff filter which controls the amplitude modula-
tion rate. The FM pathway extracts the slowly varying fre-
quency modulation. This is obtained by first removing each
narrow band’s center frequency through phase-orthogonal
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demodulators as used in implementing phase vocoders
�Flanagan and Golden, 1966�. This is followed by low-pass
filtering to limit the FM depth and rate to relatively slowly
varying FM components that can be potentially perceived by
cochlear-implant users �Chen and Zeng, 2004�. The delay
between the two pathways is adjusted before combining the
AM and FM components into a subband signal. The subband
signal is then further bandpass filtered to remove frequency
components that are introduced by AM and FM but fall out-
side the original analysis filter’s bandwidth. Finally, the
band-passed signals are summed to form the synthesized sig-
nal that contains only slowly varying AM and FM compo-
nents around each analysis filter’s center frequency.

In this study, the sentence stimuli were first preempha-
sized with a high-pass, first-order Butterworth filter with a
cutoff frequency of 1.2 kHz. The sentences were then filtered
into narrow bands using fourth-order elliptic bandpass. The
AM and FM extraction was accomplished with fourth-order
Bessel filters. The overall processing bandwidth was 80–
8800 Hz. The AM cutoff filter was set to 500 Hz, while the
FM rate and depth were manipulated in accordance with the
aims of the specific experiment.

III. EXPERIMENT 1: SPEECH RECOGNITION WITH A
SINGLE COMPETING TALKER

A. Methods

1. Listeners

A total of 24 normal-hearing listeners participated in this
experiment. There were six subjects in each of four condi-
tions. All subjects were native English speakers with no re-
ported hearing loss. Subjects were recruited from the Univer-
sity of California, Irvine Social Science subject pool and
received course extra credit for their participation.

2. Test materials

Sixty IEEE sentences �Rothauser et al., 1969� were pre-
sented to the listeners, producing a total of ten sentences for
each of the six conditions. The sentences consisted of five
keywords, for a total of 50 stimuli per condition. Every sub-
ject received a different ordering of sentences for each con-
dition according to a digram-balanced design. The sentences
were spoken by a male talker �mean f0=108 Hz� either in
quiet or in the presence of a competing sentence, which was
spoken by a different talker of the same gender �mean f0

=136 Hz�. The f0 values were estimated with the TEMPO
program �Kawahara et al., 1999�. The competing sentence
was “Port is a strong wine with a smoky taste.” The target
and masker sentences had the same onset, but the masking
sentence was always longer in duration. No sentences were
repeated.

3. Signal processing

The sentences were filtered into 1 to 32 narrow bands. In
this experiment, the AM cutoff filter was set to 500 Hz. The
FM rate was set to 400 Hz and the FM depth was set to 500
Hz or the critical bandwidth, whichever was narrower.

4. Procedure

The stimuli were presented in a sound-attenuated cham-
ber monaurally through the right headphone. The target sen-
tence was presented at an average rms level of 65 dB SPL.
Prior to testing, subjects were asked to complete two practice
sessions. The first presented natural sentences in quiet. A
score of 85% or higher was required to continue with testing.
The second practice session was used to familiarize the lis-
tener with the testing condition to which they were assigned.
One group of 12 listeners heard the sentences in quiet and
the second group heard the sentences masked by the compet-
ing talker at a 10 dB TMR. For each of these two groups of
12 listeners, six heard AM-processed stimuli and the other
six heard the combined AM+FM stimuli. All subjects heard
each of the six band conditions: 1, 2, 4, 8, 16, or 32 bands.
Listeners were asked to type in the words of the target sen-
tence into the computer and to guess if unsure. Each key-
word was scored automatically with a MATLAB program.

B. Results

Figure 2 shows the results for AM and AM+FM speech
recognition in quiet �left panel� and at a 10 dB TMR �right
panel� as a function of the number of bands.1 A mixed design

FIG. 1. Diagram of the speech processing strategy which combines AM and
FM information. This speech processing strategy was used for the simula-
tions.

FIG. 2. Comparison of AM �filled circle, solid line� and AM+FM �unfilled
squares, dashed lines� speech recognition performance in quiet �left panel�
or with a competing talker at +10 dB TMR �right panel�. Speech recognition
performance in percent correct �y axis� is shown as a function of the number
of bands �x axis�. The error bars represent the standard error of the mean.
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ANOVA was performed, with the type of processing and
presence or absence of masking as between subject factors
and the number of bands as the repeated factor. The results
showed a main effect for the number of bands �F�2,50�
=441.20, p�0.001�, and Bonferroni-adjusted planned com-
parisons showed significant differences between all but the
16- and 32-band conditions. There was a strong effect for the
type of processing �F�1,20�=22.73, p�0.001�, with AM
+FM processing producing sentence recognition scores that
were on average 13% higher than AM-only scores. A signifi-
cant interaction was also found between the type of process-
ing and the number of bands �F�5,16�=5.03, p�0.01�. An
analysis with each band condition showed that higher perfor-
mance for AM+FM processing occurred in the 2-, 4-, 8-, and
16-band conditions but not in the 1- or 32-band conditions.
To investigate the improvement plateau with more bands for
each type of processing, separate ANOVAs were conducted
for AM and for AM+FM conditions followed by Bonferroni-
adjusted planned comparisons. The results showed that per-
formance with AM processing improved from 2 to 16 bands,
whereas AM+FM processing showed improved performance
from 1 to 8 bands. Because of ceiling and floor effects in
many of the band conditions, there were no significant main
effects or interactions for the type of masking �i.e., target
sentence presented in quiet or masked�. However, an inspec-
tion of Fig. 2 for the mid-band conditions �e.g., 8 and 16
bands� shows that there was a greater drop in performance
with the addition of noise with AM compared to AM+FM
processing. With 8 bands, performance dropped by 18% with
the addition of noise for AM processing, but there was no
difference in performance for AM+FM processing. Simi-
larly, with 16 bands, performance with AM processing
dropped by 10% with the addition of noise, whereas AM
+FM processing showed relatively little change in perfor-
mance.

IV. EXPERIMENT 2: EFFECT OF FM DEPTH

A. Methods

1. Listeners

A second group of 24 listeners were recruited from the
Social Science subject pool for experiment 2. All subjects
reported normal hearing and were native English speakers.

2. Test materials

The same target and masking sentences from experiment
1 were used. The target sentence was presented in quiet or
combined with the masking sentence at several target-to-
masker ratios: 20, 15, 10, 5, and 0 dB.

3. Signal processing

In this experiment, the stimuli were processed into 4 or 8
bands. The FM depth �i.e., bandwidth� was set to 50 or 500
Hz, or the critical bandwidth, whichever was narrower. The
FM rate �i.e., cutoff frequency� was fixed at 400 Hz.

4. Procedure

Four groups �2 band conditions�2 FM depths� of six
listeners each participated in the practice and test sessions.
Each group heard speech processed into 4 or 8 bands with an
FM depth of 50 or 500 Hz. All subjects heard the AM
+FM sentences in quiet and at five TMRs. All other proce-
dures were the same as experiment 1.

B. Results

Figure 3 shows speech recognition performance with a
competing talker as a function of FM depth and TMR for
sentences processed into 4 �left panel� or 8 bands �right
panel�. A mixed design ANOVA was performed with the
number of bands and FM depth as between-subjects factors
and the TMR condition as a within-subjects factor. There
was a main effect of the number of bands �F�1,20�
=96.07, p�0.001�, TMR �F�5,16�=75.86, p�0.001�, and
FM depth �F�1,20�=31.59, p�0.001�, and a significant in-
teraction between these three factors �F�5,16�=8.00, p
�0.01�. As expected, the 8-band condition produced higher
scores than the 4-band condition, and scores improved with
increasing TMRs. Of greater interest was the higher levels of
performance attained with the 500-Hz depth �65.1%� than
with the 50-Hz depth �42.5%�. The three-factor interaction
can be explained by greater differences between the two
depths at high TMRs with 4 bands and at low TMRs with 8
bands, an outcome due to floor and ceiling effects, respec-
tively.

V. EXPERIMENT 3: EFFECT OF FM RATE

A. Methods

1. Listeners

Twenty-four additional subjects participated in experi-
ment 3. All criteria and recruiting procedures were the same
as the previous experiments.

FIG. 3. The effects of FM depth on speech recognition performance �y axis�
as a function of the TMR condition �x axis�. Comparisons are made between
a 500-Hz �filled squares, solid line� and a 50-Hz depth �unfilled circles,
dashed line�. In experiment 2, the FM rate was fixed at 400 Hz. Separate
plots show the results for the 4- �left panel� and 8-band conditions �right
panel�.
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2. Test materials

Experiment 3 included the same sentence stimuli and
TMR conditions as experiment 2.

3. Signal processing

The only modification in experiment 3 from the previous
experiment was that the FM rate was set to 5 or 50 Hz, and
the FM depth was fixed at 500 Hz.

4. Procedure

Four groups �2 band conditions�2 FM rates� of six lis-
teners each participated in the practice and test sessions. All
other procedures and conditions were the same as experiment
2.

B. Results

For comparison, the data from the 500-Hz depth,
400-Hz rate �from experiment 2� was included in the analy-
sis. The results are shown in Fig. 4. A mixed design ANOVA
was performed with FM rate and number of bands as
between-subjects factors and TMR as the within-subjects
factor. There was a main effect of TMR �F�5,26�
=45.91, p�0.001�, number of bands �F�1,30�=275.52, p
�0.001�, and FM rate �F�2,30�=22.94, p�0.001�. There
was also a significant interaction among these three factors
�F�10,52�=2.08, p�0.05� and a significant interaction be-
tween the number of bands and FM rate �F�2,30�=3.76, p
�0.05�. A simple effects analysis of each band condition
showed that, with 4 bands, the 400-Hz rate produced higher
performance than either the 50- or 5-Hz rates �Scheffé pos-
thoc: p�0.01�. In contrast, the 50-Hz and 400-Hz rate con-
ditions produced equivalent performance in the 8-band con-
dition, and both produced significantly higher performance
than the 5-Hz rate �Scheffé posthoc: p�0.05�.

VI. EXPERIMENT 4: EFFECTS OF THE LOCATION
AND NUMBER OF FM BANDS

A. Methods

1. Listeners

Twenty-two additional subjects were recruited from the
UCI Social Science subject pool.

2. Test materials

The target sentences were taken from the same corpus of
IEEE sentences and the same masking sentence and talker
were used from the previous experiments. Because of the
large number of conditions, a new group of sentences were
processed in addition to those used in the previous experi-
ments. To reduce the number of conditions and avoid ceiling
and floor effects, the masker sentence was combined with the
target sentence at a 10 dB TMR for the 8-band group and at
a 20 dB TMR for the 4-band group. Based on the results
from experiment 1 and a pilot study, these TMRs avoid ceil-
ing and floor effects for the 8- and 4-band conditions, respec-
tively.

3. Procedure and signal processing

Two groups of twenty-two listeners �7 for the 4-band
group and 15 for the 8-band group� participated in a practice
and test session. The number of subjects varied in the two
band groups because of the use of a digram-balanced Latin
square design which uses the same number of subjects as
conditions so that all conditions are received in a different
order for each subject.

For the 4-band group, there were five conditions where
FM information was added to a subset of the total number of
bands: �1� AM+FM was on band 4 only; �2� bands 4, 3, and
2, hereafter referred to as 4–2; �3� band 1 only; �4� bands 1
and 2, hereafter referred to as 1–2; or �5� all 4 bands, here-
after referred to as 1–4. Remaining bands, if any, contained
only AM. The higher the band number, the higher the fre-
quencies coded within that band. The FM rate and depth
were 400 and 500 Hz, respectively. In two additional condi-
tions, performance was compared for all-AM-bands using
either a noise carrier or sinusoidal carrier. This resulted in
seven conditions total for the 4-band group.

For the 8-band group, AM+FM was on band 8 only,
8–7, 8–6, 8–5, 8–4, 8–2, 1 only, 1–2, 1–3, 1–4, 1–5, 1–6, or
1–8, with remaining bands consisting of AM information
only. An all-AM-band comparison was also included using a
noise or sinusoidal carrier, producing a total of 15 conditions
for the 8-band group. All other procedures were the same as
the previous experiments.

B. Results

Results for the 4-band data are shown in Fig. 5, with
filled bars representing the all-AM condition �which used a
sinusoidal or noise carrier�, unfilled bars representing condi-
tions where the FM information ranged from low- to high-
frequency bands, and hatched bars representing conditions

FIG. 4. The effects of FM rate on speech recognition performance �y axis�
as a function of the TMR condition �x axis�. Results are shown for the three
rate conditions: 400 Hz �filled squares, solid line�, 50 Hz �unfilled circles,
dashed line�, and 5 Hz �unfilled triangles, solid line�. The FM depth was
fixed at 500 Hz. Note that the data for the 400 Hz condition were replotted
from experiment 2 �Fig. 2�. Separate plots show the results for the 4- �left
panel� and 8-band conditions �right panel�.
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where the FM information ranged from high- to low-
frequency bands. Similar labeling was used for the 8-band
data shown in Fig. 6.

The first analysis examined whether a subset of AM
+FM bands could reach levels of performance attained with
AM+FM information on all bands. This question was ad-
dressed for AM+FM information on the lower frequency
bands �“FM low”� and also for AM+FM information on the
higher frequency bands �“FM high”�. Separate repeated mea-
sures ANOVAs were performed for the 4- and 8-band condi-
tions and these were divided into separate ANOVAs for the

“FM low” and “FM high” conditions, resulting in four ANO-
VAs total. The results did indeed demonstrate that only a
subset of AM+FM bands was needed to obtain similar per-
formance to the all-band AM+FM condition. For the 4-band
“FM high” analysis, Bonferroni adjusted planned compari-
sons showed that although there was a significant improve-
ment from AM+FM on band 4 only to AM+FM on all
bands �F�1,6�=68.92, p�0.001� , AM+FM on bands 4–2
was not significantly different from having AM+FM on all 4
bands �p=0.29�. In other words, AM+FM information on
the 3 upper bands produced similar levels of performance as
the AM+FM all-band condition. Likewise, for the 4-band
“FM low” analysis, planned comparisons resulted in signifi-
cant differences between the all-band compared to the band-
1-only AM+FM condition �F�1,6�=11.88, p�0.02�, but not
with the band 1-2 condition �p=0.36�. In this case, AM
+FM information on only the lowest 2 bands was needed for
performance to reach levels found for the all-band condition.

A similar analysis was performed for the 8-band group.
For the 8-band “FM high” analysis, Bonferroni-adjusted
planned comparisons showed that AM+FM information on
at least 5 of the upper frequency bands produced similar
performance as having all 8 AM+FM bands �p�0.008�. For
the 8-band “FM low” analysis, AM+FM information on
only the lowest 3 AM+FM bands was sufficient to produce
performance levels that were similar to the all-band condi-
tion �p�0.008�.

The results discussed above indicate that fewer AM
+FM bands were required to reach a plateau in performance
when FM information was added to low- than to high-
frequency bands. To examine this in more detail, direct com-
parisons were made between FM on high vs. low bands for
conditions sharing the same number of bands. In the 4-band
condition, performance with FM information only in the
lowest band produced significantly higher scores �48.3%
compared to 33.4%� compared to FM information only in the
highest band �paired t test: p�0.01�. In the 8-band condi-
tion, similar single condition comparisons �i.e., bands 1–2 vs.
8–7� failed to reach significance. However, a comparison of
the five “FM high” vs. “FM low” conditions with the same
number of bands �repeated measures ANOVA with FM re-
gion and band combination as factors� demonstrated higher
scores �80.2%� with low-frequency FM bands compared to
high-frequency FM bands �74.5%� �F�1,14�=12.95,
p�0.01�.

In the final analysis, performance levels were compared
for AM stimuli using sinusoidal or noise carriers. Significant
differences were found between sinusoidal and noise carriers
with 8 AM-only bands �paired t test: p�0.001�, but not with
4 bands. In the 8-band condition, performance with sinu-
soidal carriers was significantly higher �by 30%� than with a
noise carrier. The lower performance with the noise carrier
can be attributed to the introduction of frequency modulation
artifacts brought about by filtering the signal into narrow
bands. The 4-band condition was more resistant to potential
artifacts because of its broader bandwidth. This outcome is
described in more detail in Sec. VII.

FIG. 5. Results from a 4-band hybrid AM and FM simulation. The y axis
shows the conditions, with numbers representing the frequency band�s� con-
taining FM information. Unfilled bars represent conditions with FM infor-
mation added from low to high frequency bands. Hatched bars represent
conditions with FM information added from high- to low-frequency bands.
The left-most, dark vertical bars show results for the all-AM band condition
comparing noise and sinusoidal carriers. Asterisks identify significant differ-
ences between conditions.

FIG. 6. Results from an 8-band hybrid AM and FM simulation. The y axis
shows the conditions, with numbers representing the frequency band�s� con-
taining FM information. Unfilled bars represent conditions with FM infor-
mation added from low- to high-frequency bands. Hatched bars represent
conditions with FM information added from high- to low-frequency bands.
The left-most, dark vertical bars show results for the all-AM band condition
comparing noise and sinusoidal carriers. Asterisks identify significant differ-
ences between conditions.
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VII. DISCUSSION

A. Roles of AM and FM in speech recognition

To compensate for the reduced spectral resolution in co-
chlear implants, an alternative and complementary code for
transmitting frequency information was proposed, namely,
frequency modulation. The AM+FM processing signifi-
cantly improved performance relative to AM processing in
all but the two most extreme band conditions: with 1 band,
speech recognition performance with either type of process-
ing was not intelligible, and with 32 bands, speech recogni-
tion performance was producing scores that were close or
equal to 100%. Because cochlear implant users receive at
most eight effective information bands �Friesen et al., 2001�,
the additional information provided by AM+FM processing
would be of great benefit when listening to speech in realistic
listening environments. A consistent finding in each of the
experiments was the improvement in speech recognition
scores with more spectral bands. This was true regardless of
the type of processing �e.g., AM vs. AM+FM, rate, depth�,
acknowledging that although alternative processing tech-
niques may improve the performance of cochlear implant
users when listening to speech in the presence of a compet-
ing talker, further benefit can be achieved by increasing the
number of effective spectral bands. From experiment 1, the
results showed that performance improved up to 16 bands
with AM processing. Performance also improved by adding
more bands with AM�FM processing, however performance
with AM�FM processing reached maximum performance
levels with fewer bands �8 bands� compared to AM process-
ing.

B. Effects of FM depth and rate

A further examination of the effects of AM+FM pro-
cessing on speech recognition performance revealed sensitiv-
ity to the FM depth �experiment 2� and FM rate �experiment
3�. Specifically, when the depth was increased from 50 to
500 Hz, higher scores were observed in both the 4- and
8-band conditions. The spectral cues available with FM
depths of 50 and 500 Hz are demonstrated in Fig. 7. In this
figure, 4- and 8-band spectra of the phrase “The girl at” are
shown. A comparison of the 50-Hz depth �left panels� and

500-Hz depth conditions �right panels� demonstrates that for-
mant movement is most accurately represented with the
greater FM depth �i.e., larger bandwidth�. For the phrase
shown in the figure, this is particularly noticeable between
approximately 0.4 and 0.6 s. With increasing depth, there is a
greater range of frequencies per band to capture the formant
transition, potentially allowing the listener to better track the
target sentence.

In experiment 3, a comparison of FM rates showed
higher performance with higher rates. However, unlike FM
depth, the rate that provided the most benefit varied depend-
ing on the number of bands. The 8-band condition resulted in
similarly high levels of performance with an FM rate of 400
and 50 Hz. In contrast, with 4 bands, the 50-Hz rate pro-
duced significantly poorer performance than with 400 Hz.
These results indicate that there is a tradeoff between FM
rate and the number of bands. To clarify these results, Fig. 8
shows the f0 contour of natural and processed speech for the
vowel /u/ at each of the two FM rates. As can be seen in the
figure, the f0 contour is more adequately represented with
the higher rate. The figure also demonstrates that if the num-
ber of bands is large enough to provide the spectral detail,
then increasing the FM rate above 50 Hz will contribute
little, if at all. On the other hand, more spectral smearing
occurs as the number of bands is decreased and, conse-
quently, higher FM rates can provide the listener with f0
information not readily available from the 4-band envelopes.
In such cases, the listener could take advantage of the FM
rate to follow the f0 contour of one or both talkers, and since
the f0 of most talkers is at least 100 Hz, the higher rate
would allow for better performance.

The FM rates and depths used in the present study can
be perceived by users of cochlear implants. In a study by
Chen and Zeng �2004�, three adults with the Nucleus-22 co-
chlear implant and three normal-hearing listeners were pre-
sented with three types of frequency modulation: an upward
sweep, a downward sweep, and a sinusoidal frequency
modulation. They demonstrated that although the frequency
difference limen increased with increases in the standard fre-
quency in cochlear implant subjects, their difference limens
were comparable to the normal-hearing listeners at low stan-
dard frequencies ��1000 Hz� and low sinusoid modulation

FIG. 7. Spectrogram of the phrase �“The girl at”� for
the 4-band �top panels� and 8-band conditions �bottom
panels� with an FM depth �i.e., bandwidth� of 50 �left�
and 500 Hz �right�. The FM rate was 400 Hz. The spec-
trum is shown from 0 to 3 kHz, however the original
bandwidth was 8.8 kHz.
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rates ��320 Hz�. Beyond this, discrimination performance
decreased monotonically. Their results suggest that cochlear
implant users could have access to the FM information of-
fered in the present study, i.e., 400 Hz FM rate and 500 Hz
FM depth.

C. Effects of the number and distribution of FM
bands

Experiment 4 demonstrated that only half of the bands
required AM+FM information to reach similar levels of per-
formance as the all-band AM+FM condition. This would
correspond to a cutoff frequency of 1318 Hz for both the 4-
and 8-band conditions. Providing FM information in this fre-
quency range would allow for a better representation of key
formants F1 and F2 known to be crucial for the identification
of most speech sounds.

Experiment 4 also demonstrated that FM information
provides greater benefit in low- than high-frequency bands.
The low-frequency FM likely provided pitch information
that could be used to segregate the two competing voices.
This finding is not surprising since temporal fine structure,
which is coded by FM, is critical for pitch perception �Smith
et al., 2002; Zeng et al., 2004�. In support of this, there are
several recent studies showing that cochlear implant users
benefit greatly from low-frequency, residual acoustic hearing
when listening to speech in the presence of other speech
sounds. This has been demonstrated both in cochlear implant
listeners who combine an implant with a hearing aid on the
non-implanted ear �Kong et al., 2005� as well as cochlear
implant users who have received a short electrode cochlear
implant �Turner et al., 2004�. In sum, the results from experi-
ment 4 are consistent with those from the bandwidth and rate
experiments, and highlight the acoustic features coded by the
additional FM cue and their potential role in improving
speech perception with a competing talker.

D. Effects of the AM carrier

The comparison of carrier frequencies for the all-AM
conditions revealed higher performance for sinusoidal than
noise carriers, but only when the number of bands was in-
creased from 4 to 8. The better performance with sinusoidal

than noise carriers was likely due to additional envelope
fluctuations present in the narrow-band noise carriers. To
demonstrate this point, Fig. 9 compares the highest- and
lowest-band waveforms of the sentence “The girl at the
booth sold fifty bonds” possessing either a sinusoidal or
noise carrier, or left unprocessed. As can be seen in the
“Lowest Band” panels of the figure, the unprocessed wave-
form �top panel� is more accurately replicated with the sinu-
soidal carrier �bottom panels of each band condition� than
with the noise carrier �middle panels of each band condi-

FIG. 8. The F0 contours of the vowel /u/ for the natural,
unprocessed condition �top, left panel�. Separate F0
contours are shown for the 4-band �left panels� and
8-band conditions �right panels� with FM rates of 50
�middle panels� and 400 Hz �bottom panels�.

FIG. 9. Waveforms of a single-frequency band from the sentence “The girl
at the booth sold fifty bonds” for the natural, unprocessed condition or the
AM-only processed speech having either a sinusoidal or noise carrier. The
upper three rows show waveforms from a single band in the 4-band condi-
tion �natural condition shown in the top panels and AM-processed in the
middle and lower panels�. Likewise, the lower three rows show waveforms
for a single band in the 8-band condition �natural condition shown in the top
panels and AM-processed in the middle and lower panels�. The lowest band
waveforms �band 1� are shown in the left column and the highest band
waveforms �band 4 or 8� are shown in the right column.
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tion�. The noise carrier introduces additional spikes to the
waveform �amplitude modulations�. Thus, the reason that
sinusoidal carriers outperformed noise carriers with 8 bands,
but not with 4, can be explained by the greater amplitude
modulation associated with narrower bandwidths when the
number of bands was increased. Sinusoidal and noise carriers
will therefore produce different levels of performance for
stimuli processed into the midrange �e.g., approximately
8–16 bands�, but not at the extremes. For this reason, previ-
ous studies using a noise carrier for an 8–16-band simulation
might have underestimated performance due to modulations
introduced during stimulus processing.

VIII. CONCLUSIONS

�i� These results underscore the importance of FM in
speech recognition under realistic listening situations,
particularly when the competing sound is speech.
However, FM may have its greatest role when speech
is severely impoverished, as it is with cochlear im-
plants.

�ii� Formant transitions and voice pitch can be useful for
segregating competing speech sounds. However, these
cues are not adequately coded in current cochlear im-
plant speech processing algorithms. The addition of
FM could potentially provide these cues.

�iii� Low-frequency FM information contributes more to
speech perception with a competing talker than high-
frequency FM. This finding suggests that listeners
may rely more on low-frequency temporal fine struc-
ture cues to segregate the target from the masking
voice.

�iv� The slowly varying FM cue can be readily extracted
from the temporal fine structure and may enhance co-
chlear implant performance.
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Despite the insights obtained from click responses, the effects of medial-olivocochlear �MOC�
efferents on click responses from single-auditory-nerve �AN� fibers have not been reported. We
recorded responses of cat single AN fibers to randomized click level series with and without
electrical stimulation of MOC efferents. MOC stimulation inhibited �1� the whole response at low
sound levels, �2� the decaying part of the response at all sound levels, and �3� the first peak of the
response at moderate to high sound levels. The first two effects were expected from previous reports
using tones and are consistent with a MOC-induced reduction of cochlear amplification. The
inhibition of the AN first peak, which was strongest in the apex and middle of the cochlea, was
unexpected because the first peak of the classic basilar-membrane �BM� traveling wave receives
little or no amplification. In the cochlear base, the click data were ambiguous, but tone data showed
particularly short group delays in the tail-frequency region that is strongly inhibited by MOC
efferents. Overall, the data support the hypothesis that there is a motion that bends inner-hair-cell
stereocilia and can be inhibited by MOC efferents, a motion that is present through most, or all, of
the cochlea and for which there is no counterpart in the classic BM traveling wave. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2017899�

PACS number�s�: 43.64.Kc, 43.64.Pg, 43.64.Nf �BLM� Pages: 2421–2433

I. INTRODUCTION

For many decades, excitation of auditory-nerve �AN� fi-
bers in the mammalian cochlea has been thought to be due
solely to motion produced by the basilar membrane �BM�
traveling wave �Békésy, 1960�. In the classic view, the trav-
eling wave drives the motion throughout the organ of Corti,
including bending inner hair cell �IHC� stereocilia, thereby
exciting AN fibers �Patuzzi, 1996�. The traveling wave is
thought to be amplified by outer hair cells �OHCs�, mecha-
noreceptor cells endowed with sound-frequency somatic mo-
tility produced by the motor protein prestin �Brownell et al.,

1985; Zheng et al., 2002; Liberman et al., 2002�, and/or with
stereocilia motility, as suggested by stereocilia negative stiff-
ness �Kennedy et al., 2005�.

Conceptions of the classic traveling wave are based pri-
marily on BM measurements from the basal turn of the co-
chlea but are typically assumed to hold throughout the co-
chlea, or at least in regions where AN click-response “glides”
go upward �characteristic frequencies �CFs��1 kHz�. The
classic BM traveling wave is frequency dispersive such that
at each place, low-frequency energy arrives before high-
frequency energy �Shera, 2001�. Consistent with this, in BM
responses to clicks in the basal turn of the cochlea, the fre-
quency content starts below the local CF and increases to CF,
i.e., it shows an upward “glide” �de Boer and Nuttall, 1997;
Shera 2001�. In contrast, in the apex, glides go in the oppo-
site, nonclassic direction �Carney et al., 1999; Lin and
Guinan 2000; 2004�. In the classic traveling wave, an impor-
tant consequence of the low-frequency energy arriving first is
that the click-response first peak is from energy that is below
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the local CF and receives little or no amplification. This as-
pect of the classic traveling wave is consistent with basal-
turn BM motion, which shows a click-response first peak
that has almost linear growth and that changes little after
death �Robles et al., 1976; Ruggero et al., 1992; Recio et al.,
1998; Recio and Rhode, 2000�.

BM motion is modulated by medial olivocochlear
�MOC� efferents, nerve fibers that originate in the brainstem
and synapse on OHCs �Guinan, 1996�. Activation of MOC
fibers decreases BM motion in response to low-level tones,
presumably by decreasing the gain of the cochlear amplifier
�Murugasu and Russell 1996; Russell and Murugasu 1997;
Dolan et al., 1997; Cooper and Guinan, 2003�. The role of
MOC efferents in hearing is not fully understood, but it is
thought that MOC efferents reduce damage due to intense
sounds and reduce the masking of transient sounds by back-
ground sounds, among other things �Guinan, 1996�.

Since MOC efferents synapse directly on OHCs, they
provide a way to reversibly change OHC properties without
opening or damaging the cochlea. Extending previous work
on AN responses to clicks �Lin and Guinan, 2000, 2004�, we
studied the effects of MOC efferents on click responses of
single AN fibers. We report here the unexpected finding that
MOC efferents inhibit the click-response first peak of AN
fibers throughout much of the cochlea. This first-peak inhi-
bition cannot be explained with the common view that mo-
tion throughout the cochlea is produced solely by a traveling
wave that mimics BM motion in the cochlear base, because
the first peak of BM motion receives little or no amplifica-
tion and is little changed by MOC stimulation �Guinan and
Cooper, 2005�. Thus, MOC inhibition of the AN first peak
indicates that this peak is due to motion separate from the
classic traveling wave, and that this motion is strongly influ-
enced, perhaps produced, by OHCs.

Our analysis of MOC effects on the first peak of the AN
click response did not produce a clear result for fibers with
CFs�10 kHz so we pursued this issue in a second set of
experiments using low-frequency tones. The rational for
these additional experiments is developed in a second Intro-
duction �Sec. IV�, and the results are presented in �Sec. V�.
Methods for both experiments are presented in Sec. II �Meth-
ods�.

II. METHODS

We stimulated MOC efferents electrically in the brain-
stems of anesthetized cats, and monitored cochlear output by
recording spikes from single AN fibers, as schematized in
Fig. 1. Treatment of experimental animals was in accordance

with protocols approved by the Committee on Animal Care
at the Massachusetts Eye and Ear Infirmary.

A. Animal preparation and MOC stimulation

The surgical preparation, methods for single-fiber re-
cording and the paradigms for MOC stimulation and click
presentation were based on previously published methods
�Guinan and Stankovic, 1996; Lin and Guinan, 2000�. Adult
cats were anesthetized with diallyl barbiturate in urethane.
The floor of the fourth ventricle and the AN were exposed
dorsally. AN fibers were monitored with pipette electrodes
and only recordings with an accurate spike timing were used.
AN compound action potentials �CAPs� were monitored with
an electrode near the round window, and an automated tone-
pip audiogram determined the sound levels for CAP thresh-
olds �10 �V� at frequencies 1–32 kHz. Data were used only
when CAP thresholds were in the normal range.

MOC fibers were stimulated with a bipolar electrode
along the midline of the floor of the fourth ventricle using
trains of shocks lasting 0.6–1.1 s, with 200 shocks/s at lev-
els that evoked little or no visible animal movement. Shock
pulses were monophasic or diphasic ��300 �s per phase�
and were shaped to reduce high frequencies that could pro-
duce electrical artifacts on the microelectrode. Such shocks
excite medial but not lateral efferent �LOC� fibers �Gifford
and Guinan, 1987; Stankovic and Guinan, 1999�. In some
cats middle-ear-muscle �MEM� tendons were cut to prevent
the shocks from affecting middle-ear transmission. In other
cats, we avoided exciting MEMs by adjusting electrode con-
figuration, placement, and shock level. We determined when
there were MEM contractions from measurements of ear-
canal sound pressure using a low-frequency probe tone �typi-
cally 500 Hz, 50 dB SPL�. This test was made selective for
middle-ear impedance changes by suppressing the stimulus-
frequency otoacoustic emission �SFOAE� from the probe
tone with a second tone that was �100 Hz lower in fre-
quency and 20 dB more intense.

B. Clicks

Clicks were generated by rectangular electrical pulses to
a condenser earphone �Bruel & Kjaer 4145� in a closed
acoustic assembly �Lin and Guinan, 2000�. Although con-
denser earphones are nonlinear, they have the important ad-
vantage of producing less ringing than most earphone types.
To compensate for the nonlinear, square-law characteristic of
the earphone, the electrical output was adjusted in amplitude
so that rarefaction and condensation clicks were equivalent
in peak acoustic level and had almost identical spectra �they
were within 1 dB at all frequencies of interest�. For fibers
with CFs�7 kHz and some fibers with higher CFs, we used
90 or 100 �s pulses. These relatively long-duration click
pulses were chosen to provide as much low-frequency en-
ergy as possible without causing acoustic trauma �Lin and
Guinan, 2000� but have the disadvantage of nulls in their
acoustic spectra at multiples of 11.1 or 10 kHz. For animals
in which high-CF fibers were targeted, spectral nulls near
fiber CF were avoided by using 50 �s clicks for CFs 7–15
kHz, 24 �s clicks for CFs 15–30 kHz, and 14 �s clicks for

FIG. 1. A diagram of the experimental setup. AN: auditory nerve; IHC:
inner hair cell; MOC: medial olivocochlear efferent nerve; OHC: outer hair
cell; RL: reticular lamina; TM: tectorial membrane.
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CFs�30 kHz. Trains of clicks were presented with the in-
terval between clicks typically 15–30 ms for CFs�7 kHz, 8
ms for CFs 7–15 kHz, and 5 ms for CFs�15 kHz. These
rates were chosen to be as high as possible while providing
enough time for each response to finish before the next click.
The use of high-rate clicks produced strong adaptation,
which was necessary to lower the overall probability of
spikes. Without adaptation, high-level clicks evoke spikes
with near unity probability early in each click response,
which makes it impossible to calculate recovered probability
histograms �Lin and Guinan, 2000�. In early experiments,
each click level series had a constant polarity �condensation
or rarefaction� and a run with one polarity was followed by a
run with the other polarity. In later experiments alternating
polarity clicks were used in each run. Similar results were
found with both methods. The click level is expressed as
peak-equivalent sound pressure �pSPL� computed as in Lin
and Guinan �2000� from calibrations done on each animal
and each click duration. A click level series had 6–18 levels
�typically 11� ranging downward from the highest level the
acoustic system produced �typically 110 dB for 50–100 �s
clicks; less for shorter clicks�. In each level series, the level
steps were normally 6 dB at high levels where click re-
sponses often changed rapidly with level, and 10–12 dB at
lower sound levels.

C. Stimulus paradigm

On each AN fiber, we obtained a tuning curve �from
which CF was determined� and one or more click-level-
series runs with and without MOC stimulation. A click-level-
series run consisted of a series of same-duration trials that
were long enough �3–4 s� for a fixed burst of MOC shocks to
produce an MOC effect, and for the MOC effect to recover
before the next trial. On each trial, clicks were presented at a
fixed sound level and fixed repetition rate, but the sound
level was randomized across trials. Two basic paradigms
were used. In the first �Fig. 2�a��, both the click level and the
presence/absence of shocks were randomized across levels,
and “with MOC stimulation,” versus “without MOC stimu-
lation,” comparisons were done using data from the same
time period in each trial. In the second paradigm �Fig. 2�b��,
MOC stimulation was presented on every trial, and “with
MOC stimulation” versus “without MOC stimulation” com-
parisons were done using data from a time window during
the shocks versus a time window more than 1 s after any
shocks. No differences were noted between results from
these two methods.

On a fiber that was contacted sufficiently long, multiple
runs were obtained, each with a different randomization of
click levels, and �when applicable� shock presence. The re-
sults from runs with identical parameters were combined.

D. Data analysis

From the spike and click times at each level, we calcu-
lated peristimulus-time �PST� histograms, recovered-
probability PST �rpPST� histograms, and compound rpPST
histograms. A rpPST histogram shows the probability that a
spike will occur in a time bin at a given latency, using only

time bins �and spikes� at least P seconds after a previous
spike. This computation reduces the distortion of the PSTs
caused by fiber refractoriness and fast adaptation �Gray,
1967�. We used a P of 3 ms that appeared to maximize the
number of spikes while preserving the rpPST shapes shown
by recovered histograms with longer P’s. For Fig. 3, we
formed compound rpPST histograms from the rpPSTs by
combining rarefaction-click rpPSTs plotted upward with
condensation-click rpPSTs plotted downward. Since indi-
vidual rpPSTs resemble rectified versions of stereocilia mo-
tion and IHC receptor potentials, compound rpPST histo-
grams, which combine data from both odd and even half
cycles of the response, provide a better estimate of the over-
all waveform of these variables �Pfeiffer and Kim, 1972; Lin
and Guinan, 2000�.

To quantify MOC effects, we segmented the click re-
sponses into first and second peaks. For each fiber, bound-
aries were chosen by hand with rarefaction and condensation
click responses done separately, and each boundary applying
to responses at all levels. For fibers of all CFs, a boundary
was chosen just before the onset of the first peak �at any
level�. For fibers in which separate peaks could be distin-
guished �CFs�4 kHz, sometimes up to 6 kHz�, boundaries
were chosen at the valleys between peaks 1–3. Normally the
boundary line at one click polarity was at the response peak
of the other click polarity. For CFs�4–6 kHz, where sepa-
rate peaks at 1 /CF intervals could not be distinguished, we
tried two methods for setting boundaries. In high-CF fibers, a
distinguishable initial peak can often be seen that corre-
sponds to the “offset-peaks” response �Lin and Guinan,

FIG. 2. The timing of clicks, shocks, and response windows for a single trial
of paradigms 1 and 2. A: Across the trials of a paradigm 1 run, both click
level and the presence/absence of the shock train were randomized; the
response was always measured in the same time window which was either
“with shocks” or “without shocks” depending on the shock randomization of
the trial. B, across the trials of a paradigm 2 run, click level was randomized
and shocks were always present; “with shocks” and “no shocks” measure-
ments were obtained each trial from separate windows, as indicated. In both
paradigms, response histograms for a trial were formed from all of the
same-polarity click responses within the measurement window. With para-
digm 1, a run with one click polarity was always followed by a run with the
other click polarity, whereas paradigm 2 used alternating polarity clicks so
one run provided responses from clicks of both polarities.
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2000� in which high-level clicks elicit early peaks with dif-
ferent latencies for rarefaction and condensation clicks. The
first method attempted to use this peak, with the second peak
assumed to be equal in duration to the first. However, this
first peak could be clearly distinguished only on a minority
of fibers, and we saw no consistent pattern of MOC effects
using this method. The second method, which was used in
making Fig. 6, placed the boundaries that marked the sup-
posed end of the first and second “peaks” so that each peak
lasted a fixed time and there was no gap between the peaks.
The fixed time �which was the same for all fibers� was varied
from 0.1–1 ms in trial analyses of the data. After determining
the peak boundaries, the amplitude of each peak was taken to
be the average spike rate within its time window. Finally,
data were used only from fibers for which the recovered-
probability firing rate exceeded 1.5 spikes/ms at least at one
click level. This criterion mainly removed fibers with low
spontaneous rates and some with medium spontaneous rates,
and was done because these fibers showed few, if any, short-
latency spikes so that the time of the first peak was uncertain.

E. Group delays

Group delays at frequencies in the low-frequency “tail”
of high-CF tuning curves were obtained from measurements
of tone-response phase versus frequency functions on AN
fibers in two cats. These measurements used tone bursts that
were swept in frequency at a fixed level �80–85 dB SPL�
with tone-burst parameters and phase measuring techniques
as in Stankovic and Guinan �2000�. Briefly, the phase was

determined from period histograms of the spikes relative to
the zero crossings of the tone waveform, and data were only
used if the standard error of the phase, �SE, was ��SE�
� =30°. Group delays were calculated from the phase gradi-
ent across two to four points �two to three at the edges and
four in the center of the frequency functions�.

III. RESULTS A: MOC EFFECTS ON CLICK
RESPONSES

The stimulation of MOC efferents produced effects on
auditory-nerve responses to clicks that depended on the click
level and time after the start of the response. Typical MOC
effects for AN fibers with low, medium, and high CFs are
shown in Fig. 3. This figure shows compound rpPST histo-
grams of responses with and without MOC stimulation from
selected levels of the click-level series. The pattern of MOC
effects can be seen in Fig. 3 but requires detailed compari-
sons across peaks and sound levels, so we developed an
easier way to visualize such data, as illustrated in Fig. 4. This
figure shows rpPST histograms of all of the click responses
that were obtained as a function of level without and with
MOC stimulation �columns A and B�, and the difference, the
MOC-induced change in the response, in column C. Data
from rarefaction clicks �top� and condensation clicks �bot-
tom� are shown separately in Figs. 4�a�–4�c�. The MOC-
induced changes, with rarefaction and condensation changes
added together, are shown in D, in rpPST format at left, and
as a color-coded plot of the same data at right. The color plot
provides a presentation of the MOC-induced changes that is

FIG. 3. Examples of the effects of MOC stimulation on AN responses to clicks from fibers with low, medium, and high CFs. Compound rpPST histograms
from three AN fibers showing responses to clicks at selected sound levels, with �red� and without �black� MOC stimulation. “P1” indicates the first peak.
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both easy to see and much more compact. Color plots from 9
fibers with CFs from 0.44 to 19.6 kHz are shown in Fig. 5,
which illustrates the patterns of MOC effects found across a
wide range of CFs.

Figures 3–5 show that in the responses of auditory-nerve
fibers to clicks, activation of MOC efferents produced �1� the
inhibition of all peaks at low sound levels, �2� the inhibition
in the decaying part of the response at all sound levels, and
�3� the inhibition of the first peak of the response at moderate
to high sound levels. MOC inhibition of AN click responses
at low levels and at the end of the ringing is what is expected
from previous reports that MOC stimulation inhibits tone
responses at low sound levels and broadens most tuning
curves �Guinan and Gifford, 1988; reviewed by Guinan,
1996�. Broadening of tuning curves corresponds, in click re-
sponses, to a reduction in the duration of ringing, which is
seen in Figs. 3–5 as an inhibition in the decaying parts of the
responses.

A. First-peak inhibition

The new finding is that the first peaks of AN click re-
sponses were strongly inhibited by MOC stimulation, at least
for fibers with CFs�4 kHz. For fibers with CFs�4 kHz,
individual peaks can be readily discerned in the rpPST his-
tograms. Presumably, these peaks are due to the click-
response half-cycles that are excitatory at IHC stereocilia.
Inhibition of the first peak can be seen in Figs. 3, 4�a�–4�b�
�the peak labeled P1� and in the color plots of Figs. 4�d� and
5 �the initial blue/purple at moderate to high sound levels�.
Note that by “first peak” we mean the peak with the shortest
latency across all sound levels; the earliest peak that can be
seen at low sound levels is not the “first peak.” This defini-

tion of the “first peak” was chosen so that the AN first peak
would be as comparable as possible to the first peak of BM
click responses �also defined as the first peak seen at any
sound level�. Presumably the “first peak” is not seen in AN
responses at low sound levels because the corresponding me-
chanical motion is below threshold for evoking an AN re-
sponse. Above 100 dB pSPL, some responses showed a re-
versal of the polarity that produced the first peak �Lin and
Guinan, 2000�. In these cases, there was inhibition of the first
peak at levels below the reversal, but little MOC effect at
levels above the reversal.1

We quantified the inhibition of the AN first peak by
counting spikes in the click-response peaks with and without
MOC stimulation for sound levels 75–100 dB pSPL. Quan-
tification was straightforward for fibers with CFs�4 kHz,
where individual peaks could be discerned easily. The results
�Fig. 6, left half of each panel� show that for CFs�4 kHz,
the rarefaction first peak is consistently inhibited and the
condensation first peak is often inhibited, whereas the second
peaks from both condensation and rarefaction, on average,
show little change from MOC stimulation. The MOC-
induced change for the rarefaction first peak was signifi-
cantly stronger than the MOC-induced change for the rar-
efaction second peak �T test, P�0.0001�. In almost all AN
fibers, the rarefaction first peak preceded the condensation
first peak, which indicates that the rarefaction-click first peak
corresponds to the first half-cycle of the mechanical response
that drives IHC stereocilia and the condensation-click first
peak corresponds to the second half-cycle of the mechanical
drive. Thus, Fig. 6 shows that, for CFs�4 kHz, the strength
of the inhibition is related to the sequence in which the peaks

FIG. 4. MOC effects on click responses from a single AN fiber showing the formation of color-coded response plots. A,B: rpPST histograms from 18 levels
of rarefaction clicks �top� and condensation clicks �bottom�, with �B� and without �A� MOC shocks. “P1” indicates the first peak. C: the MOC-induced change,
which is B-A. D: MOC-induced changes from rarefaction and condensation responses added together at each level, in rpPST format �D—left, scale bar
=10 spikes/ms also applies to A–C� and as a color-coded plot of the same data �D—right�. Fiber #39-12, CF=1.52 kHz.
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appear, i.e., inhibition is strongest on the first half-cycle,
moderate on the second half-cycle, and negligible on the
next cycle.

For fibers with CFs 4–6 kHz, individual peaks separated
by 1/CF are no longer separate. However, for many fibers,
clear, although overlapping, peaks could still be seen and
similar counts were made on the first and second peaks.
These showed trends similar to fibers with CFs�4 kHz.

For fibers with CFs�4–6 kHz, where individual peaks
were no longer visible, the determination of whether there
was MOC inhibition of the first peak could not be done in
the way used for low-CF fibers. Instead, we compared re-
sponses with and without MOC stimulation in two sequen-
tial, equal-duration windows, starting at the onset of the click
response. MOC-induced changes measured with a window
duration of 0.2 ms are shown in Fig. 6 �the right half of each
panel�. Loess-fit �Cleveland, 1993� trend lines for the data
are shown in Figs. 6�a�–6�d�, and are superimposed in Fig.
6�e�. Window durations from 0.1 to 1 ms were tried. When a
short window of 0.1 ms was used, the rarefaction-peak-1
trend line was lower than the others at almost all CFs, but the

scatter in the points increased greatly. As the window was
made longer than 0.2 ms, the scatter changed little, but all
four trend lines became similar at CFs greater than �8 kHz.

The data in Fig. 6 show that for fibers with CFs below
about 10 kHz, MOC stimulation inhibited rarefaction peak 1
more than rarefaction or condensation peak 2. For fibers
4–10 kHz, taken together, the MOC-induced change for the
rarefaction first peak was significantly stronger than the
MOC-induced change for the rarefaction second peak �t test,
P�0.01�. For fibers with CFs above 10 kHz, the difference
between rarefaction first and second peaks was small and not
statistically significant. Condensation peak 1 was inhibited
about the same, on average, at all CFs. Overall, the data in
Fig. 6 show that at moderate-to-high sound levels and for
CFs�4 kHz, there is strong first peak inhibition and little
second peak inhibition, and that as CF increases, the differ-
ence between these peaks decreases, at least with the meth-
ods used to detect these peaks. Considering the dependence
of the trend lines on the window duration for CFs
�8–10 kHz, the data in this CF range are consistent with
there being first peak inhibition, but are not at all conclusive.

FIG. 5. MOC effects on click responses from nine AN fibers spanning a wide range of CFs. Color-coded response plots as in Fig. 4 with purple-blue showing
inhibition and red-orange showing enhancement.
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IV. INTRODUCTION B: RATIONALE FOR STUDYING
TAIL-FREQUENCY INHIBITION

As an alternate method for gaining insight into possible
first-peak inhibition in high-CF fibers, we looked at AN re-
sponses to tones at frequencies far below CF �“tail” frequen-
cies�. There are several reasons for thinking that tail-
frequency tone responses correspond to the earliest peak of
click responses. First, in the classic traveling wave the low-
frequency energy arrives first so the low-frequency tail re-
sponse would be expected to have the shortest latency
�Shera, 2001�. Second, click- and tone-evoked AN responses
from normal guinea pigs are fit well by a model with two
drives that mimic tuning-curve tips and tails, and this model
shows that the excitation drive that produces tuning-curve
tails also produces short-latency peaks in click responses,
whereas the drive that produces tuning-curve tips also pro-
duces long-latency peaks in click responses �Schoonhoven et
al. 1994�. Furthermore, the patterns of both click and tone
responses in noise-damaged guinea pigs fit this model �Ver-
snel et al., 1997�. Thus, all of these data are consistent with
the hypothesis that tail-frequency responses correspond to
the first peak of click responses, at least for high-CF fibers.

In previous work, we found that MOC stimulation inhib-
ited AN responses to tones at frequencies in the tuning-curve
tails of fibers with high-CFs �CFs�10 kHz� �Stankovic and
Guinan, 1999�. The inhibition was weak �a few dB� at low
frequencies �0.5–1.3 kHz� and strong �up to 10 dB� in a
narrow frequency range of approximately 2–4 kHz �Fig.
7�b��. It has long been known that MOC stimulation pro-
duces a small decrease in endocochlear potential �EP� �Fex,
1967; Gifford and Guinan, 1987�. This decrease in EP re-
duces the voltage drive to IHC mechanoelectric transduction
and thereby reduces responses at all frequencies by a few dB
�Sewell, 1984� and can account for the MOC inhibition of
high-CF-fiber responses to 0.5–1.3 kHz tones �Stankovic and
Guinan, 1999�. The “strong tail inhibition” in the 2–4 kHz
range is too large to be accounted for by the decrease in EP
and was attributed by Stankovic and Guinan �1999; 2000� to
MOC-induced changes in cochlear micromechanics. We hy-

pothesize that, in high-CF fibers, the tone “strong tail inhibi-
tion” corresponds to a click “first peak inhibition” similar to
the first peak inhibition seen in low-CF fibers. If true, the
frequency region with “strong tail inhibition” should have
the shortest latency. As a test of this, we measured group
delays at different tail frequencies.

V. RESULTS B: LATENCIES AT FREQUENCIES WITH
TAIL-FREQUENCY INHIBITION

Group delays determined from the slopes of tone-
response phase-versus-frequency plots from AN fibers with
CFs�5 kHz revealed a tail-frequency region with particu-
larly short group delays �Fig. 7�a��. The frequencies with
short group delays correspond to the frequencies with
“strong tail inhibition” found by Stankovic and Guinan
�1999� �Fig. 7�b��. Furthermore, group delays at “strong tail
inhibition” frequencies were similar to the average first-peak
click latency of 1.2 ms for AN fibers with CFs�5 kHz �from
Fig 6�a� of Lin and Guinan, 2000�.

VI. DISCUSSION

It is well known that MOC stimulation reduces the am-
plitude of AN compound action potential responses to clicks
�Galambos, 1956; Wiederhold and Peake, 1966; Gifford and
Guinan, 1987�, but no previous study has reported MOC
effects on click responses in single AN fibers. As already
noted, the MOC inhibition of click responses at low levels
and in the decaying part of the response was expected based
on MOC effects on AN responses to tones. The surprising
new finding is the MOC inhibition of the first peak of the
single-fiber AN click response, a finding that is clear for
fibers with CFs� �6 kHz. This inhibition is strongest on the
first half-cycle of the response, is less on the second half
cycle, and is negligible on the next cycle �Fig. 6�.

A factor to consider when using shocks to evoke MOC
activity is whether LOC efferents are also activated and
whether they might account for the effects seen. With the
midline electrical stimulation of the olivocochlear bundle

FIG. 6. MOC-induced changes in the first and second click-response peaks. Panels A–D: Each symbol shows the change from an individual fiber; panel E:
Comparison of MOC-induced changes on different peaks using the Loess-fit curves from A–D. “MOC-induced change” is the rpPST peak amplitude with
MOC shocks, S, minus the rpPST peak amplitude without shocks, W, normalized by their sum, S+W. For each fiber, rarefaction and condensation responses
were considered separately, the response was segmented into peaks, responses from levels 75–100 dB pSPL were averaged, the average number of spikes in
each peak was computed, and the MOC-induced change was calculated from these averages. Points from 104 fibers from 10 cats. The lines are Loess-fit
�Cleveland, 1993� curves to the data that show trends across frequency. The vertical lines mark 4 kHz, below which individual peaks were readily discernable.
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used in these experiments, the efferent effects are almost
certainly due to MOC efferents that terminate on OHCs,
rather than LOC efferents that terminate on the dendrites of
AN fibers, because �1� we use high-rate shocks ��=200/s�.
LOC fibers are thin and unmyelinated �Guinan et al., 1983�,
and such unmyelinated fibers do not give sustained responses
to shock rates greater than 20–50/s �Hallin and Torebjork,
1973; Fitzgerald and Woolf, 1981�. �2� There are few LOC
fibers that cross the midline �Guinan et al., 1984�. �3� In
experiments in which LOC efferents were activated, the re-
sponses attributable to LOC efferents had time courses on
the scale of minutes, much slower than the durations of the
effects studied here �Groff and Liberman, 2003�. Finally, �4�
it is difficult to imagine how any LOC effect on the dendrites
of AN fibers could selectively inhibit the first peak of the
response �which is present at moderate-to-high click levels in
only a fraction of the responses� without also inhibiting the
other peaks.

Another issue in interpreting AN responses is that neural
adaptation limits the extent to which AN responses show the
mechanical drive to IHCs, but not so much that adaptation
invalidates the comparison of MOC inhibition of the first
versus the second click-response peaks. In order to get valid
rpPST histograms, which show the overall shape of the AN
response while minimizing the effects of refractoriness and
ms-time-scale adaptation, we used high-rate clicks, rates that
can cause substantial long-term adaptation from high-level
clicks. Thus, the overall firing rates in the AN click responses
are partially determined by AN adaptation so that inhibition
of the first peak and/or the decaying part of the response can
have the effect of slightly increasing the spike probability in
the rest of the response. We think that this effect is respon-
sible for the apparent increase in the firing rate during MOC
shocks in the middle of the click response �e.g., the red/
orange areas in Fig. 5�. However, this effect cannot account
for the inhibition of the first peak being more than the inhi-
bition of the second peak �Figs. 3–6� because in all the cases
considered here, the second peak was within 3 ms �the
recovered-probability exclusion time� of the first peak, so
that the probability of the second peak was always deter-
mined from responses in which there was no first-peak re-
sponse, and any long-term adaptation would have affected
the two peaks equally.

In summary, we conclude that the observed pattern of
MOC inhibition, in particular the strong inhibition of the first
response peak relative to the second response peak, cannot
be explained by experimental artifacts and represents the ac-
tual pattern of MOC inhibition of AN-fiber click responses.
This pattern of MOC inhibition contrasts sharply with the
MOC inhibition of BM motion in response to clicks that is
zero or very small in the first half-cycle of the response and
grows over many cycles �Guinan and Cooper, 2005�.

A. First peak inhibition in high-CF fibers

Since current conceptions of mammalian cochlear me-
chanics are based largely on measurements of BM motion
from the high-CF basal turn �Robles and Ruggero, 2001�, it
is important to determine the extent to which our results

apply to high-CF fibers. Our attempts to use click data to
determine whether the first peak of AN click responses is
inhibited in high-CF fibers were not conclusive. The most
telling data on this issue are our tone-response results that
the frequencies with strong tail inhibition have particularly
short group delays �Fig. 7�. A similar pattern of group delays,
i.e., that the shortest below-CF delay was not at the lowest
frequency, has been reported previously for fibers with CFs
�1 kHz �Geisler et al., 1974; Gummer and Johnstone, 1982;
Allen, 1983; van der Heijden and Joris, 2003�. The presence
of a region of particularly short group delays just below the
tip of the tuning curve is interesting because it is not ex-
pected from excitation by the classic traveling wave. In the
classic traveling wave, for frequencies below CF, lower-
frequency energy arrives before higher-frequency energy,
and the lowest-frequency would be expected to excite fibers
with the earliest latency �Shera, 2001�.

Group delays must be interpreted with caution. The
short group delays at �1.5–4 kHz �Fig. 7� do not necessarily
mean that a click response from energy in this frequency
region would start before a click response from the lower-
frequency region because a group delay includes both a
wave-front latency and a filter buildup time. However, the
“strong tail inhibition” component appears to be narrower in
bandwidth than the rest of the tail �Fig. 7; also see Stankovic
and Guinan, 1999�, which would indicate that it has a longer
buildup time. Thus, to account for its shorter overall group
delay, the “strong tail inhibition” component would have to
have a very short wave-front latency which suggests that in a
click response, this component would correspond to the first
peak. Finally, group delays at “strong tail inhibition” fre-
quencies �Fig. 7�a�� were similar to the average first-peak

FIG. 7. Group delays from the slopes of tone-response phase-versus-
frequency plots from 32 AN fibers �CFs�5 kHz� from 2 cats �A�, and MOC
inhibition at tail frequencies �data from Fig. 8�b� of Stankovic and Guinan,
1999� �B�. To obtain the “MOC inhibition” shown in B, normalized level
shifts from single AN fibers were averaged at each measurement frequency.
The level shift is the amount �in dB� that the sound level must be increased
with MOC stimulation to produce the same firing rate that is produced
without efferent stimulation. For each unit at each stimulus frequency, all
level shifts at sound levels �=85 dB SPL were averaged, and to make
measurements across animals comparable, they were normalized by the
level shift of the AN compound action potential in that animal. For further
details see Stankovic and Guinan �1999�.
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click latency of 1.2 ms for AN fibers with CFs�5 kHz �Lin
and Guinan, 2000�, which also supports the correspondence
of tone “strong tail inhibition” responses and click first-peak
responses.

In summary, the data show that the tone-frequency re-
gion with short group delays �Fig. 7�a�� corresponds to the
tone “strong tail inhibition” region of Stankovic and Guinan
�1999� �Fig. 7�b��, which, in turn, provides strong support for
the hypothesis that this tone inhibition corresponds, in click
responses, to an inhibition of the first peak similar to that
seen in low-CF fibers. Thus, the data in Fig. 7 are consistent
with the hypothesis that for fibers with CFs�5 kHz, there is
MOC inhibition of the first peak of the click response.

Since Fig. 7 provides evidence of MOC inhibition at
short latencies in high-CF fibers, one might ask “Why is
similar inhibition not seen more clearly in the click-response
data of Fig. 6?” In high-CF fibers, the “strong tail inhibition”
frequency range appears to be quite narrow ��1.5–4 kHz� so
that possibly our clicks did not go to high enough levels to
provide the energy necessary to excite this region. Another
possibility is that an inhibited first-peak response is present
in the data of Fig. 6 for CFs�10 kHz, but is so merged with
other response peaks that it cannot be separated. Whatever
the reasons for not seeing clear first peak inhibition for
CFs�10 kHz, the tone data provide evidence that MOC ef-
ferents inhibit an aspect of the cochlear response that starts
very early, with a latency comparable to the first click-
response peak. Finally, judging from the latencies in Fig. 7,
the response inhibited by MOC efferents has a shorter la-
tency than the earliest response produced by low-frequency
energy in the tail, which is presumably the earliest energy to
arrive from the classic traveling wave.

B. Relationship of first peak inhibition to the classic
traveling wave

The MOC inhibition of the first peak of AN responses to
clicks does not fit with current conceptions of mammalian
cochlear mechanics. The usual view �e.g., Patuzzi, 1996;
Geisler, 1998� is that all motion of the organ of Corti is
produced by the BM traveling wave that mimics BM motion
in the basal turn and extends throughout the cochlea �al-
though it is recognized that the classic traveling wave does
not explain many phenomena in the apical turn, e.g. down-
ward glides �Carney et al., 1999; Shera, 2001; Lin and
Guinan, 2004��. However, MOC inhibition of the AN click-
response first peak cannot be explained by inhibition of the
classic traveling wave first peak because, as shown by basal
BM responses, the first peak of the classic traveling wave
receives little or no cochlear amplification, and is little
changed by MOC stimulation or by death �Robles et al.,
1976; Ruggero et al., 1992; Recio, et al., 1998; Recio and
Rhode, 2000; Robles and Ruggero, 2001; Guinan and Coo-
per, 2005�. Thus, the strong MOC inhibition of the AN first
peak must be due to inhibition of something other than the
classic traveling wave.

We hypothesize that MOC inhibition of the AN first
peak is due to an OHC-dependent motion of structures or
fluid that bends IHC stereocilia and is separate from motion

of the classic traveling wave. Electrical coupling from OHCs
to IHCs via local extracellular fields is unlikely to account
for the AN first peak inhibition because MOC efferents in-
crease OHC extracellular current, the opposite direction to
the effect seen, and any electrical effect in the first peak
should be bigger on later peaks. To account for strong AN
first-peak inhibition, there must normally be an OHC-
dependent motion of structures and/or fluid that bends IHC
stereocilia and produces the AN initial peak �ANIP�, and this
ANIP motion must be reduced by MOC activation. The
ANIP motion could come from OHC somatic motility or the
hypothesized OHC stereocilia motility as long as MOC ef-
ferents can inhibit the motion. Presumably, the ANIP motion
is the first part of a vibrational response mode that continues
past the first peak. However, the lack of MOC inhibition of
the second cycle of the AN click-response �Fig. 6� suggests
that the ANIP motion decays quickly so that by the second
cycle it is less than the little-inhibited motion that evokes the
second AN peak, presumably motion due to the classic trav-
eling wave.

A variety of previous data provide evidence for cochlear
motion that is separate from, or in addition to, the motion of
the classic traveling wave. First, in the apex, two group de-
lays in AN responses and cochlear motion have been re-
ported many times �Pfeiffer and Molnar, 1970; Kiang and
Moxon, 1972; Geisler et al., 1974; Kiang, 1984; Gummer et
al., 1996; Cooper and Rhode, 1997; Khanna and Hao, 1999;
Zinn et al., 2000; van der Heijden and Joris, 2003, 2005�.
Although an artifactual “fast wave” from opening the co-
chlea can contaminate apical mechanical measurements
�Cooper and Rhode, 1996�, Zinn and co-workers �2000�
found that computationally removing the fast wave still left
response dips and multiple group delays. Furthermore, in
intact cochleae, AN responses show tuning curves with mul-
tilobed shapes �Liberman and Kiang 1978� and different
group delays in each lobe �Kiang et al., 1977; Kiang, 1984�.
These data provide evidence from intact cochleae that two
interacting drives with different group delays excite apical
AN fibers. Second, the previously anomalous phenomenon
of downward glides in the apex may be explained by the
interaction of two motions: a first-arriving, above-CF wave
and a later-arriving CF wave �Lin and Guinan, 2004�. Fi-
nally, interference of two motions may explain many obser-
vations of apparent cancellations and phase reversals in AN
and BM responses �reviewed by Ruggero et al., 2000�. Al-
though all of the phenomena just cited indicate the presence
of two cochlear motions, it cannot be said whether the two
motions in each example correspond to the ANIP motion and
the motion produced by the classic traveling wave. However,
all of these examples indicate that motion of the classic trav-
eling wave does not provide the only excitation of AN fibers.

The ANIP motion appears to extend through most the
cochlea. MOC inhibition of the ANIP motion is evident, for
CFs up to �8 kHz, as inhibition of the AN click-response
first peak �Figs. 3–6�; and for fibers with CFs�5 kHz, per-
haps by the inhibition of short-latency, tail-frequency tone
responses �Fig. 7�. The dividing line between the supposed
basal and apical patterns of BM motion is often thought to be
�1 kHz, the region where click-response glides change from
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upward to downward �Carney et al., 1999; Lin and Guinan,
2004� and tuning-curve “tails” change from below CF to
above CF �Kiang et al., 1977; Kiang 1984�. There are, how-
ever, almost no motion measurements in living cochleae with
good thresholds between the basal turn and the apex on
which to base a judgment of the dividing line. It seems plau-
sible that the classic traveling wave and the ANIP motion are
both present throughout the cochlea, perhaps with their rela-
tive strengths changing from base to apex. In this view, the
classic traveling wave is dominant in the base and the ANIP
motion gains in prominence going toward the apex.

C. What is the origin of the ANIP motion?

Since the ANIP motion appears to be separate from the
classic traveling wave and is inhibited by MOC efferents that
synapse on OHCs, it appears to be due to OHCs, or at least is
strongly influenced by OHCs. It seems possible that the
ANIP motion is due to an active, energy-consuming process
and may be, in some sense, an amplified motion. Even
though we have quantified the AN first-peak inhibition only
at moderate to high sound levels, it may be present at low
sound levels, especially in the apex. Which mechanisms in
OHCs produce and/or modify the ANIP motion are un-
known.

Nonetheless, it is useful to elaborate on some hypotheti-
cal mechanisms by which the ANIP motion might be pro-
duced and to consider the consequences of these hypotheses.
To fit all of the data, the mechanism should excite AN fibers
early enough to produce the first peak of the click response
in the middle and apex of the cochlea and to produce the
short-group-delay tone response in the base, and should be
inhibited by MOC efferents without changing the first peak
of the BM response in the base.

1. Possible ANIP source: OHC fluid pumping

One hypothesis for the origin of the ANIP motion is
OHC “fluid pumping.” Sound-frequency electrical stimula-
tion in an excised gerbil cochlea produces OHC contractions
and expansions that squeeze and extend the cochlear parti-
tion producing sound-frequency fluid motion along the tun-
nel of Corti, i.e., OHCs act as fluid pumps �Karavitaki and
Mountain, 2003�. OHC squeezing and extension of the organ
of Corti has also been reported in guinea pigs2 �Mammano
and Ashmore, 1993� and may be the origin of the phase
differences between BM motion in the arcuate and pectinate
zones �Xue et al., 1993; Nilsen and Russell, 1999; Nuttall et
al., 1999; Cooper 1999�. With this hypothesis, pressure dif-
ferences across the cochlear partition produce the classic
traveling wave that is a transverse motion of the basilar
membrane, and pressure differences inside to outside the or-
gan of Corti produce the ANIP motion which, presumably, is
an encircling wave in which the walls of the organ of Corti
expand and contract. Presumably, the pressure difference in-
side to outside the organ of Corti produces a large ANIP
motion at the reticular lamina, but not at the BM, because the
first peak is primarily from below-CF energy �where stiffness
dominates� and the effective stiffness of the reticular lamina
is much less than that of the BM �Mammano and Ashmore,

1993; Scherer and Gummer, 2004�. Thus, the ANIP motion
should be much greater at the reticular lamina �and presum-
ably, at IHC stereocilia and in AN firing� than at the BM.
Finally, the ANIP motion might have a shorter delay than the
classic traveling wave because tunnel fluid motion extends
ahead of OHC contractions �Karavitaki and Mountain,
2003�.

2. Possible ANIP source: Stereocilia motility

Another possible source of the ANIP motion is calcium-
mediated stereocilia motility, a motility suggested to be
present in the mammalian cochlea by recent experiments
�Kennedy et al., 2003, 2005; Chan and Hudspeth, 2005�.
One appeal of this mechanism is that an OHC stereocilia
twitch could be readily coupled from OHC stereocilia to IHC
stereocilia by the tectorial membrane without requiring inter-
vening BM motion. In this hypothesis, the ANIP motion is
the motion of the tectorial membrane and/or the fluid in the
space between the reticular lamina and the tectorial mem-
brane that bends IHC stereocilia. A drawback of this hypoth-
esis is the lack of a clear mechanism by which MOC syn-
apses would affect this motion. Although stereocilia motility
is influenced by membrane voltage, MOC synapses hyperpo-
larize OHCs, which would be expected to increase the OHC
stereocilia motility, not inhibit it.

3. Possible ANIP source: Direct acoustic coupling to
OHCs

Yet another mechanism that might produce the ANIP
motion is direct acoustic coupling from the forward cochlear
pressure wave. Ren �2004� and Ruggero �2004� have pro-
vided data that suggests that mammalian OAEs may be gen-
erated by organ-of-Corti motion that is coupled back to
stapes motion by fast fluid-pressure waves. Any cochlear
process that couples organ-of-Corti motion to fluid pressure
waves is likely to be reciprocal, which would imply that
normal �forward� cochlear pressure waves may directly pro-
duce motion of the organ of Corti. To account for the ANIP
motion, such motion, or the amplification of this motion,
must be affected by OHCs. This mechanism has the advan-
tage that it readily explains how the ANIP motion can pro-
duce a response peak that starts before the lowest-frequency
part of the traveling wave. However, it is difficult to account
for the long delays of the ANIP motion in the apex of the
cochlea if the classic traveling wave is bypassed completely.

As can be noted from the above, a question related to the
origin of the ANIP motion is how the ANIP motion travels
along the cochlea. Is the ANIP motion a second wave along
the cochlea, a separate vibrational mode excited by the clas-
sic traveling wave, or a vibrational mode excited directly by
the fast cochlear pressure wave �e.g., due to OHC pressure
sensitivity�? An important constraint is that the latency of the
click-response first peak changes over �2.5 ms from the
base to the apex �Lin and Guinan, 2000�, but this does not
separate the hypotheses. Since the ANIP response is clearly
first in the apex �Figs. 3–6� and appears to arise before the
lowest-frequency tone response �which we earlier argued is
due to the classic traveling wave� in the base �Fig. 7�, it
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seems unlikely that the ANIP response is a separate vibra-
tional mode excited by the classic traveling wave. However,
definitive data are needed to settle this issue.

In the context of considering mechanisms that might ac-
count for the AN first peak inhibition, it might be thought
that the OHC hyperpolarization produced by MOC synapses
would cause a lengthening of OHCs, and thereby change the
coupling of BM motion to IHC stereocilia. Whether this is
true, or not, it cannot explain how MOC excitation inhibits
the first peak of the click response without producing a simi-
lar change in the second and later peaks.

As the above hypotheses point out, there are many pos-
sible ways by which the ANIP motion may be produced and
determining which one, or if more than one, is correct re-
quires additional data. Whatever mechanisms are involved,
the presence of the OHC-generated ANIP motion early in the
response puts it at a time that could influence, shape, or be a
first step in cochlear amplification.

D. Effects of the ANIP motion on signal coding and
hearing function

Excitation of AN fibers by the ANIP motion seems
likely to have a different frequency filter than the classic
traveling wave, but does not appear to sharpen the response
and produce an old-style “second filter” �Evans and Wilson,
1975�. Our click results suggest that the ANIP motion has an
important influence on neural responses at moderate-to-high
sound levels �Figs. 3–5�. For tones, a component of the AN
response due to ANIP motion was not evident at the thresh-
old at the base of the cochlea �Narayan et al., 1998�, but an
ANIP response may be evident at higher sound levels in the
base, and perhaps at low sound levels in the apex.

Since the first peak is part of the neural response to
clicks at moderate to high sound levels �Figs. 3–5�, neural
inhibition of the first peak can be expected to have behav-
ioral consequences. Medial efferents improve the detection
of transient sounds in background noise �May and McQuone,
1995; Micheyl and Collet, 1996; Zeng et al., 2000� and
MOC inhibition of the ANIP response may be partly respon-
sible for this. MOC fibers are also functionally significant in
providing protection from sound trauma �Rajan, 1988; Mai-
son et al., 2002�. Again, MOC inhibition of the ANIP re-
sponse may be involved. In short, any MOC effect at mod-
erate to high sound levels may have a component, or be
entirely, due to MOC inhibition of the ANIP response.

VII. CONCLUSIONS

�1� In click responses of single AN fibers with CFs�
�8 kHz, stimulation of MOC efferents unexpectedly in-
hibits the first peak of the response, in addition to inhib-
iting at low sound levels and in the decaying part of the
response, as expected from tone data.

�2� For AN fibers with CFs�5 kHz, tones at tail frequencies
produce responses with the shortest group delays at fre-
quencies with “strong tail inhibition,” which shows that
there is short-latency MOC inhibition in the cochlear
base.

�3� The MOC inhibition of the first peak of the AN click
response cannot be attributed to a corresponding inhibi-
tion of the first peak of the click response in the classic
traveling wave. This implies that there is a motion, the
ANIP motion, which bends IHC stereocilia, is produced
�or strongly influenced� by OHCs, and is separate from
�and perhaps comes before� the first peak of the classic
traveling wave.

�4� Although the origin of the ANIP motion is unknown, its
presence highlights the need for a new conceptual para-
digm for cochlear mechanics in which the classic BM
traveling wave is not the only motion that excites AN
fibers.
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When stimulated by tones, the ear appears to emit tones of its own, stimulus-frequency otoacoustic
emissions �SFOAEs�. SFOAEs were measured in 17 chinchillas and their group delays were
compared with a place map of basilar-membrane vibration group delays measured at the
characteristic frequency. The map is based on Wiener-kernel analysis of responses to noise of
auditory-nerve fibers corroborated by measurements of vibrations at several basilar-membrane sites.
SFOAE group delays were similar to, or shorter than, basilar-membrane group delays for
frequencies �4 kHz and �4 kHz, respectively. Such short delays contradict the generally accepted
“theory of coherent reflection filtering” �Zweig and Shera, J. Acoust. Soc. Am. 98, 2018–2047
�1995��, which predicts that the group delays of SFOAEs evoked by low-level tones approximately
equal twice the basilar-membrane group delays. The results for frequencies higher than 4 kHz are
compatible with hypotheses of SFOAE propagation to the stapes via acoustic waves or fluid
coupling, or via reverse basilar membrane traveling waves with speeds corresponding to the
signal-front delays, rather than the group delays, of the forward waves. The results for frequencies
lower than 4 kHz cannot be explained by hypotheses based on waves propagating to and from their
characteristic places in the cochlea. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2005867�

PACS number�s�: 43.64.Jb, 43.64.Kc, 43.64.Bt, 43.64.Pg �BLM� Pages: 2434–2443

I. INTRODUCTION

When stimulated by sound, the ear absorbs some of its
energy, signals it to the brain, and also broadcasts “echoes”
or otoacoustic emissions �OAEs�. These OAEs, generated in
the cochlea and transmitted to the environment via the
middle-ear ossicles, were discovered more than a quarter-
century ago in humans �Kemp, 1978� and have since been
demonstrated and intensively studied in many mammals, as
well as birds, reptiles, and amphibians �Manley, 2001�.
OAEs appear to be manifestations of cochlear amplification,

the active feedback process whereby hair cells enhance, by
the injection of biological energy, the sensitivity and fre-
quency selectivity of vibrations in the hearing organs of tet-
rapod vertebrates �Dallos, 1992; Hudspeth, 1997; Manley,
2001; Robles and Ruggero, 2001; Ruggero and Rich, 1991�.
Appropriately, OAEs are routinely used in audiology clinics
as diagnostic tools �Robinette and Glattke, 2002�. Yet, in
spite of their practical and theoretical importance, OAEs are
poorly understood and it is not even known with certainty
how they propagate from their sites of origin in the cochlea
to the middle ear. Here we present evidence that casts doubt
on the dominant view of the origin and propagation of
stimulus-frequency OAEs �SFOAEs�, single-frequency
OAEs stimulated by same-frequency tones �Kemp and
Chum, 1980; Shera and Guinan, 2003�.

a�Author to whom correspondence should be addressed. Electronic mail:
mruggero@northwestern.edu
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The dominant view of the origin and propagation of
SFOAEs �Goodman et al., 2003; 2004; Guinan et al., 2003;
Konrad-Martin and Keefe, 2003; Lineton and Lutman, 2003;
Mauermann et al., 1999; Shera et al., 2002; Shera and
Guinan, 1999; Talmadge et al., 1998; Zweig and Shera,
1995� is embodied in the “theory of coherent reflection fil-
tering” �henceforth, “CRF theory”� proposed by �Shera and
Zweig 1993; Zweig and Shera, 1995�. According to the CRF
theory, at low and moderate levels SFOAEs are generated by
“coherent scattering of cochlear traveling waves off small,
random perturbations in the mechanical properties of the co-
chlea” �Shera et al., 2002�. A “key prediction �of the CRF
theory� is that reflection-source-emission group delay is de-
termined by the group delay of the basilar-membrane �BM�
transfer function at its peak” �Shera and Guinan, 2003�.
More precisely, the CRF theory predicts that, for low stimu-
lus levels, “the SFOAE group delay, �SFOAE. . ., is approxi-
mately equal to twice the group delay of the BM mechanical
transfer function, evaluated at the cochlear location with CF
equal to the stimulus frequency” �Shera and Guinan, 2003;
see also Shera et al., 2002; Shera and Guinan, 1999; Zweig
and Shera, 1995�. �CF �characteristic frequency� is the fre-
quency at which a normal and fully mature auditory structure
is most sensitive in response to low-level stimulation.� Mi-
nority views of OAE propagation ��Nobili et al., 2003; Ren,
2004; Ruggero, 2004; Wilson, 1980�; see also p. 2397 of
Robles et al. �1997� and pp. 583–585 of Gummer et al.
�2003�� predict shorter delays.

Two studies tested the validity of the CRF theory by
comparing SFOAE and BM group delays �Cooper and Shera,
2004; Shera and Guinan, 2003�. One study found evidence
favoring the CRF theory for frequencies of 17 kHz in guinea
pig and 32 kHz in cat but also found contradictory evidence
for 300–400 Hz in guinea pig �Shera and Guinan, 2003� �see
their Fig. 5�. Another study reported data fully consistent
with the CRF theory for frequencies of 20–30 kHz in guinea
pig �Cooper and Shera, 2004�. We test the delay predictions
of the CRF theory far more extensively than in previous
attempts by comparing, in chinchilla, newly measured
�SFOAE’s with a unique new map of BM delays as a function
of cochlear distance �Temchin et al., 2005� derived by
second-order Wiener-kernel analysis of responses to noise of
auditory-nerve fibers �ANFs� �Recio-Spinoso et al., 2005�.
�A preliminary report of the present findings was presented at
the 2005 Mid-Winter Meeting of the Association for Re-
search in Otolaryngology �Siegel et al., 2005�.�

II. MATERIALS AND METHODS

A. Animal preparation

Recordings of SFOAEs were carried out in chinchillas
deeply anesthetized with Dial in urethane. Core temperature
was kept near 38 °C with a servo-controlled heating pad.
Chinchillas were tracheotomized and intubated to ensure a
clear airway. The cartilaginous part of the ear canal and
pinna were resected and part of the bony external ear canal
was chipped away to permit visualization of the umbo of the
tympanic membrane and the close placement of the
emission-probe assembly, which was sealed to the ear canal

using silicone earmold impression material. The middle ear
cavity was opened to allow placement of an electrode on the
round window to monitor compound action potential thresh-
olds. The tendons of both middle ear muscles were severed
from their bony anchors. In most respects, the animal prepa-
rations for recording SFOAEs were identical to those re-
cently used to derive BM cochlear delays from Wiener ker-
nels of chinchilla ANF responses to noise �Recio-Spinoso et
al., 2005; Temchin et al., 2005�.

B. Stimulation and recording of SFOAEs

The amplitudes and phases of SFOAEs were measured
by first Fourier transforming the averaged responses to the
probe tone alone and in the presence of a suppressor tone and
then subtracting the vectors �Dreisbach et al., 1998�. This
method is identical to that used by Shera and Guinan �Shera
and Guinan, 1999� and mathematically equivalent to the
method used by Brass and Kemp, who first subtracted time-
domain responses with and without suppressors and then ex-
tracted the SFOAE amplitude and phases by Fourier trans-
formation �Brass and Kemp, 1993�. The probe and
suppressor tones were presented, via separate transducers, at
30 and 55 dB SPL, respectively. The frequency of the sup-
pressor tone was always 43 Hz below the frequency of the
probe tone. The probe tones were presented with a frequency
spacing of 21.53 Hz from 300 Hz to 2 kHz and a spacing of
43.06 Hz for higher frequencies. This insured that the re-
sponse phases could be unwrapped unambiguously over the
entire frequency range. No smoothing of the data was used
due to the large signal-to-noise ratio �see Figs. 3–5�. The
phase of the probe-tone stimulus was measured as a function
of frequency in the presence of the suppressor to minimize
contamination by the SFOAEs. Those phases were subse-
quently subtracted from the phases of the SFOAEs to com-
pensate the stimulus delay. The SFOAE magnitude and
phase were expressed as the equivalent magnitude and phase
of a tone that would have produced the measured change in
probe response �Guinan, 1990�. Finally, the SFOAE group
delay for each individual chinchilla ear was calculated as the
negative of the slope of the phase versus frequency function.

The earphone assembly included an Etymōtic ER-10B�
otoacoustic emission probe. The probe assembly was heated,
using electric current passed through a network of resistors,
to raise its temperature above that of the animal’s core tem-
perature. Heating the probe helped to maintain cochlear tem-
perature by compensating for the effects of deep anesthesia
and the widely opened bulla �Brown et al., 1983; Shore and
Nuttall, 1985�. Acoustic stimuli were delivered via tubes
connected to transducers �modified Radio Shack RS-1377 Su-
per Tweeters� housed in separate steel boxes. Stimulus deliv-
ery and response measurement were controlled by Emav
software �Neely and Liu, 1993�, using a 24-bit sound card
�Card Deluxe—Digital Audio Labs�. The differential outputs
of both D/A channels were routed through balanced 600-�
attenuators to separate differential power amplifiers �Syme-
trix 420� configured in bridge mode. The sound source trans-
ducers received their input from the amplifiers via balanced
and shielded microphone cable. Likewise, the signal from
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the ER-10B� preamplifier was connected pseudo-
differentially to a differential-input equalizer �Symetrix 202�
and subsequently routed from the equalizer’s differential out-
put to one of the differential inputs of the sound card. The
equalizer was used to flatten the frequency response of the
ER-10B� probe microphone �±1 dB from
500 Hz to 20 kHz� using a Bruel and Kjaer 4138 1

8 -in. ref-
erence microphone following the calibration procedure de-
scribed previously �Siegel, 2002�.

The acoustic system could deliver tonal stimuli in excess
of 100 dB SPL as well as high-quality low-level tones. For
stimulus levels of 70 dB SPL or lower, measurements in a
test cavity �50 frequencies between 300 Hz and 11 kHz� re-
vealed no harmonic distortion exceeding the noise floor of
approximately −25 dB SPL with the sampling parameters
typically used �sample rate: 44.1 kHz; FFT size: 2048 points,
total sample time: 4 s�. Acoustic and electrical crosstalks
were insignificant. This performance allowed emission sig-
nals to be measured accurately over the entire 100+ dB dy-
namic range of the system.

III. RESULTS

A. Measures of cochlear delay: Near-CF group, signal-
front, and filter delays

According to the CRF theory �Shera and Guinan, 2003�,
�SFOAE�2�BMgroup, where �BMgroup is the BM group delay
�Ruggero, 1980� at the CF. The upper and middle panels of
Fig. 1, respectively, depict BM responses to clicks at apical
�Cooper and Rhode, 1996� and basal �Recio et al., 1998�
sites of the chinchilla cochlea. Near-CF group delay, signal-
front delay, and filter delay are illustrated in the upper panel
of Fig. 1, which indicates that �BMgroup, the BM group delay
at the CF �more precisely: the “weighted-average group de-
lay” for responses to low-level stimuli �Goldstein et al.,
1971; Ruggero, 1994��, is identical to the latency of the
“center of gravity” of the impulse response. �BMgroup is the
sum of a signal-front delay, �BMfront �also referred to as ab-
solute latency, travel time, “dead time,” or “Sommerfeld
forerunner” �Brillouin, 1960; Goldstein et al., 1971; Papou-
lis, 1962; Recio et al., 1998; Ruggero, 1980��, which in api-
cal regions of the chinchilla cochlea corresponds to the onset
of nonlinear �compressive� responses, and a filter delay,
�BMfilter �also referred to as “resonance build-up time” �de
Boer and Nuttall, 1996��.

B. Signal-front and group delays of directly measured
BM vibrations in chinchilla

Due to anatomical and technical constraints, direct mea-
surements of BM delays in active cochleae �i.e., exhibiting
high sensitivity and pronounced nonlinearity� are available
for only a few sites in a few species �Robles and Ruggero,
2001�. The most complete measurements in healthy cochleae
have been obtained in chinchilla. Such measurements in-
clude recordings in the apical region of the cochlea, probably
the most representative of fully normal apical responses
available for any species �Cooper, 1997; Cooper and Rhode,
1996�, as well as recordings at many different sites spanning
the most basal 5 mm of the BM �Narayan and Ruggero,

2000; Recio et al. 1997, 1998; Recio and Rhode, 2000;
Rhode and Recio, 2000; Ruggero et al., 1997, 2000�. Such
delays ��BMgroup’s and �BMfront’s� are shown in Fig. 2 �open
and closed symbols, respectively�. The delays were derived
from published BM responses to clicks, tones, or noise
�which yield equivalent frequency-tuning and timing infor-
mation �Recio et al., 1997, 1998��. To permit meaningful
comparison with the delay predictions of the CRF theory,
which are strictly valid only for linear responses, i.e., evoked
by low-level stimuli �Shera and Guinan, 2003�, Fig. 2 indi-
cates the range of variation of �BMgroup as a function of stimu-
lus level �brackets�, with the highest �BMgroup’s usually cor-
responding to the lowest stimulus levels. Figure 2 makes it
evident that whereas basal regions of the chinchilla cochlea
have been sampled with substantial density �note distance
scale �Greenwood, 1990� at top�, BM data exist only for a
single apical region, and that no data at all exist for either
more apical regions �13–18 mm from the base� or for the

FIG. 1. Time-domain measures of cochlear delay for BM vibrations and
ANF responses. Time is expressed relative to the onset of malleus motion.
Top traces: gains �i.e., amplitudes normalized to stimulus level� of tectorial
membrane responses to clicks at a cochlear site with CF=635 Hz. Re-
sponses are shown for clicks with peak pressures of 45 and 95 dB SPL
�thick and thin traces, respectively�. In these recordings in chinchilla, the
initial response deflection is an artifact which grows linearly with stimulus
level and is absent from hydraulically sealed cochleae �Cooper and Rhode,
1996�. �Similar finding have been presented for apical sites in the guinea pig
cochlea �Zinn et al., 2000�.� The onset of the “real” response ��BMfront�,
which occurs 1.51 ms after the onset of malleus motion, is identifiable as the
transition between linear and nonlinear vibrations. �BMgroup, �BMfront, and
�BMfilter are indicated for the responses at the 635-Hz site. Middle trace:
velocity response to clicks of a BM site with CF=10.1 kHz. At this site,
�BMfront is nearly insignificant �30 �s; not indicated�. Bottom trace: the first
singular vector of a second-order Wiener kernel computed from responses to
noise of a chinchilla ANF with CF=10.4 kHz. The ANF response closely
resembles the click response of the BM site with similar CF but is retarded
by about 1 ms �due to intervening synaptic processes and neural conduction
time�. Top panel data: from Fig. 5 of Cooper and Rhode �1996�. Middle
panel data: from Fig. 2 of Recio et al. �1998�. Bottom panel: unpublished
data of Recio-Spinoso et al. �2005�.

2436 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Siegel et al.: Otoacoustic emissions and basilar-membrane delays



mid-cochlear region �5–12 mm from the base�. �Among
other mammals, apical vibration data in relatively normal
cochleae exist only for guinea pig, a species in which BM
recordings have been recorded at only two basal sites �see
Fig. 7�a��. In cat, BM vibration data in normal cochleae are
solely available for one basal site �see Fig. 7�b��.

C. BM group delays derived from second-order
Wiener-kernel analysis of ANF responses to noise

In principle, the dearth of BM data can be compensated
by deriving �BMgroup’s from the responses of ANFs, which in
many respects faithfully reflect the frequency tuning and tim-
ing of the underlying BM vibrations �Narayan et al., 1998b;
Ruggero et al., 2000�. Until recently, however, such esti-
mates were not available for chinchilla ANFs with CF
�4 kHz because of the nearly complete absence of phase
locking at high frequencies. Recently, Recio-Spinoso and
Temchin et al. circumvented that problem by taking advan-
tage of second-order Wiener-kernel analysis, a technique that
extracts high-frequency timing information from nonlineari-
ties encoded in the �low-frequency� response envelopes
�Recio-Spinoso et al., 2005; Temchin et al., 2005�. The bot-
tom trace of Fig. 1 shows the highest-rank singular vector
computed from the second-order Wiener kernel of responses
to noise of an ANF with CF of 10.4 kHz. That trace is very
similar to the response to clicks of a BM site with similar CF
�middle trace of Fig. 1�. The main difference between the

traces is the extra delay �amounting to 1 ms� exhibited by the
ANF response, due to neural and synaptic processes
�Temchin et al., 2005�.

Figure 2 shows trend lines �reproduced from Fig. 13 of
Temchin et al. �2005�� for �BMgroup’s �continuous line� and
�BMfront’s �dashed line� derived from responses of ANFs in-
nervating inner hair cells throughout most of the length of
the chinchilla cochlea. �BMgroup’s were derived by Wiener-
kernel analysis from ANF responses to noise presented at
near-threshold levels, i.e., appropriate for comparison with
the delay predictions of the CRF theory. �BMfront’s were de-
rived from responses to intense rarefaction clicks �Ruggero
and Rich, 1987�. Figure 2 shows that the �BMgroup’s �open
symbols� directly measured at basal �Recio et al., 1998; Re-
cio and Rhode, 2000; Rhode and Recio, 2000; Ruggero et
al., 1997, 2000� and apical �Cooper, 1997; Cooper and
Rhode, 1996� BM sites in chinchilla cochleae are well
matched by the �BMgroup estimates derived from neural re-
sponses �continuous line� except for the site with CF
�14 kHz, near the extreme basal end of the cochlea. Simi-
larly, the estimates of �BMfront �dashed line� based on ANF
responses closely match the �BMfront’s directly measured at
both apical �Cooper and Rhode, 1996� and basal �Recio et
al., 1998; Recio and Rhode, 2000� BM sites �filled symbols�.
Note that the excellent matches between directly measured
BM delays and the trend lines support the appropriateness of
the 1-ms correction used in the derivation of BM delays from
neural data �Temchin et al., 2005�.

D. Basic features of SFOAEs in individual chinchillas

SFOAEs were originally measured in 21 chinchillas but
the ears of 4 chinchillas were deemed abnormal because they
had elevated compound action potential thresholds and/or
unusually small SFOAE amplitudes. Therefore, SFOAE data
from only 17 chinchilla ears are presented here.

Figure 3 illustrates the magnitudes and phases of
SFOAEs recorded in a representative chinchilla. SFOAEs
were evoked by single tones presented at 30 dB SPL. Figure
3�a�, which presents the amplitudes of the SFOAEs �thick
line and symbols� and the noise floor �thin line� as functions
of frequency, demonstrates that the SFOAEs were recorded
with a high signal-to-noise ratio, amounting to 20–40 dB
over most of the range of measurements, 300 Hz to 12 kHz.
Figure 3�a� also shows that the measurements of SFOAE
magnitudes were highly repeatable. SFOAEs were first mea-
sured in this chinchilla at relatively widely spaced frequen-
cies �open circles� and then measured again with finer fre-
quency resolution �thick line� over an interval of about 1 h.
The two sets of SFOAE magnitudes were very similar. Fi-
nally, Fig. 3�a� exemplifies the universal finding that ampli-
tude notches were interspersed between frequency regions
with more uniform magnitudes. The frequencies of the
prominent notches are marked by the arrowheads.

Figure 3�b� presents the SFOAE phases corresponding
to the magnitudes of Fig. 3�a� �solid line and open symbols�.
As was the case for the SFOAE amplitudes �Fig. 3�a��, the
SFOAE phases were also quite stable. To a first approxima-
tion, phase varied with frequency more or less linearly, sug-

FIG. 2. BM near-CF group delays and signal-front delays. Open symbols:
�BMgroup’s, i.e., near-CF group delays, measured directly with laser interfer-
ometers in the cochleae of chinchillas. The brackets indicate the range of
�BMgroup’s, with the upper and lower brackets typically coinciding with the
lowest- and highest-level stimuli, respectively. Filled symbols: signal-front
delay, �BMfront’s, of responses to clicks measured directly with laser interfer-
ometers in the cochleae of chinchillas. Continuous line: trend line for BM
near-CF group delays, �BMgroup �ms�, derived from second-order Wiener ker-
nels computed from responses to noise of ANFs �Recio-Spinoso et al., 2005;
Temchin et al., 2005�. BM �BMgroup�ms�=0.496+1.863CF−0.771. Dashed line:
BM �BMfront derived from responses of ANFs to intense rarefaction clicks
�adapted by Temchin et al., �2005� from measurements of Ruggero and Rich
�1987��. BM �BMfront�ms�=0.018+2.4e−1.70CF+0.083e−0.27CF. Means plus-
minus standard deviations of �BMgroup’s and �BMfront’s derived from ANFs are
indicated by the envelopes of the vertical lines. Top abscissa scale: approxi-
mate distance from the basal end of the cochlea �according to the map for
the chinchilla cochlea of Greenwood �1990��.
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gesting that SFOAEs are generated with delays that are
nearly frequency independent. However, when the phase ver-
sus frequency measurements are detrended �dotted line� the
phases are seen to undergo sharp shifts, amounting to about
180°, at the same frequencies �arrowheads in Fig. 3�b�� at
which amplitude notches occur �arrowheads in Fig. 3�a��.
This is as expected for complete cancellation of equal-

amplitude components. Sharp but smaller ��180° � phase
shifts were also seen, corresponding to relatively shallow
magnitude notches and probably indicating incomplete can-
cellation of two or more components with unequal ampli-
tudes.

Figure 3�c� shows the group delays corresponding to the
phase versus frequency curves of Fig. 3�b�. The group delays
�the negative slope of the phase versus frequency curve�
were computed from phases of adjacent samples �intervals of
21.53 and 43.06 Hz for frequencies lower and higher than
2 kHz, respectively�. Over much of the frequency range of
measurements, group delays are fairly constant and amount
to 1–2 ms. However, upward and downward spikes occur at
the frequencies �arrowheads� of the sharp phase shifts seen in
Fig. 3�b�.

E. Variation of SFOAEs across animals

Figure 4�a� shows amplitude versus frequency curves for
SFOAEs measured in 17 chinchillas using probe tones pre-
sented at 30 dB SPL. This relatively low stimulus level was
chosen to match the stimulus level used for �BMgroup mea-
surements and to approximate the levels for which CRF-
theory predictions are most accurate �Shera and Guinan,
2003�. �Previous comparisons of �SFOAE’s and �BMgroup’s, in
guinea pig and cat, stimulated SFOAEs with probe tones
presented at a higher level, 40 dB SPL �Shera and Guinan,
2003�.� Figure 4�a� reveals that the prominent notches and
other stable features of individual amplitude versus fre-
quency curves �Fig. 3�a�� occurred at different frequencies in
different subjects, causing substantial variability of SFOAE
amplitudes at any given frequency across the subject popu-
lation.

Figure 4�b� shows phase versus frequency curves for the
same SFOAEs represented in Fig. 4�a�. The phase versus
frequency curves were roughly linear but counterparts of the
phase jumps evident in detrended individual curves �e.g.,
Fig. 3�b�� can be detected in many curves.

The SFOAE group delays ��SFOAE’s� corresponding to
the phase versus frequency curves of Fig. 4�b� are shown in
Fig. 4�c� as a function of probe frequency �dots�. At most
frequencies, �SFOAE’s were largely confined within a band
between 0.7 and 2 ms but there were also many outliers,
caused mainly by the phase jumps corresponding to ampli-
tude notches. As illustrated in Fig. 3, most of the between-
animal variability in the group delays was the result of dif-
ferences in the phase slopes that were repeatable within a
particular animal and not due to random noise.

Figure 5 shows the mean of the SFOAE amplitude ver-
sus frequency curves, averaged across all 17 chinchillas
�thick black line�, plus/minus one standard deviation. The
SFOAE amplitude curve was relatively flat above 4 kHz and
exhibited a notch at around 3 kHz. Figure 5 also shows the
mean plus/minus one standard deviation for the noise-floor
curves of the individual subjects �gray line�, demonstrating
the wide separation between SFOAE amplitudes and the
noise floors �20–30 dB� at all frequencies except those ex-
hibiting deep notches �see Fig. 4�a��.

FIG. 3. High signal-to-noise ratio and repeatability of SFOAE measure-
ments in a typical chinchilla ear. �a� Amplitudes of SFOAEs, evoked by
tones presented at 30 dB SPL, plotted against frequency. The open circles
indicate the initial measurements. The thick line indicates a second set of
measurements in the same chinchilla, obtained between 14 and 66 min after
the initial measurements. The thin line indicates the magnitudes of the base-
line noise. �b� Phase versus frequency functions for the same measurements
illustrated in panel �a�. Initial �open circles� and repeat �solid line� phase
measurements, with scale at left. Dashed line: detrended phase versus fre-
quency curve, with scale at right. �c� Group delay as a function of frequency.
The group delay at each frequency is the negative of the slope �i.e., first
derivative� of phase with respect to frequency. The arrow heads indicate that
amplitudes notches �a�, � phase shifts �b�, and maxima or minima in the
group delay function �c� occur at the same frequencies.
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F. Comparison of SFOAE and BM delays for the
chinchilla cochlea

Figure 6 shows frequency-by-frequency averages �thick
solid line� of the �SFOAE’s shown in Fig. 4�c�, plotted against
frequency. Figure 6 also includes a trend line for �BMgroup’s in
chinchilla �thin solid line�, replotted from Fig. 2. At all fre-
quencies, �SFOAE�2�BMgroup, contradicting the delay predic-
tion of the CRF theory. �According to the CRF theory,
�SFOAE�2�BMgroup.� Also contradicting the delay prediction
of the CRF theory, �SFOAE’s and �BMgroup’s differed substan-

tially in their dependence on frequency: �SFOAE’s decreased
only slightly and somewhat irregularly as a function of fre-
quency whereas �BMgroup’s decreased smoothly and mono-
tonically from about 4.5 ms at 400 Hz to 0.7 ms at 18 kHz.
Thus, �SFOAE��BMgroup at frequencies �3.5 kHz and
�SFOAE��BMgroup at lower frequencies, with the difference
between �SFOAE and �BMgroup growing larger as a function of
decreasing frequency.

Although Fig. 6 contradicts the delay prediction of the
CRF theory, it does not rule out that SFOAEs propagate via
retrograde BM waves that propagate at faster rates than those
predicted by the CRF theory. Ruggero �2004� proposed an
alternative hypothesis of OAE propagation via retrograde
BM traveling waves founded on the view that forward BM
travel time equals �BMfront �Ruggero, 1980� rather than

FIG. 4. Frequency dependence of the amplitudes and phases of SFOAEs in
17 chinchillas. �a� Amplitudes of SFOAEs evoked by tones presented at
30 dB SPL �thick traces�. Magnitudes of baseline noise �thin traces�. �b�
Phase versus frequency functions for the same measurements. �c� Group
delays for the same measurements. Some data points with extreme group-
delay values are not shown.

FIG. 5. Frequency dependence of the amplitudes of SFOAEs averaged
across 17 chinchillas. Mean amplitudes of SFOAEs evoked by tones pre-
sented at 30 dB SPL �thick trace�, computed from the 17 sets of SFOAE
amplitudes illustrated in Fig. 4�a�. Mean magnitudes of baseline noise �thin
trace�. The upper and lower envelopes of the vertical lines indicate, respec-
tively, mean plus and mean minus one standard deviation.

FIG. 6. Group delays of SFOAEs and cochlear vibrations in chinchilla.
Comparison of measured �SFOAE’s �thick continuous line� with �SFOAE’s pre-
dicted by the CRF theory �dotted line; �SFOAE�2�BMgroup�, the signal-front
hypothesis �dashed line; �SFOAE=�BMgroup+�BMfront�, and the acoustic-wave
hypothesis �thin continuous line; �SFOAE��BMgroup�. The upper and lower
envelopes of the vertical lines indicate, respectively, mean �SFOAE plus and
minus one standard deviation.
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�BMgroup. On the assumption that forward travel time �from
the stapes to the SFOAE generation site� and reverse travel
time �from the SFOAE generation site to the stapes� are
equal, the “signal-front hypothesis” �“hypothesis IA” of
Ruggero �2004�� states that �SFOAE=2�BMfront+�BMfilter

=2�BMfront+ ��BMgroup−�BMfront�=�BMfront+�BMgroup. Yet a
third possibility is that SFOAEs do not propagate at all via
“slow” BM displacement waves �and associated “slow” pres-
sure waves �Olson, 1998; Robles and Ruggero, 2001�� but
rather via “fast” acoustic waves in the cochlear fluids �Ren,
2004; Ruggero, 2004� or “instantaneous … fluid coupling
between BM and stapes” �Nobili et al., 2003�. According to
this “acoustic wave hypothesis” �“hypothesis III” of Ruggero
�2004��, �SFOAE��BMgroup. �This near-equality reflects the
fact that sound propagates in the cochlear fluids faster, by
orders of magnitude, than BM waves.�

The �SFOAE’s predicted by the signal-front hypothesis
and the acoustic-wave hypothesis are illustrated in Fig. 6
�dashed and thin solid lines, respectively�. For frequencies
�4 kHz, �SFOAE is consistent with both the signal-front hy-
pothesis ��SFOAE=�BMgroup+�BMfront� and the acoustic-wave
hypothesis ��SFOAE��BMgroup�. Below 4 kHz, however,
�SFOAE��BMgroup, a result inconsistent with the signal-front
hypothesis, the acoustic-wave hypothesis, the CRF theory,
and, in fact, any other hypothesis or theory postulating the
origin of SFOAEs at a single cochlear place, i.e., the char-
acteristic place for the SFOAE probe frequency.

IV. DISCUSSION

A. SFOAEs in chinchilla compared with those in cat,
guinea pig, and humans

The present findings for SFOAEs in chinchilla are gen-
erally consistent with measurements of SFOAEs in guinea
pig and cat �Shera and Guinan, 2003�. In particular, the mag-
nitudes of SFOAEs �Figs. 3–5� are roughly comparable, in
relation to stimulus levels, in all three species �not shown�.
However, published studies from guinea pig or cat do not
address the prevalence of the deep notches that are routinely
found in chinchilla SFOAE magnitude versus frequency
functions �Fig. 3�a��. Such notches are predicted by the CRF
theory as a consequence of mutual cancellation among wave-
lets reflected from mechanical irregularities in the region of
the peak of the traveling wave �Zweig and Shera, 1995�.
However, the spacing of multiple notches in individual chin-
chillas appears to be quasi-periodic �Figs. 3�c� and 4�c��, a
result presumably not predicted by the CRF theory. Never-
theless, a scatter plot illustrating �SFOAE’s from two guinea
pigs �Fig. 1 of Shera and Guinan �2000�� exhibits quasi-
periodic fluctuations in group delay and outliers reminiscent
of those in chinchilla. Those fluctuations might indicate the
presence of quasi-periodic amplitude notches in SFOAE am-
plitude versus frequency curves for guinea pig.

�SFOAE’s in guinea pig and cat are shown in Fig. 7 as
functions of frequency �thick solid lines�. Again, �SFOAE’s are
similar in the three species, especially for high frequencies
corresponding to the basal third of the cochlea. For lower
frequencies, �SFOAE’s in cat �Fig. 7�b�� and guinea pig �Fig.
7�a�� are, respectively, slightly larger and smaller than in
chinchilla �Fig. 6�.

�SFOAE’s in chinchilla, cat and guinea pig are much
smaller than in humans �Shera and Guinan, 2003� or mon-
keys �Martin et al., 1988�. It is partly this difference that
Shera and Guinan �2003� cited as the basis for their conten-
tion that the sharpness of cochlear frequency filtering is
much greater in humans or monkeys than in other mamma-
lian species. The present results dispute that conclusion to
the extent that it depends on the assumption that 2�BMgroup

=�SFOAE �Shera and Guinan, 2003�.

FIG. 7. Comparison of BM and SFOAE group delays for guinea pig and cat.
�a� Guinea pig. Thick solid line: �SFOAE’s from Fig. 1 of Shera and Guinan
�2003�. Symbols: directly-measured �BMgroup’s �Cooper, 1999; Cooper and
Rhode, 1992; Nuttall and Dolan, 1996; Zinn et al., 2000�. Dashed line:
2�BMgroup. Thin solid line: a trend line illustrating an equation
��BMgroup�ms�=3.05*CF�kHz�

−0.486� of the same form as the one summarizing
�BMgroup for chinchilla in Fig. 6, fitted to the directly measured guinea pig
�BMgroup �excepting measurements for CFs�30 kHz�. �b� Cat. Inset. Sym-
bols and dashed line: group delays of revcors of ANF responses to noise.
Revcors, measured by �Carney and Yin, 1988�, were downloaded from Bos-
ton University’s Earlab �http://earlab.bu.edu/�. The revcor group delays for
cat were computed with the same procedures used by �Temchin et al., 2005�
for chinchilla revcors and were time advanced by 0.3 ms to compensate for
equipment and acoustic delays �Laurel Carney, personal communication�.
Main panel. Thick solid line: �SFOAEs from Fig. 1 of �Shera and Guinan,
2003�. Thin dashed line: BM �BMgroup’s obtained by subtracting
1 ms �i.e., neural/synaptic delays� from the trend line for revcor group de-
lays �inset�. Thin solid line: BM �BMgroup’s derived from ANF responses to
tonal complexes �van der Heijden and Joris, 2003; van der Heijden and
Joris, 2005�. Near-CF group delays were computed as grand averages for the
8 phase-vs.-frequency curves of Fig. 4C of �van der Heijden and Joris, 2003�
and the mean group delays of Fig. 4B of �van der Heijden and Joris, 2005�.
Dotted lines: 2�BMgroup. Triangle: directly-measured �BMgroup �Cooper and
Rhode, 1992�.
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B. The relationship between SFOAE and BM group
delays for cat and guinea pig

The present comparison between �SFOAE’s and �BMgroup’s
for chinchilla are consistent with similar, but less complete,
comparisons for guinea pig and cat �Fig. 7�. Figure 7 was
drafted using SFOAE and BM data culled from the literature.
Figure 7�a� demonstrates that for SFOAEs of 300–400 Hz
and 18 kHz in guinea pig, �SFOAE’s are much smaller than the
2�BMgroup’s estimated from direct BM or tectorial membrane
measurements, thus contradicting the delay prediction of the
CRF theory. The thin solid line in Fig. 7�a� illustrates an
equation, of the same form as that used in Fig. 6 to indicate
�BMgroup for chinchilla, interpolated between the directly
measured �BMgroup’s for guinea pig. For frequencies higher
than 3 kHz, there is an excellent match between the fitted
curve and the �SFOAE’s.

Figure 7�b� compares �SFOAE’s and �BMgroup’s for cat. In
addition to the �BMgroup’s of directly measured BM vibrations
�Cooper and Rhode, 1992�, Fig. 7�b� shows �BMgroup’s de-
rived from the near-CF group delays of ANFs measured with
two different methods. One set of data consists of revcors
�first-order Wiener kernels �Recio-Spinoso et al., 2005��
measured by �Carney and Yin, 1988�. The revcor group de-
lays for responses to noise presented at 60 dB SPL are plot-
ted against CF in the inset of Fig. 7�b�. The trend line in the
inset, a least-squares fit, is reproduced in the main section of
Fig. 7�b� after subtraction of 1 ms, the synaptic/neural delay
�dashed line�. The other set of cat data consists of �BMgroups
�thin solid line� obtained with an ingenious technique which,
like second-order Wiener-kernel analysis, takes advantage of
nonlinearities to extract high-frequency timing information
from the low-frequency envelopes of responses to high-
frequency stimuli, in this case tonal complexes �van der
Heijden and Joris, 2003, 2005�. Over the entire range of
comparison for the cat cochlea, 250 Hz to 30 kHz, the esti-
mates of �BMgroup derived from responses of ANFs �van der
Heijden and Joris, 2003, 2005� are similar to or larger than
�SFOAE, contradicting the delay prediction of the CRF theory.

To summarize: in all three species in which comparisons
are feasible �chinchilla, cat, and guinea pig�, �SFOAE

��BMgroup over most of the length of the cochlea �Figs. 3�b�
and 4�, contradicting the CRF theory, which predicts that
�SFOAE�2�BMgroup. In other words, the CRF theory errs con-
siderably, by a factor 	2. A factor of 2 difference in � is
equivalent to 5.5 mm or more than 30% of the length of the
chinchilla cochlea �measured as a horizontal distance in Fig.
6; see upper scale in Figs. 2 and 6�.

C. BM and SFOAE group delays from the extreme
base of the cochlea

At the extreme basal end of the cochlea (CFs�30 kHz
in guinea pig �Fig. 7�a�� and cat �Fig. 7�b��, and �14 kHz in
chinchilla �Fig. 2�), directly measured �BMgroup’s are excep-
tionally short and, also exceptionally, consistent with the
CRF-theory delay predictions. Taking into account that re-
cordings of BM vibrations, in contrast with recordings of
SFOAEs or from ANFs, require surgical invasion of the co-
chlea, often with traumatic effects, and that loss of cochlear

sensitivity is typically accompanied by shortened �BMgroup

�see review on p. 1336 of Robles and Ruggero �2001��, it is
possible that the exceptionally short �BMgroup’s of high-CF
BM responses are artifacts of surgically induced trauma.

D. BM and SFOAE group delays from apical regions
of the cochlea

For SFOAEs stimulated by tones with frequency
�4 kHz, the errors of the CRF-theory prediction are even
greater than the errors for frequencies �4 kHz. This relation-
ship between low-frequency BM and SFOAE delays
��SFOAE��BMgroup� is paradoxical, implying that SFOAEs
emerge from the cochlea before they are generated at the
sites “with CF equal to the stimulus frequency” �Shera and
Guinan, 2003�. Similar paradoxical relationships between
SFOAE and BM delays were previously noted for apical
regions of the guinea pig and cat cochleae �Shera and
Guinan, 2003�. Thus, the present results for low-frequency
SFOAEs in chinchilla, as well as their counterparts in guinea
pig and cat �Shera and Guinan, 2003�, appear to contradict
one of the fundamental premises of the CRF, namely that
SFOAEs originate at the sites where the BM traveling waves
reach their peaks �Shera and Zweig, 1993; Zweig and Shera,
1995�. Shera and Guinan attributed the “apparent breakdown
�of the CRF theory� in the apex of the cochlea” to a breakage
of “scaling symmetry,” the property whereby “transfer func-
tions … measured at nearby locations overlie one another
when plotted as a function of normalized frequency f / fCF,
where fCF is the characteristic frequency” �pp. 2767–2768 of
Shera and Guinan �2003��. However, Shera and Guinan did
not address the theoretical implications of the breakage of
scaling symmetry.

E. Alternatives to the CRF theory

Although the present results contradict one of the major
predictions of the CRF theory �i.e., that �SFOAE�2�BMgroup�,
they do not address directly the reflection mechanism of the
CRF theory per se. Thus, it is possible that the CRF theory
can be modified to take into account the present findings
while retaining the reflection mechanism �Shera et al., 2005�.

The present findings for basal regions �where �SFOAE

��BMgroup� are consistent with hypotheses positing very fast
backward propagation of SFOAEs and distortion-product
OAEs �DPOAEs� in the cochlea ��Nobili et al., 2003; Ren,
2004; Ruggero, 2004; Wilson, 1980�, but see also Shera et
al. �2004��. The first such hypothesis was put forth by Pat
Wilson to explain his finding that relatively low-frequency
SFOAEs and their correlates in the cochlear microphonics
occurred essentially simultaneously, making it unlikely that
SFOAEs reach the middle ear via a backward �but otherwise
conventional� BM traveling wave �Wilson, 1980� �see also
Rutten, 1980�. Later it was noted �see p. 2397 of Robles et
al., �1997� and pp. 583–585 of Gummer et al. �2003�� that
acoustic propagation of DPOAEs is likely in frog ears, which
produce such emissions �van Dijk and Manley, 2001� but
lack BMs �Geisler et al., 1964� and in gerbil and chinchilla,
in which the delays of DPOAEs and BM vibration at the f2

site are identical in individual ears �Narayan et al., 1998a;
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Ren, 2004; Ruggero, 2004; Gong et al., 2005�. The present
conclusions, questioning the existence of backward “slow”
traveling waves on the basis of SFOAE measurements, are
more strongly founded than previous similar conclusions
based on DPOAEs �Gong et al., 2005; Ren, 2004; Ruggero,
2004�: criteria for testing hypotheses of DPOAE propagation
do not exist �Knight and Kemp, 2001; Shera et al., 2000;
Shera and Guinan, 1999; Tubis et al., 2000�, whereas the
CRF theory spells out a specific and crucial prediction �i.e.,
�SFOAE�2�BMgroup� which we have shown to be incorrect.
The present results are also more definitive than those of
previous tests of the mode of propagation of DPOAEs which
were based on BM motion at a single cochlear site �Narayan
et al., 1998a; Ren, 2004�. In contrast, the present compari-
sons of SFOAEs and BM delays span the entire length of the
chinchilla cochlea �Fig. 6� as well as several regions of the
guinea pig and cat cochleae �Fig. 7�.

Although our results at the base of the cochlea might be
consistent with a modified version of the CRF theory incor-
porating a faster version of the reflection mechanism, results
for the apical region of the cochlea may demand a different
mechanism altogether. We propose that SFOAEs can be ex-
plained with a single mechanism if the emissions originate
from sources �or generators� that are widely distributed along
the length of the cochlea near and basal to the peak of the
traveling wave. These sources should undergo spatial sum-
mation in basal �long-wavelength� cochlear regions, and
strong cancellation near the peak or apical �short-
wavelength� region of the forward BM traveling wave, thus
deemphasizing long-latency contributions and emphasizing
short latency contributions. The general trend in the emission
phase would be established either by sources in the short-
wave or long-wave region, depending on the relative magni-
tudes of the net contribution to the total SFOAE from the
two regions. The consistently observed reduction of �SFOAE

below �BMgroup at frequencies below 3–4 kHz would pre-
sumably reflect relatively larger contributions from the short-
wave region. For higher frequencies, sources closer to the
peak are presumably relatively larger. Combining emission-
generator vectors with a phase profile that changes progres-
sively more rapidly with distance from the long-wave region
into the short wave region could lead to amplitude notches
paired with corresponding phase shifts, such as we have
found �Figs. 3�a� and 3�b��. Properties of cochlear mechanics
would be required to change sufficiently with distance to
produce a large enough deviations from scaling symmetry to
account for the observed SFOAE phase and corresponding
group delays �Shera and Guinan, 2003�.
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The objective of this study was to determine the impact that auditory-nerve adaptation has on
behavioral measures of temporal integration in Nucleus 24 cochlear implant recipients. It was
expected that, because the auditory nerve serves as the input to central temporal integrator, a large
degree of auditory-nerve adaptation would reduce the amount of temporal integration. Neural
adaptation was measured by tracking amplitude changes of the electrically evoked compound action
potential �ECAP� in response to 1000-pps biphasic pulse trains of varying durations. Temporal
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I. INTRODUCTION

It has been stated that one of the most significant and
puzzling problems facing the field of neuroscience today is
determining the link between neuronal activity and sensory
perception �Parker and Newsome, 1998�. This problem has
been addressed recently in studies that have examined the
impact that high-rate electrical stimulation has upon both
neuronal activity and the perception of those stimuli. Specifi-
cally, several investigators have reported evidence of adapta-
tion in both single unit and whole-nerve auditory fibers when
using high-rate electrical stimuli �Abbas et al., 2001; Killian
et al., 1994; Litvak et al., 2001; van den Honert and Sty-
pulkowski, 1987; Wilson et al., 1997b�. Additionally, it has
been shown that cochlear implant recipients experience de-
cay in the loudness of high-rate pulse trains �i.e., 5000 pps�
within minutes of onset of stimulation �Hong and Rubinstein,
2003; Hong et al., 2003�. The rate of change in loudness of
these stimuli has been shown to have a time course that is
similar to the time course of adaptation observed for single
neurons and whole-nerve activity �Abbas et al., 2001; Hong
and Rubinstein, 2003; Litvak et al., 2001; Wilson et al.,
1997b�.

The exact mechanisms responsible for the decreased
loudness of a high-rate pulse train that is experienced by
cochlear implant recipients is not known, but it has been
hypothesized that decreased auditory-nerve activity associ-

ated with high-rate stimuli may be partially responsible
�Hong and Rubinstein, 2003�. When rapid rates of stimula-
tion are used, auditory-nerve adaptation might have an im-
pact upon the perceived loudness of that signal, thereby sug-
gesting a link between peripheral neural activity and
perception. The decrease in auditory-nerve activity associ-
ated with high-rate stimuli could affect higher order pro-
cesses such as temporal integration. A degraded auditory-
nerve output could impact the processing of duration
information at the central level, which could subsequently
lead to poorer temporal integration.

Previous research has suggested that the processing of
temporal information occurs primarily in the central, as op-
posed to the peripheral, auditory system �Relkin and Turner,
1988; Shannon, 1989, 1990, 1993; Shannon and Otto, 1990;
Turner et al., 1994�. In a series of experiments by Shannon
�1989; 1990; 1993� and Shannon and Otto �1990�, it was
revealed that the time course of forward masking, temporal
integration functions, and gap-detection thresholds were
similar for normal-hearing individuals, cochlear implant re-
cipients, and auditory brainstem implant recipients after
loudness was normalized across these different groups of lis-
teners. It was concluded, therefore, that the mechanisms re-
sponsible for these phenomena are situated primarily in the
central auditory pathway. Additionally, Relkin and Turner
�1988� and Turner, Relkin, and Doucet �1994� presented data
suggesting that the degree of forward masking at the level of
the auditory nerve in chinchillas was minor in comparison to
the degree of forward masking measured behaviorally in
normal-hearing individuals. Direct comparison of physi-
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chlear Implant Conference in Indianapolis, IN.

b�Current address: Indiana University Medical Center, Department of
Otolaryngology—HNS, Indianapolis, IN.
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ological measures of forward masking and psychophysical
measures of temporal processing in humans, however, is not
available.

A number of published studies have shown that the larg-
est decrease of auditory-nerve activity in response to rapid
rate stimuli occurs within the first few milliseconds after
stimulus onset for cochlear implant recipients �Abbas et al.,
2001; Wilson et al., 1997a; 1997b�. Wilson et al. �1997b�
demonstrated that, when using a 1016-pps stimulus, the am-
plitude of the electrical compound action potential �ECAP�
rapidly declined within the first few milliseconds of stimulus
presentation, and this decrease was subsequently followed by
a more gradual decline of neural activity occurring up to
30 ms. This decrease in amplitude also showed an alternating
pattern largely thought to result from the effects of refracto-
riness �Abbas et al., 2001; Finley et al., 1997; Matsuoka et
al., 2000; Wilson et al., 1997a�. Specifically, when the period
of time between pulse presentations was less than approxi-
mately 3 or 4 ms �i.e., the time period for total neural recov-
ery from the response to a single pulse�, the probability that
some of the neurons in the auditory nerve would be in a
refractory state, and therefore unable to fire to each pulse in
the train, was increased �Finley et al., 1997; Matsuoka et al.,
2000�. As a result, the amplitude of the ECAP to the first
pulse in a train would be large but the amplitude to the sec-
ond pulse would be reduced. Generally, neurons that were
refractory for one pulse presentation would recover and be
excitable for the following pulse in a pulse train, resulting in
a pattern of ECAP amplitude alternation between small and
large amplitudes across pulse presentations �Wilson et al.,
1997a; 1997b�. Wilson, et al. �1997a� observed that the de-
gree of alternation and the alternation pattern were variable
across individual cochlear implant recipients.

Because the response of the auditory nerve is the input
to the central auditory system, the goal of this study was to
examine auditory-nerve adaptation in cochlear implant re-
cipients and to determine its impact upon behavioral mea-
sures of temporal integration. Temporal integration may be
defined as a reduction in behavioral threshold that occurs
with increasing signal duration. It is thought to occur either
because the auditory system acts as a long-term integrator of
energy and/or of neural events over a 20-to 200-ms time
window �Plomp and Bouman, 1959; Zwislocki, 1960�,
and/or the result of a number of or multiple “looks” at the
signal over a short time period �i.e., approximately 3 ms�
�Viemeister and Wakefield, 1991�. Each “look” is stored in
short-term memory to be used by the listener in the decision-
making process of signal detection. A greater number of
looks would imply that the signal would be detected with
greater ease. For purposes of this study, it was assumed that
decreased behavioral thresholds resulted from the long-term
integration of energy.

The decrease in behavioral threshold with increasing
stimulus duration has been shown to be almost a linear rela-
tionship for normal-hearing listeners �Green et al., 1957;
Plomp and Bouman, 1959; Zwislocki, 1960� and a nonlinear
relationship for cochlear implant recipients �Donaldson
et al., 1997; Shannon, 1983�. That is, for normal-hearing
listeners the slope of the temporal integration function is

approximately −3-dB/doubling of signal duration for signals
that range in duration from approximately 20 to 200 ms.
Much shallower temporal integration functions have been
observed for cochlear implant recipients �Donaldson et al.,
1997; Shannon, 1983�. Donaldson et al. �1997� reported that
some cochlear implant recipients showed very little temporal
integration as a 100-pps biphasic monopolar pulse train was
increased in duration. Other participants in their study
showed large amounts of temporal integration for this same
stimulus. The mean slope of the temporal integration func-
tion across 21 electrodes in eight study participants was
−0.42-dB/doubling of signal duration with a range from
−0.06-dB/doubling to −1.94-dB/doubling. The data from
Shannon �1983� showed temporal integration function slopes
of approximately −2-dB/doubling across seven electrodes for
two subjects using a 1000-Hz tone-burst stimulus. In this
same study, the effects of temporal integration were also ob-
served when suprathreshold, rather than threshold level
stimuli, were used. Specifically, for two cochlear implant re-
cipients, the subjective loudness ratings of a 1000-Hz tone
burst with constant amplitude increased as the duration of the
tone burst increased. The differences in temporal integration
functions between normal-hearing listeners and cochlear im-
plant recipients has been thought to be the result of the loss
of peripheral compressive nonlinearity and spontaneous neu-
ral activity associated with hearing impairment and electrical
stimulation �Carlyon et al., 1990; Moore, 2003�.

In light of the recent findings revealing that the percep-
tion of high-rate stimuli decays over time in cochlear implant
recipients, and also that auditory-nerve adaptation occurs in
response to stimuli presented at rates faster than approxi-
mately 300 pps �Wilson et al., 1997a; 1997b�, assessing the
impact that peripheral activity has upon behavioral responses
seems warranted. The overall objective of this study, there-
fore, was to assess the impact that peripheral auditory-nerve
adaptation has on behavioral measures of temporal integra-
tion in cochlear implant recipients. Zeng and Shannon �1994�
have suggested that the growth of loudness occurs exponen-
tially for sinusoidal stimuli or for pulses presented above
300 Hz or 300 pps, and logarithmically for frequencies less
than 300 Hz or 300 pps. In their model, the output from the
auditory nerve impacts the output from higher order process-
ing stages to the final behavioral response generated cen-
trally. It would seem possible, therefore, that an adapted in-
put to the central integrator would generate temporal
integration functions that would be quite different from tem-
poral integration functions generated from an auditory nerve
that was minimally adapted. If auditory-nerve adaptation af-
fects temporal integration, then poor temporal integration
would be associated with large degrees of auditory-nerve ad-
aptation.

II. METHODS

A. Experiment 1: Recording ECAP waveforms using
pulse trains

1. Subjects

Eleven postlingually deafened adults who received ei-
ther Cochlear Corporation’s Nucleus CI24M �seven indi-
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viduals� or CI24R �four individuals� cochlear implant at the
University of Iowa Hospitals and Clinics participated in this
experiment and in experiments 2 and 3. The participants
ranged in age from 38 to 63 years old �mean 51 years�, the
length of cochlear implant use ranged from 1 to 6 years
�mean 3.6 years�, and the duration of deafness prior to im-
plantation ranged from 0.2 to 35 years �mean 7.4 years�. All
participants experienced an uneventful surgery and all had a
fully inserted electrode array. Impedance telemetry levels for
each electrode were within normal limits �i.e., �20 kilo
-ohms� as determined using Cochlear Corporation’s WINDPS

software version R116.02.

2. Recording ECAP waveforms to single pulses and
pulse trains

Cochlear Corporation’s NEURAL RESPONSE TELEMETRY

�NRT� software version 3.0 was used to obtain individual
ECAP waveforms. In order to record single-pulse ECAP
waveforms that are not contaminated by large amounts of
stimulus artifact, an online subtraction procedure is per-
formed that takes advantage of the refractory properties of
the auditory nerve. This procedure uses the data collected
from four different recording conditions: a probe-alone con-
dition �A�, a masker-plus-probe condition �B�, a masker-
alone condition �C�, and a control condition �D�, and is de-
scribed in detail elsewhere �Abbas et al., 1999; Brown et al.,
2000�.

The objective of this study, however, was to measure
ECAP responses to individual pulses along a pulse train. The
NRT software does not allow for this type of measurement.
Rather, it is only possible to measure the ECAP response to
the last pulse in a pulse train. Therefore, in order to assess
the degree of adaptation it was necessary to measure the
response to a probe that was preceded by a varying number
of a series of masker pulses. This version of the subtraction
method is illustrated in Fig. 1. Two separate ECAP record-
ings were obtained, one using the traditional two-pulse re-
cording procedure and the other using a train of masker
pulses, rather than the single-masker pulse. The traditional
recording was used to provide a stimulus artifact template
that was then used to subtract out the artifact from the pulse-
train recording. The response obtained to a single pulse also
was used to normalize ECAP amplitudes obtained using
trains of pulses. By varying the number of maskers in the
train, the amplitude of the response evoked by individual
pulses within the train could be assessed, thereby providing
an indication of the degree of short-term auditory-nerve ad-
aptation.

In order to obtain an ECAP response using trains of
masker pulses, software constraints dictated that all four re-
cording conditions be performed. These included the probe-
alone condition �A��, the masker pulse train-plus-probe con-
dition �B��, the masker pulse train-alone condition �C��, and
the control condition �D��. These recording conditions are
illustrated schematically in Fig. 1. While all four recordings
were made using the NRT software, an off-line analysis pro-
cedure only used the recordings from conditions B� �masker
pulse train plus-probe� and C� �masker pulse train-alone�. In
addition, the recording made in the masker-plus-probe �C�

was subtracted from recording obtained using a masker alone
�B� from the traditional two-pulse recording to produce a
template of the stimulus artifact �condition E in Fig. 1�. The
two responses obtained using the masker pulse train also
were subtracted from each other �B�-C��, which provided an
ECAP response to the last pulse in the pulse train, along with
a recording of the stimulus artifact �condition F in Fig. 1�.
The required ECAP response, therefore, was obtained
through the subtraction of the derived responses, E and F.
This subtraction revealed the ECAP response to the last pulse
in the train of maskers without the associated stimulus arti-
fact.

Time constraints prohibited the recording of an ECAP
response to each of the pulses in the masker pulse trains.
Therefore, 15 different masker pulse-train lengths were cho-
sen to assess the degree of auditory-nerve adaptation. The
1000-pps masker pulse trains ranged from those containing 2
to 6 pulses, 23 to 26 pulses, 48 to 51 pulses, and 99 to 100
pulses. The range of these pulse-train lengths gave an indi-
cation of the degree of ECAP amplitude change over varying
intervals of the masker pulse train �see Fig. 4�. In addition,
because the overall degree of adaptation was highly depen-
dent on the amplitude of the response to the first pulse in the
train, an ECAP waveform was obtained for five single-

FIG. 1. Recording conditions used to obtain an ECAP response to a pulse
train. Four recordings are obtained: A�, probe-alone; B�; masker pulse train-
plus probe; C�, masker pulse train-alone; and D�, control. The recording
from B� is subtracted from C�, which yields an ECAP response to the last
pulse in the train along with the stimulus artifact �F�. An artifact template
�E�, obtained from the traditional two-pulse ECAP recording procedure, is
used to remove the artifact and reveal the ECAP response.
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masker conditions �presented at a rate of 5 frames per sec-
ond� in order to ensure that this amplitude measure was ac-
curate and reliable.

3. Recording procedures

Prior to collecting the electrophysical data, the dynamic
range of hearing for the stimuli used to evoke the ECAP was
measured for each of the test electrodes. Dynamic range
measures were obtained by presenting both the probe and the
masker pulse train at the same intensity levels. The stimula-
tion level used to evoke the ECAP was determined on an
individual basis, but typically fell within 70% to 95% of the
subject’s dynamic range of hearing. For all study partici-
pants, the highest intensity level within the dynamic range
that provided an undistorted ECAP waveform was used for
evoked potential testing. Additionally, these intensity levels
were balanced for loudness to ensure that each ECAP was
recorded at the same comfortably loud listening level across
cochlear place. These same intensity levels were used to be-
gin each psychophysical task described in experiments 2 and
3.

In order to record an ECAP response, the NRT software
requires that two different stimulation rates be specified. One
stimulation rate specifies the rate of pulses within the train of
pulses that serves as the masker. The other slower rate deter-
mines the overall presentation rate of the four stimulation
conditions or frames �A�, B�, C�, and D� in Fig. 1�. In this
study, the stimulus frames were presented at 5 per s. The
individual pulses within the masker train were presented at
1000 pps. This stimulation rate was the fastest rate that could
be chosen for the presentation of 100 masker pulses. Pilot
data showed that using 5 frames/s as the frame stimulation
rate with a 2-min rest period provided between recordings
did not lead to longer term adaptation of the ECAP. These
findings, therefore, indicated that using a masker pulse train
rate of 1000 pps and a frame presentation rate of 5 frames/s
were sufficient for recording purposes.

Adaptation of the ECAP response was recorded using a
monopolar configuration; up to six different intracochlear
electrodes, 3, 6, 9, 11, 15, and 19, were measured for each
study participant. For all study participants, the masker probe
interval was set at 500 �s and an amplifier gain of 60 dB
was used. It was necessary, however, to vary the recording
electrode and sampling delays for individual participants in
order to obtain an ECAP that was relatively free of amplifier
saturation effects. Typically, the recording electrode was lo-
cated two to three electrodes away from the stimulating elec-
trode for the CI24M cochlear implant recipients, and four to
eight electrodes away for the CI24R recipients. Research has
shown that the recording electrode can vary without signifi-
cantly affecting the ECAP amplitude �Abbas et al., 1999�.
Additionally, the sampling delay, or the time interval be-
tween the offset of the probe pulse and the initiation of sam-
pling, varied between 35 and 60 �s across individual elec-
trodes.

Upon completion of the ECAP data collection, each re-
corded waveform was analyzed using a specially designed
MATLAB software program. This program performed the
waveform pulse-train subtraction technique as previously de-

scribed and, in addition, it selected the negative N1 and posi-
tive P2 peaks. The amplitude of the ECAP, in �V, was mea-
sured between the negative peak, N1, to the positive peak, P2.
The amplitude of the noise floor also was obtained through
the off-line analysis. The noise measurement was taken from
the peak-to-peak recorded data that followed the P2 peak of
the ECAP waveform.

B. Experiment 2: Assessment of temporal integration
at suprathreshold levels

1. Stimuli

Figure 2 is a schematic that shows the stimuli that were
used for the experiment 2 procedure. The signals were gen-
erated using Cochlear Corporation’s NUCLEUS IMPLANT COM-

MUNICATOR �NIC� software. They consisted of 1000-pps bi-
phasic pulse trains, each pulse having a duration of
25 �s/phase and an interphase gap of 8 �s. For experiments
2 and 3, a monopolar stimulation mode was used with MP1,
the extracochlear ball electrode, chosen as the reference. The
selected electrodes were the same as those used for the elec-
trophysiological testing in experiment 1 �i.e., a maximum of
six electrodes, 3, 6, 9, 11, 15, 19�. The listener first heard the
75-ms pulse train which was initially presented at the same
intensity level that was used for the ECAP recordings. The
second pulse train presented to the listener was 1, 3, 5, or
25 ms in duration, and it was presented at a fixed stimulus
level equal to the level used for electrophysiological testing.
Both the first signal �S1� and the second signal �S2� were
separated by a 500-ms interstimulus interval and presented
on the same electrode.

2. Procedure

In this experiment the participants listened to a pair of
pulse trains. The listener’s task was to judge whether the first
signal was softer or louder than the second signal. As illus-
trated in Fig. 2, the second signal was always shorter in
duration �i.e., 1, 3, 5, or 25 ms� than the first signal. This
procedure was used in order to assess how the loudness of a

FIG. 2. Stimuli used for the suprathreshold loudness balancing procedure.
The signals were 1000-pps biphasic pulses each with 25 �s per phase. The
first signal �S1� presented in the 500-ms window was 75 ms in duration. The
second signal �S2� also was presented in a 500-ms window and had duration
of 1, 3, 5, or 25 ms. The two signals were separated by a 500-ms time
period. The listener’s task was to adjust the intensity level of S1 until it
matched the loudness of S2. The level of S2 was fixed at the intensity level
used for ECAP recording.
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signal increases as it is increased in duration, and to allow for
a more direct comparison of electrophysiological and psy-
chophysical data. An adaptive procedure was used to find the
point of equal loudness for the two presented signals. Four-
teen reversals were obtained using a step size of 5 clinical
level �cl� units �i.e., from Cochlear Corporation software� for
the first four reversals, and the subsequent ten reversals used
2 clinical level units as a step size. Clinical level units were
converted to �A using the formula provided by Cochlear
Corporation �i.e., �A=10�175�cl/255�� �Nucleus Technical
Reference Manual, 1999�. The mean of the last eight rever-
sals was computed and used as the intensity level where the
first signal, the longer duration signal, was judged to be
equal in loudness to the second short-duration signal. This
procedure was performed twice on each test electrode. Prior
to testing, each study participant was given a practice session
to familiarize them with the task. No feedback was given
throughout the test trials. Study participants were provided
necessary breaks in testing to avoid fatigue.

C. Experiment 3: Assessment of temporal integration
at threshold levels

1. Stimuli

Biphasic pulses presented at 1000 pps �each pulse
25 �s/phase and separated by an interphase gap of 8 �s�
were used in this experiment. Psychophysical thresholds
were established for stimuli with durations of 1, 3, 5, and
25 ms.

2. Procedure

A three-interval, forced-choice �3IFC� adaptive proce-
dure was used to determine threshold for each pulse train.
Three listening intervals were visually cued on a computer
screen and the stimulus was presented randomly in one in-
terval. The study participant was required to select the inter-
val that contained the signal. Each listening interval was
500 ms in duration, and was separated by a 500-ms inter-
stimulus interval. Testing began at the intensity level used for
ECAP testing, and the level was systematically decreased
until it was no longer audible. As in experiment 2, 14 rever-
sals were obtained using the same step sizes as were used for
that experiment. The mean of the last eight reversals was
used as an estimate of threshold. This procedure was per-
formed twice on up to six of the test electrodes �i.e., 3, 6, 9,
11, 15, or 19�. A practice trial was provided prior to the
actual testing. No feedback was provided throughout the test-
ing period.

III. RESULTS

Preliminary data analyses were conducted using the
slope values derived from the auditory-nerve adaptation
functions. However, due to the very rapid decline in ECAP
amplitudes that was observed during the first few millisec-
onds of stimulus presentation �as shown in Fig. 4�, the slopes
generated from these neural adaptation functions were very
steep in nature and very narrow in range, across electrodes
and study participants. As a result, the slope measures were

not very informative. Alternate measures that assessed the
overall degree of neural adaptation were therefore used for
data analyses and are presented below.

A. Measures of auditory-nerve adaptation

Figure 3 shows ECAP waveforms recorded for three dif-
ferent study participants and three different stimulating elec-
trodes. The ECAP waveforms are shown as a function of the
pulse number in the 100-ms pulse train. The waveforms pre-
sented in this figure are representative of those obtained
within and across individuals. Specifically, some waveforms
were robust and relatively free of stimulus artifact, as shown
with m66 �E3�, and others were quite small in amplitude and
rather noisy, as in the case of m58b �E9�. In each case, the
response to the first pulse in the train had the largest ampli-
tude. Pilot data indicated that ECAP amplitude adaptation
was not present for a single pulse �collected using a frame
presentation rate of 5 frames/s�. The first pulse amplitude,
therefore, represented a nonadapted ECAP amplitude. The
effects of adaptation and refractoriness are shown in the
varying amplitudes of the subsequent responses.

The data in Fig. 4 show the mean group normalized
ECAP amplitudes across all study participants for each elec-
trode. The ordinate in this figure shows the normalized
ECAP amplitude, and the abscissa displays the pulse number
in the train. The open and closed symbols represent the data
for individual study participants and the gray hexagon in
each panel shows the mean amplitude. The number of indi-
viduals �N� for whom data were obtained is indicated in the
upper-right-hand corner of each panel. As can be seen in this

FIG. 3. ECAP waveforms for three different subjects and three different
stimulating electrodes. The N1 and P2 peaks for two sample waveforms that
were slightly obscured by artifact are indicated.
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figure, the largest ECAP amplitude occurs in response to the
first pulse in the train, there was a rapid decline in the am-
plitude for subsequent pulses, and the alternation pattern was
evident for each electrode, with the even-numbered pulses
resulting in significantly larger ECAP amplitudes than the
odd-numbered pulses. One-way ANOVA analyses indicated
that the differences in amplitude obtained from the odd and
even pulses were significantly different for each electrode
�i.e., E3: F�1,81�=20.0, p�0.001; E6: F�1,95�=101.19, p
�0.001; E9: F�1,74�=44.51, p�0.001; E11: F�1,139�
=125.98, p�0.001; E15: F�1,119�=39.16, p�0.001; E19:
F�1,98�=79.13, p�0.001�. Additionally, the smallest mean
ECAP amplitude for each electrode was typically obtained
for the fifth pulse in the train. This finding was revealed for
35 out of a total of 42 tested electrodes, and is contrary to the
data presented in Wilson et al. �1997b�, suggesting that the
lowest amplitude occurs in response to the second pulse in a
pulse train.

Figure 5 displays an example ECAP amplitude as a
function of the pulse number in the train along with an out-
line of the measure of auditory-nerve adaptation that is de-
scribed below. To quantify the overall degree of auditory-
nerve adaptation, two separate calculations were performed.
The first measure, Aasym, provided an indication of the ECAP
amplitude �i.e., A� during the stable or asymptotic portion of
the amplitude function, subsequent to the rapid amplitude
decline that occurred within the first few milliseconds of
stimulus presentation. This measure was determined using
the formula below.

Aasym = ��
23

26

A + �
48

51

A + �
99

100

A�/10 �1�

In this equation, the Aasym is the amplitude of the average of
the last ten ECAP waveforms that were recorded, and it
was used to calculate a measure of the overall degree of
auditory-nerve adaptation in the following formula:

FIG. 4. Normalized ECAP amplitudes
for all electrodes and study partici-
pants. The amplitude is displayed as a
function of the pulse number in the
1000-pps train. The closed and open
symbols are the data points for indi-
vidual participants and the gray hexa-
gon is the mean data. The number of
data points included for each electrode
is displayed in the top right hand cor-
ner of each panel.

FIG. 5. ECAP amplitude for one individual electrode as a function of the
pulse number in the 1000-pps pulse train. The hash marks on the abscissa
indicate that the axis is not continuous. The dotted line represents the am-
plitude of the noise floor in the recording system. The mean first pulse
ECAP amplitude �A1� and the mean asymptotic ECAP amplitude �Aasym� are
shown with ±1 standard deviation bars. The adaptation index �Iadapt� value is
displayed in the top left hand corner.
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Iadapt = Aasym/A1. �2�

In this equation, the Aasym is divided by the ECAP ampli-
tude to the first pulse �A1� to provide an overall degree of
auditory-nerve adaptation �i.e., adaptation index-Iadapt�.

Figure 6 displays the adaptation index for all study par-
ticipants in a series of bar graphs. The data presented in this
figure were grouped according to place of stimulation along
the length of the cochlea. That is, electrodes 3 and 6 were
classified as basal electrodes, electrodes 9 and 11 were clas-
sified as medial electrodes, and electrodes 15 and 19 were
classified as apical electrodes. The electrodes were grouped
according to place in order to assess the effects that place of
stimulation might have on ECAP adaptation. The basal loca-
tion observations are presented in the top panels, the medial
location observations are presented in the middle panels, and
the apical location observations are presented in the bottom
panels. For study participants who had data available at all of
the electrodes, the mean value of the two electrodes corre-
sponding to basal, medial, or apical were averaged. For study
participants who had only one observation per cochlear lo-
cation, that value alone is presented. Missing bars in the
figure indicate that no data were obtained for that electrode

location for that individual. These graphs show that ECAP
adaptation is variable across study participants. For example,
the adaptation index for study participant 5 at each electrode
location is larger than the respective adaptation index for
study participant 6. With the exception of the adaptation in-
dex at the apical location for study participant 5, these values
are relatively similar across cochlear place. That is, there is
not a convincing trend for auditory-nerve adaptation to be
more pronounced at either end of the cochlea.

B. Measures of temporal integration

A loudness balance temporal integration �LB-TI� ratio
was calculated using the suprathreshold data for each indi-
vidual electrode. Specifically, the intensity level of S1 re-
quired for a judgment of equal loudness between a
75-ms-duration signal and a 1-ms-duration signal was used,
and the stimulus level of S1 required for equal loudness be-
tween the 75-ms-duration signal and the 25-ms-duration sig-
nal also was used. The 75-ms–1-ms signal comparison typi-
cally generated an intensity level that was lower than the
75-ms–25-ms signal comparison. The lower level �i.e., the
level generated from the 75-ms–1-ms comparison� was di-
vided by the higher level �i.e., the level generated from the
75-ms–25-ms comparison� to obtain the LB-TI ratio. An ex-
ample LB-TI ratio and the intensity levels used for this cal-
culation are displayed in Fig. 7, panel �A�. Additionally, a

FIG. 6. Bar graphs showing the adaptation index �Iadapt� for all study par-
ticipants. The data are grouped according to place of stimulation. The data
for the basal electrodes �3 and/or 6� are shown in the top panels, the data for
the medial electrodes �9 and/or 11� are shown in the middle panels, and the
data for the apical electrodes �15 and/or 19� are shown in the bottom panels.
Missing bars indicate that data were not collected for a study participant.

FIG. 7. Individual suprathreshold and threshold temporal integration data.
Panel �a� shows the level of S1 as a function of the duration of S2, and panel
�b� shows the behavioral threshold as a function of the pulse-train duration.
In panel �a� the intensity level used for each S2 is shown. In both panels �a�
and �b� the temporal integration ratio is provided. The open symbols repre-
sent the data from the two trials and the solid line represents the mean data.
Note the use of a log scale on the abscissa.
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behavioral threshold temporal integration �TH-TI� ratio was
calculated using the two threshold levels obtained for the
1-ms signal and the 25-ms signal for each electrode tested.
Specifically, the TH-TI ratio was calculated by dividing the
threshold level for the 25-ms signal by the threshold level
obtained for the 1-ms signal. An example TH-TI ratio is
displayed in Fig. 7, panel �B�.

The suprathreshold and threshold temporal integration
data obtained from two different cochlear implant recipients
for electrode 6 are displayed in Fig. 7. Panel �A� shows the
data for the suprathreshold task and panel �B� shows the data
for the threshold task. In both panels, the data for the two
testing trials are indicated by the filled and open circles, and
the straight line represents the average of the trials. In panel
�A�, the level of S1 �i.e., 75 ms� needed in order to match the
loudness of S2 is displayed as a function of the duration of
S2 �i.e., 1, 3, 5, or 25 ms�. For this participant and electrode,
the expected rising function was obtained. That is, the level
of S1 required for equal loudness with S2 increased as the
duration of the second signal increased form 1 to 25 ms. The
arrowed straight line shows the amount of temporal integra-
tion that was used to obtain the LB-TI ratio. As was the case
for this temporal integration calculation and the TH-TI ratio
calculation, a small ratio suggested that a greater degree of
temporal integration was occurring, and conversely, a large
value suggested that very little temporal integration was tak-
ing place. Panel �B� shows an individual behavioral thresh-
old temporal integration function. The behavioral threshold,
in �A, is displayed as a function of the pulse-train duration
presented in a log scale. The degree of temporal integration
�i.e., TH-TI ratio� calculated from the data for this task is
shown using the arrowed straight line. For this individual,
the expected declining temporal integration function was ob-
served. That is, shorter signal durations required a greater
intensity level to reach threshold than longer duration sig-
nals. For all individual electrodes examined using the su-
prathreshold and threshold temporal integration behavioral
tasks, a test–retest standard deviation analysis was con-
ducted. For all study participants, the standard deviation for
all of the test–retest trials was less than 100 �A, with the
majority of test–retest differences less than 40 �A.

Figure 8 shows the data obtained from the suprathresh-
old loudness balance task for all study participants. To com-
pare these data across individuals, the normalized level of
the 75-ms signal �S1� required for equal loudness with a
shorter duration signal �S2� is displayed as a function of the
duration of the shorter signal in this figure. Each curve, and
the respective symbol, represents the data for one study par-
ticipant. The individual loudness balance functions indicate
that for some there is very little difference between the in-
tensity levels chosen for equal loudness percepts between the
75-ms signal and the shorter comparison signals, while for
others there is a larger difference between the intensity levels
required for equal loudness. Generally, as shown with the
rising exponential functions, the intensity level chosen for S1
to be equal in loudness to S2 is less than the set level of the
shorter comparison signal. Additionally, the standard devia-
tion of the mean S1 levels �when S2 was 1 ms� was larger
for E3, E11, and E19 �i.e., a standard deviation of 0.1777,

0.1823, and 0.1952 for E3, E11, and E19, respectively� than
it was for E6, E9, and E15 �i.e., standard deviation of 0.1088,
0.1252, and 0.1360, respectively�. However, a one-way
analysis of variance indicated that these mean normalized S1
levels were not significantly different across electrodes
�F�5,45�=0.517, p=0.762�. Finally, the mean LB-TI ratios
obtained for each electrode also were not significantly differ-
ent across cochlear place as assessed using a one-way analy-
sis of variance �F�5,43�=0.342, p=0.884�.

Figure 9 shows the normalized behavioral threshold data
as a function of pulse-train duration for all study participants
at each electrode. As with Fig. 8, each curve and the respec-
tive symbol represents the threshold temporal integration
function for one study participant. Also presented in each
panel of this figure is the ideal energy integration model
shown using the dash-dot line. In order to generate this ideal
model of energy integration, it was assumed that no auditory-
nerve adaptation was present, and that the energy in the sig-
nal �ECAP amplitude squared� in response to one pulse pre-
sentation was equal to the sum of the squares of the
amplitude generated from multiple pulse presentations. In
addition, the response amplitude was assumed to grow lin-
early with stimulus current level.

Generally, as observed in Fig. 9, detection thresholds
decreased as the duration of the pulse train was increased. It
also can be observed that the degree of threshold decrease is
variable across study participants, as some of the temporal
integration functions follow the ideal energy integration
model, and for others very little threshold decrease is noted

FIG. 8. The normalized level of S1 required for equal loudness with S2
shown as a function of the duration of S2. Note the use of a log scale on the
abscissa. Each curve and the respective symbol represents the data for one
individual electrode �the same individual symbols are used as those in Fig.
4�. The number of participants evaluated for the six different electrodes is
shown in the lower right hand corner in each panel.
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with increasing stimulus duration. Examination of the overall
degree of threshold change at 500 ms revealed that the vari-
ability of threshold decrease for the apically placed elec-
trode, E19, was larger �i.e., standard deviation of 0.2320�
than the other electrodes �i.e., standard deviation of 0.1171,
0.0847, 0.1217, 0.1265, and 0.0975 for electrodes E3, E6,
E9, E11, and E15, respectively�. The mean behavioral
thresholds at 500 ms for each electrode, however, were not
found to be significantly different across location as assessed
using a one-way analysis of variance �F�5,44�=0.719, p
=0.613�. Additionally, a one-way analysis of variance re-
vealed that the mean TH-TI ratios for each electrode were
not significantly different across electrode location
�F�5,43�=0.241, p=0.942�.

C. Combined electrophysiological and behavioral
results

To ensure that both measures of temporal integration
�i.e., LB-TI and TH-TI ratios� were each measuring the same
phenomenon, these measures were correlated with each
other. The Pearson coefficient indicated that the correlation
was statistically significant �r=0.381, p=0.01�. An increase
in the suprathreshold temporal integration measure concomi-
tantly corresponded to an increase in the threshold temporal
integration measure.

Figure 10 displays the correlated results from the behav-
ioral and electrophysiological ratio values, calculated from

the data obtained in each of the three experiments. The cor-
relation between the adaptation index �Iadapt� and the two
measures of temporal integration are displayed in panels �A�
and �B�. For each panel, the temporal integration indices are
shown as a function of the neural adaptation index. A larger
amount of either neural adaptation or temporal integration is
indicated by a smaller ratio value, and likewise, a lesser de-
gree of neural adaptation or temporal integration is indicated
by a large ratio. If a large degree of temporal integration,
therefore, was significantly correlated with a lesser amount
of neural adaptation, a negatively sloping linear regression
line would be obtained. A Pearson’s correlation coefficient
was computed based on the data shown in both panels. These
two coefficients do not indicate a significant correlation be-
tween the electrophysiological and psychophysical indices.
Additionally, as shown in the figure, the range of ratios, or
the degree of temporal integration, obtained from the su-
prathreshold task �LB-TI ratio range=0.5424–1.0308,
mean=0.8163� was slightly narrower than the range of ratios
obtained from the threshold temporal integration tasks
�TH-TI ratio range=0.4036–0.9960, mean=0.6982�.

The behavioral threshold temporal integration data for
two individuals also were compared to both an ideal integra-
tion of energy model and a model of integration based on the
individual degree of neural adaptation �i.e., the adaptation
index�. These data are presented in Fig. 11. Panel �A� shows
two individual ECAP functions for E15, one representative

FIG. 9. Normalized behavioral threshold as a function of pulse-train dura-
tion at each electrode for all study participants. Note the use of a log scale
on the abscissa. Each curve and the respective symbol represents the data for
one individual �the same symbols as used in Figs. 4 and 8 are used in this
figure�. The dash-dot line represents the ideal integration of energy model
�see the text for explanation�. The number of participants evaluated at each
electrode is shown in the lower left hand corner.

FIG. 10. The correlation between the suprathreshold �LB-TI ratio� and
threshold �TH-TI ratio� temporal integration measures and the adaptation
index �Iadapt�. Each symbol represents the data for an individual electrode. In
both panels �a� and �b�, a larger amount of either neural adaptation or tem-
poral integration is indicated by a smaller ratio value. As indicated by the
Pearson correlation coefficients, both of the correlations are not significant.
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of a large degree of neural adaptation �i.e., m58b� and one
representative of little neural adaptation �i.e., m55�. In panels
�B� and �C� the individual behavioral threshold temporal in-
tegration data for these individuals are displayed along with
the two models of energy integration. The open and closed
symbols and the respective solid line are the behavioral data.
The dashed line represents the threshold values that would
result based on the ideal integration of energy �shown in Fig.
9�. The dotted line in panels �B� and �C� represents the
threshold values that were predicted based on individual de-
grees of adaptation �i.e., the adaptation index�. These func-
tions were determined using the following equations:

A1
2 = �bT1�2, �3�

A1
2 = �bTn�2 + n − 1�bTnIadapt�2. �4�

Equation �3� provides the predicted current level required to
reach threshold �T1� using the individual ECAP amplitude
��V� for the single pulse in the train �A1� and an assumed
slope of 1 for the amplitude growth function �b�. The pre-
dicted threshold current levels for the subsequent pulses in
the train �Tn� were derived using Eq. �4�. To generate this
model, it was assumed that the energy output for the first
pulse �A1� was equivalent to the energy output for each sub-
sequent pulse �n−1�, and the adaptation observed was char-
acterized by the individual adaptation index �Iadapt�. It also
was assumed that the ECAP amplitude was growing lin-
early with each pulse presentation, or alternatively that the
slope of the growth function �b� was linear. Finally, the
generated Tn values were normalized to the current thresh-
old value to the first pulse in the train �T1�. The normal-
ized threshold values based on the actual and predicted

data are presented in dB with the normalized value of 1
used as the reference.

The data from study participant m58b, who demon-
strated a large degree of auditory-nerve adaptation, are pre-
sented in panel �B� of Fig. 11. The predicted threshold values
based on the adaptation index �i.e., the dotted line� did not
follow the ideal energy integration model �i.e., dashed line�
due to the degree of adaptation observed for this electrode
and study participant. Conversely, the predicted model of
energy integration based on very little adaptation, as shown
in panel �C�, very closely matched the ideal energy integra-
tion model. However, for both of these study participants,
who were representative of the upper and lower range of
neural adaptation observed in this study, the degree of adap-
tation appeared to have no impact on their respective behav-
ioral temporal integration. Specifically, the observed behav-
ioral temporal integration data for these two individuals did
not dramatically differ. The slopes of the functions were
−1.08-dB/doubling for m55 and −1.18-dB/doubling for
m58b. The TH-TI ratios for these individuals were 0.5706
for m58b and 0.7073 for m55.

IV. DISCUSSION

The results of this study suggest that greater amounts of
auditory-nerve adaptation do not have a significant impact
upon temporal integration. It was revealed that adaptation at
the level of the auditory nerve did not correlate with the
LB-TI ratios or the TH-TI ratios, as shown in Fig. 10. It was
expected that the output of both the auditory nerve and the
cochlear nucleus would impact loudness perception, and that
a degraded input to the central auditory system, resulting

FIG. 11. Comparison of the behavioral
threshold temporal integration func-
tions to two models of energy integra-
tion. Panel �a� shows two individual
ECAP functions �i.e., m55 and m58b�
for E15. Panels �b� and �c� show the
behavioral temporal integration data
for m55 and m58b, along with two
models of energy integration. The
open and closed symbols are the be-
havioral thresholds obtained from two
trials, and the solid line is the mean of
these trials. The dashed line represents
the threshold values that would result
based on the ideal integration of en-
ergy. The dotted line in panels �b� and
�c� represents the threshold values that
were predicted based on individual de-
grees of adaptation �i.e., adaptation in-
dex� and obtained using Eqs. �3� and
�4� �see the text for explanation�.
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from a large degree of auditory-nerve adaptation, would de-
crease temporal integration. Although the modeling data pre-
sented in panel �B� of Fig. 11 suggested that for a large
degree of neural adaptation the behavioral temporal integra-
tion function was much shallower than the ideal integration
of energy function, the opposite case �i.e., a lesser amount of
adaptation resulting in a temporal integration function that
closely matched the ideal energy integration model� was not
observed �panel �C��. Given the range of the neural adapta-
tion that was presented in Fig. 11, it was expected that the
two temporal integration functions would have been signifi-
cantly different.

It is possible that the observed findings can be attributed
to sampling effects that may occur with a relatively small
study participant pool. Perhaps the variability of auditory-
nerve adaptation was quite small compared to the total en-
ergy derived from the signal as it was processed throughout
the auditory pathway. The variability in the behavioral tasks,
therefore, could have been much greater than the differences
observed in integrated energy due to adaptation, which might
have limited the observed correlation between electrophysi-
ological and behavioral measures. It also is possible that the
amount of auditory-nerve adaptation observed across study
participants in this study was minor in degree and therefore
incapable of being reflected in the temporal integration mea-
sures. If the output from the auditory nerve was not signifi-
cantly degraded, then the integration of neural activity along
the auditory pathway would be minimally affected. This re-
sult would suggest that other processes are involved in the
variable temporal integration observed across cochlear im-
plant recipients. Further study is warranted to confirm or
negate the findings of this study.

A. The ECAP and auditory-nerve adaptation

For all study participants, an adapted ECAP response
was observed with successive pulses in a 100-ms pulse train
presented at a rate of 1000 pps. As demonstrated in Figs. 3
and 4, the ECAP amplitudes rapidly decreased within the
first few milliseconds of pulse-train presentation, and then
settled into a relatively steady pattern of amplitude alterna-
tion. These adapted ECAP responses were similar to those
presented in previously published human studies using high-
rate pulse-train stimulation �Abbas et al., 2000; Wilson et al.,
1997a; 1997b�. In these studies, a 1016-pps pulse train gen-
erated large ECAP amplitudes in response to the first pulse
and much smaller amplitudes in response to successive
pulses in the train. In all cases there was a rapid decrease of
the ECAP amplitude after the first pulse presentation.

When considering the degree of auditory-nerve adapta-
tion along the length of the electrode array, the results from
this study have suggested that neural adaptation does not
systematically change with cochlear place. While there was
some across-electrode variation in the degree of auditory-
nerve adaptation for some individuals, for others the adapta-
tion did not increase or decrease with cochlear place. These
findings are generally consistent with the limited previously
published results also suggesting that neural adaptation does
not systematically vary with cochlear place. Schmidt Clay

�2003� examined auditory-nerve adaptation at one basal and
one apical location in Nucleus 24 cochlear implant recipients
using the traditional two-pulse ECAP recording paradigm. In
that study, ECAP adaptation was assessed over a 5-min pe-
riod for each of three rates of stimulation, 15, 80, and
300 pps. The results revealed no consistent differences in the
degree of adaptation for the two cochlear locations that were
examined.

B. The ECAP and amplitude alternation

Along with adaptation of the ECAP amplitude, all study
participants showed some degree of alternation in ECAP am-
plitude with increasing pulse number, as shown in Figs. 3
and 4. After the first few pulse presentations, ECAP ampli-
tudes alternated from larger responses for even-numbered
pulses and smaller amplitudes for odd-numbered pulses. The
alternation pattern demonstrated by study participants in this
study varied slightly from those obtained by Wilson et al.
�1997a� and by Wilson et al. �1997b� using Ineraid cochlear
implant recipients. The smallest ECAP amplitude typically
occurred in response to the second pulse in the train in those
studies, but was observed to generally occur for the fifth
pulse in the present study. Additionally, it was noted that in
Wilson et al. �1997a� and Wilson et al. �1997b� the ampli-
tudes for even-numbered pulses were smaller than they were
for odd-numbered pulses, but the opposite finding was re-
vealed in this study. One factor having an impact upon the
differences obtained between the current study and those pre-
viously published is the differences in study participants
themselves. Three individuals were used in the Wilson et al.
�1997a� and Wilson et al. �1997b� studies, while the total
number of individuals who participated in this study was 11.
It is possible that differences between these studies were
simply related to sampling issues.

Additionally, as indicated above, all individuals in the
Wilson et al. �1997a� and the Wilson et al. �1997b� studies
used the Ineraid cochlear implant device. The cochlear im-
plant candidacy criteria have significantly changed since
these Ineraid devices were implanted, and it is possible that
the individuals participating in the current study had better
neural survival than those individuals who participated in the
Wilson et al. �1997a� and the Wilson et al. �1997b� studies.
The degree of neural survival and neural integrity could po-
tentially affect the ECAP responses that were obtained. Spe-
cifically, it is possible that the number of neurons contribut-
ing to an evoked potential response, the ability of neural
membranes to integrate pulses, and the refractory and sto-
chastic properties of the neurons could be different between
the groups of individuals. All of these factors would have an
impact upon the responsiveness of the auditory nerve when
stimulated with a pulse train �Wilson et al., 1994; Wilson et
al., 1997b�.

Although evidence from both human and animal studies
has suggested that varying stimulus parameters, such as
stimulation rate and intensity level, can have an impact upon
the degree of neural adaptation and ECAP amplitude alterna-
tion �Abkes et al., 2003; Haenggeli et al., 1998; Matsuoka
et al., 2000; Wilson et al., 1997a, 1997b�, it is unlikely that

2454 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Hay-McCutcheon et al.: Auditory-nerve adaptation and temporal integration



differing stimulus parameters between the present study and
those previously published resulted in the different findings
across studies. In this study, pulse trains of 1000 pps consist-
ing of 25-�s/phase biphasic pulses presented for 100-ms du-
ration were used. Additionally, a monopolar mode of stimu-
lation was used. The comparison stimuli used in Wilson
et al. �1997a� and Wilson et al. �1997b� also were presented
using a monopolar mode of stimulation and were
33-�s/phase biphasic pulses presented in trains at a rate of
1016 pps for 200 ms. The intensity levels used in all the
studies corresponded to comfortably loud levels for the study
participants. Therefore, differing stimulus parameters be-
tween the studies were likely not responsible for the different
alternation patterns observed.

C. Suprathreshold and threshold temporal integration

For this study, it was assumed that the decrease of be-
havioral thresholds or the increase in loudness with increas-
ing stimulus duration was occurring due to the integration of
energy over a window of approximately 200 ms. Addition-
ally, it was hypothesized that the neural adaptation observed
over a 100-ms time window would impact the integration of
energy with increasing signal duration. The multiple-looks
theory suggests that decreased behavioral thresholds result
from a number of short “looks” at the signal over a few
milliseconds, and, although the intention of this study was
not to assess the validity of these two theories, it could be
reasoned that a number of looks at a severely degraded or
adapted signal also would impact behavioral temporal inte-
gration.

Regardless of the mechanism responsible for temporal
integration, this phenomenon was observed to some degree
for all study participants. The data from the suprathreshold
task presented in Fig. 8 suggested that, when S1 was com-
pared to the shortest 1-ms signal, generally less intensity was
required to obtain equal loudness than when this signal was
compared to the 25-ms signal. Additionally, the threshold
data presented in this study demonstrated that, with increas-
ing signal duration, decreased behavioral thresholds were ob-
tained �see Fig. 9�. As was observed from both Figs. 8 and 9,
a large degree of variable temporal integration was observed
across study participants.

Both Donaldson et al. �1997� and Shannon �1983� dem-
onstrated that cochlear implant recipients perceive stimuli to
be increased in loudness when they are increased in duration.
When using either threshold or suprathreshold stimuli pre-
sented at a rate of 100 pps and for durations of 1 to 64
pulses, Donaldson et al. �1997� demonstrated that, within
and across a group of eight Nucleus 22 cochlear implant
recipients, the degree of temporal integration varied from
less than 1 dB up to 6 dB. Similarly, Shannon �1983� re-
vealed that, in a group of three individuals implanted with an
early version of the Advanced Bionics cochlear implant,
thresholds decreased by as much as 10 dB as a 1000-Hz
stimulus burst was increased in duration from 5 to 300 ms.
In this same study, Shannon �1983� measured increases in
loudness using a subjective loudness estimate scale ranging
from 0 to 100, with 100 representing the maximum loudness

level. For some individuals, an increase in the loudness esti-
mate of 40 units was observed as a 1000-pps pulse train
increased from 0 to 100 ms, and for others a 70-unit increase
in loudness was observed over the same time frame.

Generally, as shown in Fig. 10, the overall degree of
temporal integration generated from the suprathreshold mea-
sure was smaller than the degree observed for the threshold
temporal integration measures. This finding is commonly ob-
served in the normal-hearing and hearing impaired popula-
tion �Florentine et al., 1996; 1998; Pedersen and Poulsen,
1973�, and also has been observed in cochlear implant recipi-
ents when using stimuli of increasing rate �Skinner
et al., 2002; 2000; Vandali et al., 2000�. Data from Donald-
son et al. �1997�, however, which examined threshold and
maximum acceptable loudness estimates as the 100-pps
pulse train was increased in duration, revealed that the
greater degrees of temporal integration for threshold mea-
sures compared with suprathreshold measures were not con-
sistently observed. Although greater degrees of temporal in-
tegration for threshold measures than for suprathreshold
measures were generally observed in the present study, indi-
vidual variation suggests that this trend was not universal
�see the individual data in Figs. 8 and 9�, and therefore con-
sistent with the findings of Donaldson et al. �1997�. Unfor-
tunately, the overall results from this study do not provide
further insight into the possible mechanisms behind the ob-
served individual variability. Although it is probable that the
loss of peripheral compressive nonlinearity and spontaneous
neural activity has a role to play in the temporal integration
functions observed in the cochlear implant population, the
exact causes behind the observed variability in individual
temporal integration remain unknown.

D. Study limitations

For purposes of this study, it was assumed that the cen-
tral integrator was uniform across cochlear implant recipi-
ents. This assumption was based upon work conducted by
Shannon �1983� using cochlear implant recipients, and Shan-
non and Otto �1990� using auditory brainstem implant recipi-
ents. As previously mentioned, the Shannon �1983� study
demonstrated that threshold for three cochlear implant recipi-
ents improved by up to 10 dB as a 1000-pps stimulus was
increased in duration from 5 to 300 ms. A somewhat smaller
range of threshold improvement �i.e., approximately
1 to 2 dB� was noted for auditory brainstem implant recipi-
ents in Shannon and Otto �1990� using 300-ms burst duration
stimuli presented once per second. Because these threshold
temporal integration functions were similar in shape across
individuals in the Shannon �1983� and Shannon and Otto
�1990� studies, and because these normalized temporal inte-
gration functions were similar to those obtained for normal-
hearing individuals, it was suggested that the central integra-
tor was uniform across individuals. However, it cannot be
ruled out that hearing loss and the subsequent use of a co-
chlear implant may have affected the integrity of the central
auditory system. Neural plasticity data, for example, have
suggested that hearing loss can alter the physiological re-
sponses from the central auditory pathway �Shepherd et al.,
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1999; Shepherd and Hardie, 2001�. Shepherd et al. �1999�
reported that inferior colliculus neurons in neonatally deaf-
ened cats displayed increases in response latencies and tem-
poral jitter compared to those obtained from acutely deaf-
ened control animals. However, data from Synder et al.
�1990� demonstrated that the spatial tuning curves of neurons
within the inferior colliculus of neonatally deafened cats
were not significantly different in threshold or width com-
pared to those obtained from normal-hearing cats. This find-
ing suggested that the inferior colliculus neurons were main-
tained despite the atrophic changes in the peripheral auditory
nerve. The findings of the present study must be interpreted
in light of the possibility that the hearing loss could have
impacted the auditory system at both the central and periph-
eral level.

V. CONCLUSIONS

The results from this study suggest that larger degrees of
auditory-nerve adaptation do not have a significant negative
impact upon the degree of temporal integration observed in
cochlear implant recipients. Future studies might evaluate a
more diverse population of adults and examine the effects of
auditory-nerve adaptation upon temporal integration using
faster stimulation rates and/or using lower intensity levels. It
is possible that a null relationship was observed in this study
due to the relatively small degree of variability observed for
both the electrophysiological and psychophysical responses.
Had a larger and more diverse population been evaluated
�i.e., normal-hearing and hearing-impaired individuals�, or
had it been possible to use faster stimulation rates or lower
intensity levels, which would have allowed for the examina-
tion of auditory-nerve adaptation on a more restricted subset
of auditory-nerve fibers, the results from this study might
have been stated more definitively.
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High-frequency spectral notches are important cues for sound localization. Our ability to detect
them must depend on their representation as auditory nerve �AN� rate profiles. Because of the low
threshold and the narrow dynamic range of most AN fibers, these rate profiles deteriorate at high
levels. The system may compensate by using onset rate profiles whose dynamic range is wider, or
by using low-spontaneous-rate fibers, whose threshold is higher. To test these hypotheses, the
threshold notch depth necessary to discriminate between a flat spectrum broadband noise and a
similar noise with a spectral notch centered at 8 kHz was measured at levels from 32 to 100 dB SPL.
The importance of the onset rate-profile representation of the notch was estimated by varying the
stimulus duration and its rise time. For a large proportion of listeners, threshold notch depth varied
nonmonotonically with level, increasing for levels up to 70–80 dB SPL and decreasing thereafter.
The nonmonotonic aspect of the function was independent of notch bandwidth and stimulus
duration. Thresholds were independent of stimulus rise time but increased for the shorter noise
bursts. Results are discussed in terms of the ability of the AN to convey spectral notch information
at different levels. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2032067�

PACS number�s�: 43.66.Ba, 43.66.Fe, 43.66.Qp �GDK� Pages: 2458–2469

I. INTRODUCTION

High-frequency spectral notches generated by the filter-
ing action of the pinna �Lopez-Poveda and Meddis, 1996;
Shaw, 1974; Shaw and Teranishi, 1968� are important cues
for sound localization �Butler and Belendiuk, 1977; Butler
and Humanski, 1992; Hebrank and Wright, 1974�. Particu-
larly important is the notch whose center frequency increases
gradually from around 6500 to 10000 Hz as the vertical lo-
cation of the sound source moves from −40° to +60° relative
to the horizontal plane �for a review see Lopez-Poveda,
1996�. The bandwidth of this notch at its 5-dB-down points
ranges from 1000 Hz at −40° elevation to 4000 Hz at +10°
elevation �c f. Shaw and Teranishi, 1968; Chap. 4 in Lopez-
Poveda, 1996�.

The auditory nerve �AN� is the only transmission path of
acoustic information to the central auditory system. There-
fore, the ability to detect and employ high-frequency spectral
notches for sound localization requires that they be ad-
equately represented in the AN response. In the AN, spectral
features can be represented in the temporal pattern of AN
fiber response across characteristic frequencies �CFs� or as
rate profiles; that is, in terms of the fibers’ discharge rate as a
function of their CF �Sachs and Young, 1979�. However,
spectral features with frequencies above the cutoff of phase
locking ��4000 Hz; Johnson �1980�; Palmer and Russell
�1986�� are most likely to be represented in terms of AN
discharge rate alone �Rice et al., 1995�.

AN fibers have been classified in either two �Evans and
Palmer, 1980; Kiang et al., 1965� or three �Liberman, 1978;
Winter et al., 1990� types on the basis of their spontaneous
rate. Fibers with high spontaneous rates �HSR�
��15 spikes/s� amount to approximately 61% of the popu-
lation. These have low thresholds ��10 dB SPL� and dy-
namic ranges of approximately 30–40 dB �Sachs and Abbas,
1974; Evans and Palmer, 1980�. The remaining 40% of the
fibers are of a medium- �MSR� or low-spontaneous rate
�LSR� type. These have higher thresholds ��15 dB SPL�
and wider dynamic ranges ��50–60 dB; Evans and Palmer,
1980; Sachs and Abbas, 1974�.

The existence of at least two fiber types with distinct
thresholds and dynamic ranges have led several investigators
�Delgutte and Kiang, 1984a; Rice et al., 1995; Sachs and
Young, 1979� to suggest that the high-frequency spectral
characteristics of a stimulus could be conveyed to the central
auditory system in the rate profile of HSR and LSR fibers at
low and high levels, respectively. However, the apparent
quality1 of rate profiles degrades as the stimulus level is in-
creased even when the rate profile of LSR fibers is consid-
ered separately from that of HSR fibers �Delgutte and Kiang,
1984a, b; Rice et al., 1995; Sachs and Young, 1979�. Among
the factors that may contribute to the deterioration of the
quality of the rate profiles at high levels are the broadening
of the fibers frequency response with level �Rose et al.,
1971�, the saturation of their discharge rate2 �Sachs and
Young, 1979�, and the fiber-to-fiber variation in rate �Rice et
al., 1995�.

Therefore, if the perception of high-frequency spectral
features is based on analyzing the shape of AN rate profiles,
the detection of high-frequency spectral notches should be-

a�Portions of this work were presented at the 27th Midwinter Meeting of the
Association of Research in Otolaryngology, Daytona Beach, FL, February
2004.

b�Author to whom correspondence should be addressed; electronic mail:
ealopezpoveda@usal.es
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come increasingly more difficult as the sound level increases.
The aim of this study is to test this hypothesis. In the main
experiment, the threshold notch depth necessary to discrimi-
nate between a flat spectrum broadband noise and a similar
noise with a spectral notch centered at 8 kHz was measured
at levels from 32 to 100 dB SPL �Fig. 1�. It will be shown
that, contrary to the above-noted hypothesis, the threshold
notch depth for discrimination is a nonmonotonic function of
stimulation level.

In addition to the role of LSR fibers, other mechanisms
have been proposed to explain how high-frequency spectral
features are encoded in the AN response at high levels. For
instance, Delgutte and Kiang �1984a, b� suggested that at
high levels, when the adapted �steady-state� response of
many of the fibers is saturated, the stimulus spectrum may
still be represented reasonably well in the onset rate profiles.
Their suggestion is based on the fact that AN fibers have a
wider dynamic range over the first few �5–20� milliseconds
of their response �Smith and Brachman, 1980�.

Direct evidence is lacking �to the present authors’
knowledge� that the dynamic range of AN fibers gets wider
the shorter the stimulus rise time. However, this is likely to
be the case as the maximum onset rate of AN fibers depends
on the stimulus rise time �see Fig. 3 in Delgutte �1980�� and
models of AN adaptation suggest that the level at which the
maximum onset rate occurs gets higher the shorter the rise
time �e.g., Fig. 2 in Meddis �1988��. Therefore, following
Delgutte and Kiang’s suggestion �1984a, b�, it is reasonable
to hypothesize that the AN rate-profile representation of the
stimulus spectrum should be clearer for sounds with abrupt
onsets, particularly at high stimulus levels. Moreover, if at
high levels an important proportion of the spectral informa-
tion were indeed conveyed in the onset AN rate profile, spec-
tral shape discrimination should hardly depend on the stimu-
lus duration.

These hypotheses were tested by repeating the above-
presented experiment but using different noise burst dura-
tions �20 vs 220 ms� and rise/fall times �2, 10, and 30 ms�. It
will be shown that contrary to the hypotheses, threshold
notch depth is hardly affected by the stimulus rise time and
depends strongly on stimulus duration, even at high levels.

II. METHODS

A. Procedure

Notch depths at threshold were measured using a three-
interval, three-alternative forced-choice paradigm. In two of
the intervals �standard intervals�, the stimulus consisted of a
noise burst with a flat spectrum from 20 to 16000 Hz. In the
other �target� interval, the stimulus consisted of a burst of
noise with a notch in its spectrum �Fig. 1�. The three inter-
vals were presented in random order to the listener who was
instructed to detect the odd one out. The silence period be-
tween interval presentations was 500 ms.

The initial notch depth ��L in Fig. 1� was always fixed
at 20 dB below the reference spectrum level of the noise. An
adaptive procedure was employed to estimate the 70.7% cor-
rect point in the psychometric function �Levitt, 1971�. Dur-
ing the adaptive procedure, notch depth decreased after two

consecutive correct responses and increased after an incor-
rect response. Notch depth increased or decreased by 6 dB
for the first four turn points and by 1 dB thereafter. Sixteen
turn points were recorded for each measurement and the
threshold estimate was taken as the mean of the notch depths

FIG. 1. �a� Wave forms and spectra of the standard and target noises. �b�
Actual SPLs for the flat-spectrum �continuous lines� and the notched �dotted
lines� noises delivered by the Etymotic ER2 transducer �see footnote 4�.4

The notched noise contained a 4000-Hz-wide, 20-dB-deep spectral notch.
The reference spectrum level was the same for the flat-spectrum and the
notched noises, and such that the overall SPL for the flat-spectrum noise was
equal to 50, 80, and 100 dB SPL �indicated by the number next to each line�.
�c� SPL differences between the flat-spectrum and the notched noises for
stimuli with overall levels of 50, 80, 100 dB SPL. The inset provides greater
detail on the differences. The thick dotted line illustrates an ideal difference
spectrum. Note that the actual difference profiles are almost identical at the
three overall levels tested. This demonstrates that the cues available for the
discrimination are identical at overall levels of 50, 80, and 100 dB SPL, at
least for frequencies up to 12500 Hz.
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for the last 12 turn points. When the corresponding standard
deviation �SD� exceeded 6 dB, the measurement was dis-
carded �invalid threshold� and a new threshold was obtained.
The thresholds reported in this study correspond to the geo-
metric mean of at least three valid measurements �see Sec.
III A for more details�. Sometimes detecting the notch was
impossible �the adaptive procedure did not converge�. When-
ever this happened and to prevent endless sessions, the auto-
matic adaptive paradigm was set to stop after 80 stimulus
presentations.

Notch depths at threshold were measured as a function
of the overall level of the stimulus. Overall levels ranged
from 32 to 100 dB SPL �these correspond to spectrum levels
of −10 to 58 dB SPL for the flat-spectrum noise�. 10-dB
steps were used for levels from 32 to 92 dB SPL. Sessions
were organized in blocks of eight runs; each run for a single
overall level. Within each block, levels were ordered quasir-
andomly, although the stimuli with the higher-levels
��70 dB SPL� were presented at the end of the block. This
aimed at minimizing any effect that temporary threshold
shifts may have on spectral discrimination of low-level
sounds.

Listeners were tested individually in a double-wall
sound-attenuating chamber. Interaction was provided by
means of a response box. Lights were used to mark the pre-
sentation of the stimuli and to give listeners trial-by-trial
feedback on their responses. Stimuli were delivered monau-
rally to the listener via Etymotic Research ER2 insert ear-
phones. This earphone is designed to have a flat frequency
response at the eardrum up to approximately 16000 Hz. The
sound pressure levels �SPLs� reported in the following are
calibrated values �for a flat-spectrum broadband noise �20 to
16000 Hz�, the calibrated SPL output at a microphone
coupled to a Zwislocki occluded ear simulator was 100 dB
SPL for 2.3 Vrms�.

B. Stimuli

The center frequency �fc� of the spectral notch was fixed
at 8000 Hz. The reference condition was with a notch band-
width �BW� of 2000 Hz, and a stimulus duration of 220 ms,
including 10-ms cosine-squared rise/fall ramps. The effect of
notch bandwidth was investigated by testing notch BWs of
1000, 2000, and 4000 Hz. The effect of the stimulus duration
was investigated by testing stimulus durations of 20 and 220
ms, both including 10-ms rise/fall times. The effect of the
stimulus rise time was investigated by setting the stimulus
duration at 220 ms and using rise/fall times of 2, 10, and 30
ms.

1. Noise generation

The standard and the target noise bursts were made by
adding three separately generated noises with different nar-
rowband flat spectra �N1, N2, and N3 in Fig. 1�: N1 with
frequency components from 20 to fc−0.5 BW Hz; N2 with a
spectrum centered at fc=8000 Hz and a bandwidth equal to
the notch bandwidth; and N3 with components ranging from
fc+0.5 BW to 16000 Hz.

Each of the three noises, N1, N2, and N3, were gener-
ated digitally in the time domain �sampling frequency
=48 828 Hz� by adding sinusoids of equal amplitude but ran-
dom phases uniformly distributed between 0 and 2� rad. The
frequencies of the sinusoids spanned the spectral bandwidth
of each of the noises in steps of 1 Hz. The wave forms of N1,
N2, and N3 were then added together on a sample-by-sample
basis in a TDT™ System 3 psychoacoustics workstation. The
noise burst corresponding to a standard interval was gener-
ated by adding N1, N2, and N3, all with identical spectrum
levels. The notched-noise burst �target interval�, however,
was generated by attenuating N2 by �L dB �the notch depth�
as required �Fig. 1�, and adding the resulting wave form to
those of N1 and N3. Notch depths ��L in Fig. 1� are, there-
fore, expressed in dB relative to the spectrum level of N1 or
N3.

Before delivering the stimuli, the overall level of the
combined noise �N1+N2+N3� was set digitally by attenuat-
ing the signal as required. Signal clipping at high levels was
avoided by ensuring that no sample of the combined digital
noise reached the maximum output voltage of the TDT sys-
tem �±10 V�. This is an important point because the distor-
tion associated with clipping could smear the spectrum of the
notched noise in the target interval, hence making notch de-
tection and the interpretation of the results more difficult.
Furthermore, transducer distortion did not affect the results
at high levels, as shown in Figs. 1�b� and 1�c�, because the
voltage required �2.3 Vrms� to produce the maximum level
considered in this study �100 dB SPL� was within the nomi-
nal operational limits �2.5 Vrms� of the Etymotic ER2 trans-
ducer.

2. Strategies for making level differences unreliable
discrimination cues

The presence of the notch in the target stimulus makes
its overall level lower than that of the standard stimuli. For
example, a level difference of 1.23 dB occurs for the broad-
est �4000-Hz-wide� notch considered and with the maximum
notch depth measured �18.4 dB as shown in Fig. 2�. Such a
level difference could be used as a cue in a task aimed at
measuring the listeners’ ability to discriminate between spec-
tral shapes. Hence, it could complicate the interpretation of
the results.

Two different strategies were employed to reduce this
unwanted effect. The first strategy consisted of presenting the
standard and the target stimuli with equal overall levels. This
was achieved by reducing the spectrum level of the standard
noise as necessary ��L in Fig. 1� to make its overall level
identical to that of the notched-noise �target� stimulus. It can
be shown that the necessary reduction �in dB� is equal to

�L�dB� = 10 · log10�1 +
BWN2

BWT
�10−�L/10 − 1�� , �1�

where BWN2 is the bandwidth of noise N2 �Hz�; BWT is
the total bandwidth �Hz� of the noise �15980 Hz�; and �L
is the notch depth �dB�. To get an idea of the necessary
reduction in spectrum level, �L equals −0.58 dB for a
2000-Hz-wide, 27-dB-deep notch. Notice that �L �Eq. �1��
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is also equal to the overall level difference between the
standard, flat-spectrum noise of bandwidth BWT and the
target noise with a spectral notch of bandwidth BWN2 and
depth �L.

Whenever this equalized-level strategy was employed,
the same noise tokens N1, N2, and N3 were used for the
standard and the target intervals and for every block of every
condition. This condition will be hereafter referred to as
frozen-noised/equalized-level �FN-EL�.

The second strategy to prevent the use of level differ-
ences as discrimination cues consisted of presenting each of
the intervals in a given trial at a different overall level �level
roving�. The idea is to make differences in overall level and
also level differences within any given frequency band unre-
liable cues for detecting the spectral notch, forcing stimulus
discrimination to be based solely on differences in overall
spectral shape. This method of level randomization has been
used in other notch detection experiments �Moore et al.,
1989� and is a common practice in spectral-shape discrimi-
nation tasks �for a review see Green �1988��. Here, for any
given trial, the overall level of the stimuli was randomly
attenuated by an amount between 0 and 10 dB with respect
to the corresponding reference level �uniform distribution,
0.25-dB steps�. As a result of this, for any given reference
spectrum level, the actual spectrum level for this condition
was on average 5 dB lower. This will be taken into account
when illustrating the results.

Even with a roving level, a notch that is deep enough
could in principle be detected on the basis of comparing the
overall level across intervals �cf., Green, 1988�. According to
Eq. �1�, the overall level difference between the target and
the standard stimuli increases asymptotically with increasing
notch depth ��L in dB�. Such a difference approaches 1.25
dB for the broadest �4000-Hz-wide� notch considered in the
present study. Given that level was roved between 0 and 10
dB with a uniform distribution, this implies that spectral dis-
crimination based on overall level comparisons can still oc-
cur despite the level roving, but only in 12.5% of the occa-

sions and in the least favorable case; that is, for the broadest
and deepest notch. In summary, the present level roving
strategy guarantees that the listeners’ responses be based on
spectral shape discrimination in more than 87.5% of the oc-
casions.

Whenever this level-roving strategy was employed, dif-
ferent �random� N1, N2, and N3 noise tokens were employed
for different intervals and for different conditions. This was
intended to investigate to what extent the use of stimuli with
different temporal structures makes notch detection more dif-
ficult relative to the FN-EL condition. This condition will be
hereafter referred to as random-noise/roving-level �RN-RL�.

No significant differences were observed in the results
obtained with either strategy �see Fig. 3 and Sec. III B�. For
this reason and for convenience, the frozen-noise/equalized-
level strategy was more generally used in the experiments
reported in the following.

C. Listeners

Data were collected for eight listeners with ages ranging
from 20 to 40 years, although some of the listeners were not

FIG. 2. Standard deviation of threshold notch depths �SDs� as a function of
their associated arithmetic means. Data are pooled from Fig. 4 and thus are
for eight listeners and the whole range of levels. Different symbols illustrate
data for different listeners. The strong significant correlation �Pearson’s R
=0.84, p�0.0001� between the arithmetic mean and SD suggests that
threshold notch depth does not conform to an “equal-variance” distribution. FIG. 3. Threshold notch depths for discriminating between a flat-spectrum

noise and a notched noise plotted as a function of the stimulus overall level
�the corresponding spectrum level scale is also shown at the top of the upper
panels�. The notches were centered at 8000 Hz and had a bandwidth of 2000
Hz. Each panel illustrates data for a single listener as indicated in the upper-
left corner of each panel �note the different scales on the y axis of each
panel�. Each data point corresponds to the geometric mean of at least three
measurements. Error bars illustrate the 68% confidence interval �see the text
for details�. Crosses indicate conditions for which no discrimination be-
tween the target and the standard stimuli was possible. Shaded triangles on
the abscissa indicate the listener’s absolute hearing threshold �HT� for the
standard noise. Thresholds were measured in two experimental conditions:
in the frozen noise/equalized level �FN-EL� condition and in the random
noise/roving level �RN-RL� condition. Horizontal bars and asterisks apply to
the FN-EL condition only, and denote statistically significant differences
between the maximum threshold notch depth that occurs around 70–80 dB
SPL and the lowest values that occur on each side of the maximum �single-
tailed paired Student’s t-test; one and two asterisk denote p�0.1 and p
�0.01, respectively�. The main result is the nonmonotonic variation of
threshold notch depth with stimulus level observed for S1, S2, and S4 in the
two conditions tested.
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tested in all conditions. Their absolute thresholds were
within 20 dB re. ANSI 3.6-1996 �Specifications for Audiom-
eters� at the audiometric frequencies �250–8000 Hz�. All lis-
teners were given at least one training session in the task.
Only S1 �author A.A.P.� had previous experience in psychoa-
coustic tasks.

III. RESULTS

A. The statistical distribution of notch depth

Figure 2 illustrates that there is a strong correlation �R
=0.84, p�0.0001� between the arithmetic mean and the cor-
responding SD of threshold notch depth. Furthermore,
threshold notch depths are limited to values �0 dB. These
properties demonstrate that threshold notch depth does not
conform to an “equal-variance” distribution �cf., Bland and
Altman, 1996a�. Indeed, the data in Fig. 2 conform to a
lognormal distribution with a probability of p=0.94 �two-
tailed Kolmogorov-Smirnoff test�. For this reason, the results
are hereafter illustrated as the geometric mean plotted on a
logarithmic scale �Bland and Altman, 1996a, b, c�. Further-
more, the variability of the results is illustrated as the 68%
confidence interval of the geometric mean �equivalent to the
more conventional arithmetic mean plus and minus one SD�
�Bland and Altman 1996b, c, d�.

This procedure is similar to and inspired by a previous
level-discrimination study �Buus and Florentine, 1991�
where it is suggested that level-discrimination thresholds are
appropriately represented by plotting the difference limen for
a change in sound level on a logarithmic scale. In that case,
the argument in favor of this procedure was that this type of
representation “provides a straightforward relation between
measurements of discrimination thresholds and the sensitiv-
ity of the auditory system” as estimated in terms of d-prime
�Buus and Florentine, 1991, p. 1379 and their Fig. 7�.

B. Discrimination is based on detecting differences in
overall spectral shape

Figure 3 illustrates threshold notch depth versus level
functions for four representative listeners �S1–S4� for a notch
bandwidth of 2000 Hz. Each panel illustrates data for a dif-
ferent listener �as indicated in the upper left corner of the
panels�. Shaded triangles on the abscissa illustrate the listen-
er’s absolute threshold for the flat-spectrum �standard� noise.
Crosses indicate conditions for which the notch was undetec-
ted consistently in three or more trials. Note that the y-axis
scale differs across panels.

Threshold notch depth values for the random-noise/
roving-level condition �squares; RN-RL� are comparable or
slightly larger than those for the frozen noise/equalized-level
condition �triangles, FN-EL�. Except for listener S3, the
poorest performer, the main differences between the results
for the two conditions occur at the highest overall levels. For
the most part, these differences may be attributed to roving
the level rather than to using random noise. If the use of
frozen noise facilitated notch detection as a result of the lis-
teners memorizing its temporal pattern, depths would be con-
siderably lower at all levels for the FN-EL condition �tri-
angles in Fig. 3� and this is not the case. Furthermore, all

participants reported that level randomization was an impor-
tant distracter, particularly at high levels. This agrees with
the observations of Moore et al. �1989�, who showed a de-
terioration in the detection of notches centered at 8000 Hz
with level randomization. Moore et al. attributed this dete-
rioration to a reduction of the listener’s attention towards the
fainter spectral features when more prominent perceptual
changes are introduced.

Given that the observed differences are small and that
randomizing the level for each stimulus presentation makes
energy within or outside the notch band an unreliable cue for
stimulus discrimination, it can be reasonably concluded that
even in the frozen-noise/equalized-level condition listeners
discriminate between the target and the standard stimuli by
detecting a notch in a flat reference spectrum rather than by
monitoring the level over certain frequency regions �i.e., in
the notch band or elsewhere�.

C. Notch depth increases nonmonotonically with
level

Figure 3 illustrates that for three of the four listeners
�S1, S2, and S4�, threshold notch depth increases nonmono-
tonically with level. Consider, for example, the frozen-noise/
equalized-level condition �triangles�. Depth values increase
from approximately 3 dB at 40 dB SPL to approximately 9
dB at 70–80 dB SPL and then decrease again to 3 dB �S2 and
S4� or 5 dB �S1�. For these three listeners, the differences
between the largest and the smallest threshold notch depth
values are statistically significant, as indicated by the hori-
zontal bars and their associated asterisks in Fig. 3 �single-
tailed paired Student’s t-test on the ln-transformed data
�Bland and Altman, 1996d�; one asterisk: p�0.1; two aster-
isks: p�0.01�. The other listener �S3� was the “poorest” per-
former and reported that the task was very difficult. Her
threshold depth values are larger across levels than those for
the other three listeners. They increase from 8 dB at 42 dB
SPL to 10 dB at 72 dB SPL, and then increase more rapidly
with level until the notch becomes undetectable at 100 dB
SPL �indicated by a cross�. Also, the variability of her results
is overall larger than those for the other three listeners. This
may occur as a result of her having worse frequency resolu-
tion and/or her finding it more difficult to follow an appro-
priate spectral discrimination cue.

It is noteworthy that for listeners S2 and S3, threshold
notch depth values are larger at the lowest overall level �32
dB SPL� and decrease rapidly for the next level tested �42 dB
SPL�. It is likely that this result reflects simply that 32 dB
SPL is only 4 and 5 dB above the noise absolute threshold of
listeners S2 and S3, while it is 11 and 15 dB above the
absolute threshold of listeners S1 and S4, respectively.

To confirm that nonmonotonic threshold notch depth
versus level functions are the norm, the experiment was car-
ried out for eight listeners �S1–S8� for the frozen-noise/
equalized-level condition. This time, however, the notch
bandwidth was set to 4000 Hz because it is an easier condi-
tion. The results are illustrated in Fig. 4. Although the actual
values vary considerably across listeners, notch depth in-
creases nonmonotonically with level for all of them except
S3, at least qualitatively. Quantitatively, however, the differ-
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ence between the largest threshold notch depth value and the
lowest one that occurs at a higher level is statistically signifi-
cant for four �S1, S2, S4, and S6� out of the eight listeners
only �single-tailed paired Student’s t-test on the
ln-transformed data; one asterisk: p�0.1; two asterisks: p
�0.01�. A maximum in the nonmonotonic functions occurs
at approximately the same level �70–80 dB SPL� for all lis-
teners except S3.

D. Notch depths are comparable at overall levels of
42 and 100 dB SPL

The quality of the rate-profile representation of the spec-
tral notch is expected to deteriorate at high levels as a result

of the broadening of the fibers’ frequency response with level
�Rose et al., 1971�, the saturation of their discharge rate �Sa-
chs and Young, 1979�, and/or the fiber-to-fiber variation in
rate �Rice et al., 1995�. However, the nonmonotonic charac-
ter of the threshold notch depth versus level functions sug-
gests that the spectral notch is equally well represented in the
AN response at 42 and 100 dB SPL. To investigate whether
this is actually the case, threshold notch depths at 100 dB
SPL were statistically compared with those at 42 dB SPL for
each listener �single-tailed, paired Student’s t-test on the
ln-transformed data�. Results are illustrated in Fig. 5 for the
two notch bandwidths tested �2000 and 4000 Hz� and for the
frozen-noise/equalized-level condition. Threshold notch
depth values are larger at 100 dB SPL for approximately
50% of the listeners. However, statistically significant �p
�0.05� differences are rare �denoted by asterisks in Fig. 5�.
The significance of this result is discussed later �Sec. IV A�

E. The effect of notch bandwidth

Figure 6 illustrates threshold notch depth versus level
functions for the frozen-noise/equalized-level condition for
three notch bandwidths: 1000, 2000, and 4000 Hz. Crosses
illustrate conditions for which notch detection became erratic
and three valid measurements could not be obtained.

FIG. 4. Threshold notch depth vs. level functions for a spectral notch cen-
tered at 8000 Hz and a bandwidth of 4000 Hz. Except for the notch band-
width, the experimental conditions were the same as for the FN-EL condi-
tion of Fig. 3. Each panel illustrates data for a single listener as indicated in
the upper-left corner of each panel �note the different scales on the y axis of
each panel�. Error bars illustrate the 68% confidence interval of the geomet-
ric mean. Horizontal bars and asterisks denote statistically significant differ-
ences between the maximum threshold notch depth that occurs around
70–80 dB SPL and the lowest values that occur on each side of the maxi-
mum �single-tailed paired Student’s t-test; one and two asterisk denote p
�0.1 and p�0.01, respectively�. Shaded triangles illustrate the hearing
thresholds for the standard noise. For four of the eight listeners �S1, S2, S4,
and S6�, threshold notch depth is a clear nonmonotonic function of level.
For three other listeners �S5, S7, and S8�, the function is qualitatively non-
monotonic but the result is statistically not significant. S3 is the only listener
for whom threshold notch depth increases monotonically with increasing
level.

FIG. 5. Comparison of individual threshold notch depths at overall levels of
42 and 100 dB SPL, for notch bandwidths of 2000 �top panel� and 4000 Hz
�bottom panel�. To facilitate the comparison between the results at the two
sound levels, data points for any given listener appear slightly displaced
horizontally as necessary. Error bars indicate the 68% confidence interval of
the geometric mean. Asterisks indicate significant differences between the
thresholds at 42 and 100 dB SPL �single-tailed, paired Student’s t-test; p
�0.05�. Although notch depths are generally larger at 100 dB SPL, statis-
tically significant differences are rare.
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Results vary widely across listeners. Generally, how-
ever, threshold notch depth increases as the notch bandwidth
decreases. Interestingly, a significant increase in threshold
notch depth occurs for the narrowest, 1000-Hz-wide notch.
This is true particularly for listeners S3 and S5 and for over-

all levels higher than 70 dB SPL. For these listeners and
conditions, obtaining a threshold notch depth was impos-
sible.

Similar results have been described elsewhere. Moore et
al. �1989� reported that none of their listeners could detect
1000-Hz-wide notches centered at 8000 Hz while they had
no problem detecting wider notches. Heinz and Formby
�1999� also reported that detecting energy decrements in the
spectrogram of a random-level noise was possible only if the
spectral bandwidth of the decrement was �500 Hz.

It should also be noted in Fig. 6 that the nonmonotonic
effect, when present, is comparable for different notch band-
widths.

F. The effect of stimulus rise time and stimulus
duration

Figures 7 and 8 illustrate the effects of stimulus rise time
�in four listeners� and of stimulus duration �in five listeners�,
respectively. The data are for a notch bandwidth of 2000 Hz
and for the frozen-noise/equalized-level condition. Clearly,

FIG. 6. Threshold notch depth vs. level functions for notch bandwidths of
1000, 2000, and 4000 Hz �as indicated by the inset in the top left panel�.
Error bars indicate the 68% confidence interval of the geometric mean. Data
were obtained using the FN-EL strategy. Stimuli had a total duration of 220
ms, including rise/fall ramps of 10 ms. Each panel illustrates the results for
a single listener. Shaded triangles on the abscissa illustrate the HTs for the
standard noise.

FIG. 7. Threshold notch depth vs. level functions for stimuli with different
rise times �as indicated by the inset in the top left panel�. Error bars indicate
the 68% confidence interval of the geometric mean. In all conditions, the
notch had a bandwidth of 2000 Hz and stimuli had a total duration of 220
ms including the rise/fall times. Data were obtained using the FN-EL strat-
egy. Each panel illustrates the results for a single listener. Shaded triangles
on the abscissa illustrate the hearing thresholds �HTs� for the standard noise.

FIG. 8. Threshold notch-depth vs. level functions for stimuli with different
durations �as indicated by the inset in the mid left panel�. Error bars indicate
the 68% confidence interval of the geometric mean. Stimuli rise/fall times
were equal to 10 ms in both conditions. Notches had a bandwidth of 2000
Hz. Data were obtained using the FN-EL strategy �see the text for details�.
Shaded triangles and circles on the abscissa indicate the listener’s absolute
HTs for the standard noises of 220 and 20 ms of duration, respectively. Each
panel illustrates the results for a single listener. The bottom right panel
illustrates the ratio of threshold notch depths for the short and long �short/
long� stimuli. Each symbol corresponds to a different listener. Note that on
average �thick continuous line� the ratio is independent of stimulus level.
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the stimulus rise time has no significant or systematic effect
on notch depth at any of the levels tested �Fig. 7�. On the
other hand, stimulus duration has a clear effect �Fig. 8�.
Threshold notch depth values are significantly larger for the
short �20-ms� than for the long �220-ms� noise bursts at all
levels with very few exceptions. The bottom right panel of
Fig. 8 illustrates the ratios3 of threshold notch depths for the
long and the short stimuli for every listener. Although the
ratio varies widely across listeners, its average value equals
2.5 and is approximately independent of level. This shows
that the effect of level is comparable for the long and the
short stimuli.

IV. DISCUSSION

The aim of the study was to investigate how the detec-
tion of spectral notches with center frequencies well above
the cutoff of phase locking depends on stimulus level. The
effects of other factors such as the notch bandwidth, the
stimulus duration and the stimulus rise time have also been
investigated. Two hypotheses were tested. First, since the AN
rate-profile representation of the stimulus spectrum deterio-
rates at high levels, threshold notch depths for discrimination
should increase monotonically with increasing stimulus
level. Second, if at high levels the stimulus spectrum were
encoded mostly in the onset rate-profile, threshold notch
depths should be smaller for stimuli with abrupt onsets �short
rise times� and comparable for long and short stimuli.

Results show that none of these hypotheses hold. For
notches 2000- and 4000-Hz wide, although the actual values
vary widely across listeners, threshold notch depth is a non-
monotonic function of level �Figs. 3 and 4�. A clear maxi-
mum in the function occurs for overall levels around 70–80
dB SPL for most listeners. Furthermore, threshold notch
depths are hardly affected by the stimulus rise time �Fig. 7�
and are clearly larger for noise bursts of 20 ms of duration
than for bursts 220-ms in duration �Fig. 8�.

A. Physiological interpretation

1. The nonmonotonic character of the threshold
notch depth versus level functions

Nonmonotonic threshold notch depth versus level func-
tions have been observed for both the equalized and roving
level conditions �Fig. 3�. For the reasons explained earlier
�Sec. II B 2�, this suggests that discriminating between the
flat-spectrum and the notched noise bursts is based on detect-
ing differences in overall spectral shape, rather than on de-
tecting energy differences in the frequency region of the
notch or elsewhere. The notches tested span a region of fre-
quencies higher than the cutoff of phase locking �Johnson,
1980�. Hence, they are unlikely to be encoded in the tempo-
ral aspects of the AN response. Instead, they must be en-
coded in the rate of the response, possibly as a rate profile.
Therefore, the nonmonotonic character of the threshold
notch depth versus level functions suggest that the quality of
the AN rate profile representation of the stimulus spectrum
must be a nonmonotonic function of level. In other words,

the stimulus spectrum must be reasonably well encoded in
the AN rate profile at low and high levels, but more poorly
represented at 70–80 dB SPL.

Considering the classification of AN fibers suggested by
Winter et al. �1990�, this result may be interpreted as an
indication that humans have HSR and LSR fibers but no
MSR fibers, at least in the 8000-Hz region. In that case, it is
possible that the notch be encoded in the rate profile of HSR
fibers at low levels and in that of LSR fibers at high levels.
The maximum that occurs for overall levels around 70–80
dB SPL �spectrum levels of 28–38 dB SPL� would reflect the
transition between the dynamic ranges of the two. That is, it
would occur at levels for which HSR fibers are almost satu-
rated and LSR fibers are just below threshold. MSR fibers
have thresholds that are intermediate between those of HSR
and LSR fibers �Winter et al., 1990, p. 199�. Furthermore,
over the range of levels �100 dB� used by Winter et al., their
dynamic range appears to be wider than that of HSR and
LSR fibers as a result of their showing sloping saturation
�cf. Fig. 2 of Winter et al., 1990�. Therefore, if MSR fibers
were present in the human AN, they could probably encode
for the spectral notch at moderate-to-high levels. As a result,
the threshold notch depth versus level functions would be
unlikely to show a maximum and instead threshold notch
depth would probably appear independent of level.

The exact way that the two fiber populations translate
into nonmonotonic threshold notch depth versus level func-
tions is unclear. However, the above-given interpretation im-
poses the restriction that the saturation threshold of HSR
fibers and the rate threshold of LSR fibers should both occur
around the level for which the maximum threshold notch
depth occurs. That is, both thresholds would be around an
overall level of 70–80 dB SPL or its equivalent spectrum
level of 28–38 dB SPL �Figs. 3 and 4�. For this range of
spectrum levels, the effective SPL seen by an AN fiber with
a CF=8000 Hz and an effective bandwidth of 1000 Hz
would be approximately equal to 38–48 dB SPL. These val-
ues agree well with those estimated from pure-tone AN rate-
level functions for other mammalian species �e.g., Fig. 1 of
Winter and Palmer, 1991�.

The above-noted interpretation also agrees with the con-
clusions of Zeng et al. �1991�. They studied the effects of
prior stimulation upon intensity discrimination and found un-
usually large just-noticeable differences for midlevel sounds.
Zeng et al. �1991� argued that their result is consistent with
humans having only two types of auditory nerve fibers, HSR
and LSR, each with a different time of recovery from adap-
tation and a different threshold �see Zeng et al. �1991� for a
full discussion�.

It has been shown �Fig. 5� that threshold notch depths
are, with some exceptions, comparable for stimulation levels
of 42 and 100 dB SPL so long as the notches are wide
enough ��2000 Hz�. This is somewhat surprising consider-
ing that the frequency response of AN fibers broadens with
increasing sound level �Rose et al., 1971�, hence the spectral
notch should be less clearly represented in the AN rate pro-
file at the highest level tested. One possible explanation for
the result is that peripheral suppression may enhance the
spectral notch �as represented in the AN rate profile� at high
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levels but less so �or nothing at all� at low levels, somehow
compensating for the broadening of the fibers’ frequency re-
sponse at high levels. This is a likely explanation because, as
discussed by Poon and Brugge �1993�, suppression would be
expected to cause a decrease in the discharge rate of AN
fibers with CFs in the notch region, hence “…enhancing the
contrast between the energy level at the spectral notch fre-
quency and that at the surrounding frequencies,” and the
amount of suppression is more prominent at high levels �e.g.,
Schalk and Sachs, 1980�.

Other explanations exist for the nonmonotonic character
of threshold notch depth versus level functions. For example,
discrimination based on AN rate responses is likely to be
directly proportional to the rate difference between the two
stimuli but inversely proportional to their corresponding rate
variances �e.g., Young and Barta, 1986; Winter and Palmer,
1991�. Consequently, small rate variances may lead to dis-
criminable percepts even when the associated-rate difference
is small. The variance-to-mean ratio of AN rate responses
decreases with increasing mean rate, that is, with increasing
stimulus level �e.g., Winter and Palmer, 1991; Young and
Barta, 1986�. Therefore, it is possible that the improvement
in spectral discrimination observed at high levels results
from a reduction in the fibers’ variance-to-mean ratio in com-
bination with �or perhaps instead of� the above-mentioned
spectral-enhancing effects of suppression.

Basilar membrane �BM� compression may also contrib-
ute to the nonmonotonic character of the threshold notch
depth versus level functions. Some studies �though not all;
see Robles and Ruggero, 2001, pp. 1308–1309� suggest that
the basal region of the BM responds linearly at low
��40 dB SPL� and high ��90 dB SPL� levels, but compres-
sively at intermediate levels. If this were the case, the spec-
tral notch would be more clearly represented in the BM ex-
citation pattern at low and high levels, where linear
responses occur, than at moderate levels, for which the notch
would appear shallower in the BM excitation pattern as a
result of compression. Additionally, cochlear distortion may
negatively affect the BM representation of the spectral notch
as a result of distortion-product energy traveling from remote
BM sites, where they are generated, to those with CFs within
the notch band �cf. Robles et al., 1997�. This effect is likely
to be maximal at moderate levels for which compression is
greatest. On the other hand, the effects of BM compression
are unlikely to explain by themselves the nonmonotonic
character of the function. BM compression is approximately
constant over a wide range of input levels
��40-90 dB SPL, e.g., Ruggero et al., 1997�; hence, should
the previous explanation be correct, it would lead to a
plateau-shaped nonmonotonic function rather than to the
peak-shaped curve that is more common in the present re-
sults.

It must be acknowledged that all the above-noted inter-
pretations implicitly assume that listeners use the same cues
at all levels and that the internal representation of the spectral
notch degrades at levels around 70–80 dB SPL. However, an
alternative explanation could be that the cues used for spec-
tral discrimination are different at low and high levels. It
could well happen that the cues that are salient at low levels

degrade as the level increases and that new cues improve
with increasing level to become most salient at high levels.
The nature of these cues is uncertain at this time. It is un-
likely that spectral discrimination at high levels be facilitated
by distortion in the stimuli because, as shown in Fig. 1�c�,
the actual difference spectrum between the target and the
standard noises are comparable for overall levels of 50, 80,
and 100 dB SPL.

It should be noted that the above-discussed explanations
are not mutually exclusive. They can all contribute simulta-
neously to explain the data. On the other hand, it is not the
purpose of this report to provide a convincing explanation of
the nonmonotonic effect. Physiological and modeling work
is currently under way to clarify this issue �Alves-Pinto et
al., 2005a, b�.

2. The effect of notch bandwidth and its interaction
with level

Detection of spectral notches with bandwidths equal or
greater than 2000 Hz was generally possible at all levels. On
the other hand, detection of notches 1000-Hz wide was
clearly much more difficult, particularly at high levels.

Notch detection must be based on spectral discrimina-
tion. Given the nature of the stimuli, the most salient infor-
mation for spectral discrimination is likely to be provided by
AN fibers with CFs within and near the notch band �cf. Poon
and Brugge, 1993�. Those fibers will be driven with less
energy by the target, notched stimulus than by the reference,
flat-spectrum one. The effective bandwidth of those fibers is
around 1000 Hz at low SPLs �e.g. Fig. 10 of Evans, 1975�
and increases as the SPL increases �Rose et al., 1971�. There-
fore, at high levels, the fibers in question will also respond to
energy in frequency regions adjacent to the 1000-Hz-wide
notch �see Chap. 8 in Lopez-Poveda, 1996�. Hence, their
response to the notched stimulus will be only slightly smaller
than that to the flat-spectrum stimulus, making discrimina-
tion between the two more difficult even when the notch is
very deep. In psychophysical terms, this relates to the fact
that the critical band at 8000 Hz is comparable to the band-
width of the 1000-Hz-wide notch �Glasberg and Moore,
1990� and increases with level �e.g. Baker et al., 1998�. Fur-
thermore, the interlistener variability observed in the present
results, particularly for the narrowest notch �Fig. 6�, is likely
to relate to the wide interlistener variability in auditory filter
bandwidth �Patterson and Moore, 1986�. As noted earlier
�Sec. III B�, this may account for the poorer performance of
listener S3.

Spectral discrimination is also likely to be affected,
though to a lesser extent, by the number of fibers with CFs
within the notch band. This number increases as the notch
bandwidth increases and this might explain, at least in part,
that threshold notch depths be lowest for stimuli with the
widest notch. In any case, the shape of the threshold notch
depth versus level function is comparable for different notch
bandwidths �see Fig. 6�, which suggests that the nonmono-
tonic effect is independent of the number of fibers signaling
for the notch.
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3. The effect of stimulus duration

AN fibers show a wider dynamic range at the onset of
the stimulus �Smith and Brachman, 1980�. For this reason,
Delgutte and Kiang �1984a, b� suggested that at high levels,
when the rate response of the majority of AN fibers is satu-
rated, the stimulus spectrum may still be conveyed in the
onset rate profile. Earlier, it has been shown that maximizing
the effects of the stimulus onset by reducing the stimulus rise
time hardly affected threshold notch depths �Fig. 6�. It has
also been shown that threshold notch depths were consider-
ably lower for a stimulus duration of 220 ms than for a
duration of 20 ms, even at the highest levels tested �Fig. 7�.
If at high levels notch detection were based solely on the
onset representation of the stimulus spectrum, no differences
would be observed between the long and the short stimuli.
Therefore, although the present results do not rule out a pos-
sible contribution of the onset rate profile to the encoding of
the stimulus spectrum, they suggest that the contribution in
question is less important than previously suggested �Del-
gutte and Kiang, 1984a, b; Lopez-Poveda, 1996�.

Since both the stimulus and the nature of the AN re-
sponse are stochastic, the rate-profile representation of the
stimulus spectrum surely varies over time. The fact that
threshold notch depths are smaller for the longer stimuli
across all levels tested �Fig. 8� suggests that the longer
stimulus provides a clearer representation of the stimulus
spectrum. It is possible that the brain integrates �or averages�
the rate profile over time with a relatively long time window
�Green, 1960�. Alternatively, it is possible that the decision
be based on taking multiple “looks” at rate profiles computed
over a much shorter time window, as suggested by Viemeis-
ter and Wakefield �1991�. Either of the two mechanisms
serves to explain �at least qualitatively� the smaller values of
notch depth for the longer stimulus.

Furthermore, it is noteworthy that the effect of level is
comparable for the short and the long stimuli when threshold
notch depths are plotted on a logarithmic scale. This indi-
cates that the nonmonotonic character of the threshold notch
depth versus level function is independent of stimulus dura-
tion and, consequently, that it is not determined by temporal
integration or multiple looks.

B. Relation with level discrimination results

The dynamic-range problem has been widely investi-
gated by previous psychophysical studies of level discrimi-
nation. Indeed, the present results resemble those of level
discrimination experiments in a number of respects. First,
here it has been shown �Figs. 3 and 4� that threshold notch
depth varies nonmonotonically as a function of level. Simi-
larly, the threshold for detecting a level change in a high-
frequency stimulus is a nonmonotonic function of level, both
for tones �e.g. Carlyon and Moore, 1984; Florentine, 1986;
Florentine et al., 1987� and noise �e.g., Buus, 1990; Nizami
et al., 2001�. Second, the nonmonotonic aspect of the thresh-
old notch depth versus level function appears more obvious
for the short �20 ms� than for the long �220 ms� stimuli when
the ordinate is on a linear scale, rather than on the logarith-
mic scale used in Fig. 8. The same is true for the level-

change versus level function �e.g., Carlyon and Moore, 1984;
Nizami et al., 2001�. Finally, here it has been shown that
dynamic responses to the signal onset play little role in spec-
tral discrimination �Fig. 7� and this seems to be the case also
for level discrimination �Carlyon and Moore, 1984�.

The results of level-discrimination experiments led Car-
lyon and Moore �1984� to suggest a bimodal distribution of
thresholds in human primary auditory neurons. Such a sug-
gestion is in line with the “two types of fibers” interpretation
proposed earlier for the nonmonotonic aspect of the thresh-
old notch depth versus level function. Of course, detecting a
level change is not the same as detecting a spectral notch.
Furthermore, as discussed earlier, the detection of the spec-
tral notch is unlikely to be based on comparing the levels of
the standard and the target noises �neither the overall level or
the level within or outside the notch band�. Instead, it is
likely to depend on the quality with which the spectral notch
is represented in the overall auditory nerve rate profile. Nev-
ertheless, the operation range of auditory nerve fibers will
determine, in a similar way, the level-dependence of the
quality of the internal representation of the notch �i.e., its
depth in the rate profile� and the fibers’ difference response
to a change in the stimulus level.

C. Relation with sound localization results

Sound localization relies partly on accurately detecting
the spectral content of the head-related transfer function
�HRTF�. Specifically, it has been reported that spectral
notches with sound source elevation-dependent center fre-
quencies constitute prominent cues for judging the vertical
location of sound sources �e.g., Butler and Belendiuk, 1977;
Butler and Humanski, 1992�. On the other hand, the band-
width and the depth of HRTF notches vary widely across
listeners �see, for instance, Fig. 3 in Shaw �1982� or Chap. 3
in Lopez-Poveda �1996��, possibly reflecting differences in
the shapes and sizes of the listeners’ ears �Lopez-Poveda and
Meddis, 1996�. The present study shows that the ability to
detect high-frequency spectral notches varies widely across
listeners �Fig. 4�, and depends on the notch bandwidth �Fig.
6� as well as on the stimulus level and duration �Figs. 3 and
8�. As a result, the ability of listeners to actually use the
notches in their individual HRTFs as cues for sound local-
ization must depend on a complex combination of their level
of performance in notch detection tasks, the shape of their
ears, and the characteristics of the stimulus �duration and
level�. In any case, since vertical localization relies on de-
tecting HRTF notches, the present results suggest that, in
general, localization judgments should be more precise for
long stimuli than for short ones and for levels below 60–70
dB SPL than for levels around 70–80 dB SPL and this is
indeed the case �Hartmann and Rakerd, 1993; Macpherson
and Middlebrooks, 2000; Vliegen and Van Opstal, 2004�.
Furthermore, in light of the present results an improvement
in localization accuracy should occur for levels higher than
80 dB SPL, although this remains to be tested.

Despite the emphasis given here to spectral notches, it
must be acknowledged that other authors �e.g., Blauert,
1969/70; Humanski and Butler, 1988� have suggested that
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spectral peaks may be as important for sound localization as
spectral notches, if not more. The auditory nerve rate-profile
representation of spectral peaks at high levels would be also
negatively influenced by the limited dynamic range of most
nerve fibers. On the other hand, the broadening of the fiber’s
frequency response with increasing level would not deterio-
rate the rate-profile representation of peaks. If anything it
would enhance it by spreading the energy of the peak to
fibers with a wider range of CFs. Consequently, comparing
the present results with those of experiments aimed at dis-
criminating between flat-spectrum and peaked noise bursts
may help elucidating the relative contribution of both mecha-
nisms �i.e., limited dynamic range and filter broadening� to
the auditory nerve representation of spectral features.

V. CONCLUSIONS

The extent that the detection of high-frequency spectral
notches is affected by stimulus level was investigated by
measuring the threshold notch depth necessary to discrimi-
nate between a flat-spectrum wideband noise and a similar
noise with a rectangular spectral notch centered at 8000 Hz.
The main conclusions are:

�1� High-frequency spectral notches are detected by detect-
ing differences in the overall spectral shape of the stimu-
lus rather than by detecting level differences over certain
frequency regions.

�2� For a large proportion of listeners, threshold notch depth
is clearly a nonmonotonic function of stimulation level.
It increases for levels up to 70–80 dB SPL and decreases
for higher levels; thus a maximum in the function occurs
at levels around 70–80 dB SPL. Interpretations of this
result have been discussed based on the physiological
response properties of the mammalian auditory nerve.

�3� The nonmonotonic character of the threshold notch
depth versus level function is independent of notch
bandwidth and stimulus duration.

�4� Threshold notch depths are hardly affected by the stimu-
lus rise time and depend strongly on the stimulus dura-
tion. Notch depth values are larger for shorter stimuli.
These results suggest that the onset rate-profile contrib-
utes less than previously thought to encoding for the
stimulus spectrum at high levels. It is also consistent
with the idea that the detection of the stimulus spectrum
involves either integrating the AN rate profile over a
relatively long time window or multiple looks at the rate
profiles computed over relatively narrow time windows.
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1In this context, the word “quality” must be understood to refer to the degree
of similarity between the stimulus spectrum and the AN rate-profile repre-
sentation.

2Some studies report nonsaturating LSR fibers �e.g., Winter et al., 1990�.
The existence of this type of fiber seems to be species and frequency
specific but the issue is still controversial.

3Since threshold notch depth conforms to a log-normal distribution �Sec.
III A�, the ratio is more appropriate than the difference to quantify the
effect of duration or of any other stimulus parameter.
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Recent temporal models of pitch and amplitude modulation perception converge on a relatively
realistic implementation of cochlear processing followed by a temporal analysis of periodicity.
However, for modulation perception, a modulation filterbank is applied whereas for pitch
perception, autocorrelation is applied. Considering the large overlap in pitch and modulation
perception, this is not parsimonious. Two experiments are presented to investigate the interaction
between carrier periodicity, which produces strong pitch sensations, and envelope periodicity using
broadband stimuli. Results show that in the presence of carrier periodicity, detection of amplitude
modulation is impaired throughout the tested range �8–1000 Hz�. On the contrary, detection of
carrier periodicity in the presence of an additional amplitude modulation is impaired only for very
low frequencies below the pitch range ��33 Hz�. Predictions of a generic implementation of a
modulation-filterbank model and an autocorrelation model are compared to the data. Both models
were too insensitive to high-frequency envelope or carrier periodicity and to infra-pitch carrier
periodicity. Additionally, both models simulated modulation detection quite well but underestimated
the detrimental effect of carrier periodicity on modulation detection. It is suggested that a hybrid
model consisting of bandpass envelope filters with a ripple in their passband may provide a
functionally successful and physiologically plausible basis for a unified model of auditory
periodicity extraction.
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I. INTRODUCTION

Within the last decades, many psychoacoustical models
have converged to share relatively detailed implementations
of auditory peripheral processing. Moreover, these models
have been very successful in explaining a large variety of
psychoacoustical phenomena, among them periodicity pitch
and amplitude-modulation detection.

Even though it is unquestioned that envelope periodicity
�such as sinusoidal amplitude modulation� imposed on
broadband carriers is extracted in the time domain, the exact
neural basis for the perception of harmonic complex sounds
which elicit strong pitch sensations is still under debate. One
line of research favors frequency domain models which
evaluate the degree of neural excitation at harmonically
spaced places along the auditory tonotopic axis �Cohen et al.,

1995; Goldstein, 1973; Terhardt, 1974�. Time-domain mod-
els, in contrast, extract the pitch of harmonic sounds through
an analysis of the temporal firing characteristics of the audi-
tory nerve.

One of these time-domain models was introduced by
Meddis and Hewitt �1991a, b�. This model is based on Lick-
lider’s �1951� suggestion that the auditory system performs a
process similar to autocorrelation in order to extract the pe-
riodicity of sounds. In addition, Meddis and Hewitt �1991a�
suggested that the result of this autocorrelation is aggregated
along the tonotopic frequency axis to produce a purely tem-
poral representation of periodicity. This model accounts for
various pitch perception phenomena, e.g., the pitch of the
missing fundamental, the existence region, and the domi-
nance region of pitch. Recent tests have also included the
pitches of harmonic complexes with alternating phases and
sensitivity to mistuned harmonics �Meddis and O’Mard,a�Author to whom correspondence should be addressed; electronic mail:

lutzw@lmu.de
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1997�. With some exceptions, �Carlyon, 1998�, this model
has been quite successful in predicting the results of many
experiments on pitch perception.

A different model, designed to simulate the perception
of amplitude modulation, was introduced by Dau et al.
�1997a, b�. It is based on the hypothesis that the envelope
wave form undergoes a spectral decomposition similar to the
decomposition of the wave form in the inner ear �Houtgast,
1989�. This hypothesis is based on the demonstration of fre-
quency selectivity in the envelope domain. Dau et al.
�1997a� designed a modulation filterbank as a functional
implementation of envelope-frequency selectivity. As in the
above-mentioned pitch model, the modulation filterbank is
preceded by a relatively detailed simulation of peripheral
preprocessing stages. The modulation-filterbank model has
been quite successful in simulating many aspects of
amplitude-modulation perception, e.g., modulation detection
for narrow-band noise carriers and envelope-frequency selec-
tivity.

Even though both models aim to simulate different types
of experiments, their basic design is very similar. The models
share a gammatone filterbank and a functional simulation of
mechano-neural transduction in inner hair cells. In both mod-
els, these stages are followed by a module which performs a
temporal periodicity extraction which in Dau et al. �1997a,
b� is implemented as a modulation filterbank and in Meddis
and Hewitt �1991a, b� and Meddis and O’Mard �1997� is
implemented as an autocorrelator. Even though the existence
region of pitch and amplitude-modulation detection differs
�Krumbholz et al., 2000; Viemeister, 1979�, there is still con-
siderable overlap in the periodicity range between about 30
and 1000 Hz.

Most pronounced pitches are generated by stimuli with a
periodic carrier which results in a harmonic power spectrum.
Supposing that both carrier periodicity �CP� and amplitude
modulation �AM� is extracted in the time domain, it is not
parsimonious to assume two independent neural mechanisms
of periodicity extraction. Moreover, there is already some
evidence that carrier periodicity and modulation perception
for broadband carrier are not independent. Burns and Vi-
emeister �1976; 1981� demonstrated that sinusoidally ampli-
tude modulated �SAM� noise can also produce a tonal sen-
sation and convey melodic information. In SAM noise, the
carrier is Gaussian noise �GN�, which is aperiodic. There-
fore, the pitch information can only be conveyed by the en-
velope.

This paper is concerned with the perceptual interaction
between envelope and carrier periodicity in broadband
stimuli. A typical stimulus with envelope periodicity is SAM
noise. In contrast, iterated rippled noise �IRN� is a stimulus
with pronounced carrier periodicity. Although this carrier pe-
riodicity is reflected, to some extent, in the IRN envelope, a
series of psychoacoustical experiments have demonstrated
that the perception of IRN is dominated by the carrier peri-
odicity, not by the envelope periodicity �Wiegrebe and
Patterson, 1999; Yost et al., 1998�. IRN is derived from GN.
To generate this stimulus, a sample of GN is subjected to a
delay-and-add process, which is iterated several times �Yost,
1996�. This process results in a quasiperiodic stimulus. The

magnitude spectrum of an IRN stimulus shows a ripple with
peaks at the reciprocal of the delay and integer frequency
multiples. As a consequence, the fundamental frequency �f0�
of IRN corresponds to the reciprocal of the delay.

Thus, there are two broadband stimuli at hand, where the
perception is dominated either by the envelope or by the
carrier. Moreover, both stimuli allow for a continuous varia-
tion of the degree of periodicity. In SAM noise, this is done
by varying the modulation depth of the modulator whereas in
IRN, the degree of periodicity can be varied by changing the
gain factor in the delay-and-add loop. When the gain factor
is set to unity, the delay-and-add loop produces the maxi-
mum periodicity, determined by the number of iterations. A
gain factor of zero results in an unchanged GN wave form at
the output of the loop. In the current study the nomenclature
IRN�d ,g ,n� is used to specify the delay, d, in ms; the linear
gain, g, and the number of iterations, n, respectively. To pro-
vide an easier comparison of carrier and envelope periodic-
ity, the term fundamental frequency �f0� is used instead of
delay for IRN.

An exemplary illustration of the recruited stimuli is
shown in Fig. 1: The stimuli are SAM noise with a modula-
tion frequency of 125 Hz and 0 dB �100%� modulation in-
dex, an IRN�8,1,16� with a delay corresponding to 125 Hz,
and a SAM IRN where the sinusoidal amplitude modulation
was imposed on an IRN carrier instead of a Gaussian-noise
carrier. Note that in this stimulus, the modulation frequency
always equals f0. The illustration shows the time and fre-
quency domain representations of exemplary versions of the
stimulus wave forms �first and second rows� and their Hilbert
envelopes �third and fourth rows�. Both the audio- and the
envelope spectrum of the stimuli with a carrier periodicity
�IRN or SAM IRN� are harmonically structured. While the
AM does not change the audio spectrum, it adds a distinct
peak at the modulation frequency �indicated by the arrows�
in the envelope spectrum. The highest component in the en-
velope spectrum is the dc component equivalent to the mean
of the envelope wave form. It was fixed at 100 dB. Compar-
ing the SAM peak height in the envelope spectrum with the
magnitude of the spectral ripple of the IRN envelope spec-
trum, the overall envelope magnitude is much smaller for the
IRN stimulus than for the stimuli with the SAM. As shown
in the following, this feature is critical for the encoding of
the IRN envelope spectrum with modulation filters having an
appreciable dc sensitivity.

In the following, two psychoacoustic experiments are
presented. The first experiment investigated to which extent
AM detection was impaired by the presence of CP. The sec-
ond experiment investigated to which extent CP detection
was impaired by the presence of AM. In the second part of
the paper, the predictions of an autocorrelation model and of
a modulation-filterbank model are compared to the experi-
mental data. Both models were tested on each set of obtained
data. Finally, the basic differences between modulation filters
and autocorrelation are highlighted and possible improve-
ments of the models are discussed.
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II. EXPERIMENTS

A. Experiment I: The effect of CP on AM detection

1. Rationale

This experiment examined the influence of CP on the
detection of AM. Listeners were asked to detect a sinusoidal
AM imposed on a broadband carrier. The carrier was either
aperiodic �GN� or quasiperiodic �IRN�. When an IRN carrier
was used, the IRN f0 always matched the modulation fre-
quency. Since the magnitude spectrum of IRN shows har-
monic peaks at integer multiples of f0, the modulation side-
bands fall on the peaks of the spectral ripples. This
minimized the spectral cues available to the listeners.

2. Method
a. Stimuli and apparatus. The stimulus carrier was ei-

ther GN or IRN. In the signal interval, a sinusoidal amplitude
modulation was applied. Modulation frequencies ranged

from 7.8125 to 1000 Hz in one-octave steps. The IRN carrier
was generated in the add-same configuration �Yost, 1996�.
This add-same configuration was used for all IRN stimuli in
this paper. The IRN gain was set to unity and 16 iterations
were used. The duration of all stimuli was 500 ms including
20 ms, raised-cosine ramps. The stimuli were digitally gen-
erated on an IBM compatible PC at a sampling rate of 44.1
kHz and subsequently downloaded onto a TDT AP2 array
processor. They were then converted to analog signals by a
TDT DA 3-2 D/A converter. All stimuli were amplified by a
Yamaha M35 2/4 Channel Power Amplifier followed by a
passive end attenuation of 40 dB. The stimuli were presented
diotically via AKG K240DF headphones. The average pre-
sentation level was 60 dB SPL. In order to compensate for
level changes due to the IRN generation and the amplitude
modulation, all digital stimuli where equalized to have the
same rms level. The presentation level was then randomized
by ±6 dB using a TDT PA4 programmable attenuator, in

FIG. 1. Examples of the stimuli used
in the present study: Stimuli are either
sinusoidally amplitude modulated
noise �first column�, iterated rippled
noise �second column�, or iterated
rippled noise with an additional sinu-
soidal amplitude modulation superim-
posed �third column�. The modulation
frequency and the IRN f0 are 125 Hz
�indicated by the arrows�. The four
rows show the stimulus wave form,
the wave form magnitude spectrum,
the Hilbert envelope, and the magni-
tude spectrum of the Hilbert envelope,
respectively. Note that both the wave
form and the envelope spectrum of
IRN stimuli have a harmonic structure.
The amplitude modulation does not
change the wave form spectrum but it
generates a distinct peak at the modu-
lation frequency in the envelope spec-
trum. Due to the stochastic nature of
the stimuli, the plots represent only
sample realizations of the stimuli.
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order to eliminate residual level cues. The listeners were
seated individually in a sound attenuating booth.

b. Procedure. Modulation detection thresholds were
obtained using an adaptive two-interval, two-alternative,
forced-choice procedure. The listeners’ task was to detect the
amplitude modulation of one randomly selected interval. Vi-
sual feedback was provided after every decision. The adap-
tive parameter was the modulation index, m, which was var-
ied in terms of dB �20 log m�. Its value was changed
following a three-down, one-up rule. At the beginning of a
run, the modulation index was changed in steps of 5 dB.
After the third reversal, the step size was reduced to 2 dB,
and after the fifth reversal, it was set to 1 dB. The mean over
the following six reversals was taken as the threshold value
for that run. This procedure estimates the 79.4% correct
point of the psychometric function �Levitt, 1971�. For each
threshold run, one modulation frequency was randomly se-
lected out of the whole range. Subjects were trained on the
stimuli until they reached stable performance, i.e., until the
standard error for the performance of three consecutive runs
per signal configuration was no more than 2 dB. The mean of
these last three runs per signal configuration was taken as the
final threshold estimate.

c. Listeners. Four listeners �two female, two male�
ranging in age from 25 to 35 years took part in Experiment I.
One of them was the last author �LW�. All subjects partici-
pated voluntarily and had clinically normal hearing.

3. Results

Figure 2 shows the threshold modulation depth as a
function of the modulation frequency. The plot represents the
average performance of all four listeners. The error bars in-
dicate the standard error of the mean across listeners. The
circles indicate data for the GN carrier, i.e., detection thresh-
olds for AM in the absence of CP. The diamonds indicate
data for the IRN carrier, i.e., detection thresholds for AM in
the presence of CP.

For the GN carrier the subjects’ ability to detect ampli-
tude modulation decreases continuously as the modulation
frequency increases. This finding is in line with the results
obtained in previous studies �Eddins, 1993; Eddins, 1999;
Ewert and Dau, 2000; Viemeister, 1979�. For the IRN carrier
condition, the overall shape of the threshold curve is the
same, but it is shifted downwards by, on average, 5 dB.
These results indicate that the sensitivity to AM is impaired
by the presence of CP independent of the modulation fre-
quency.

B. Experiment II: The effect of AM on CP detection

1. Rationale

Experiment II serves as a counter experiment to Experi-
ment I. Listeners were asked to detect CP in a broadband
noise carrier. Since the IRN gain factor allows changing the
degree of CP continuously, this feature enables quantitative
measurements of perceptual CP thresholds. To investigate the
effect of AM on CP detection, the experiment was performed
in the absence and in the presence of a sinusoidal AM im-
posed in both presentation intervals of a trial.

2. Method
a. Stimuli. The task was to discriminate an IRN stimu-

lus from a GN stimulus. The IRN stimuli were generated
with f0’s between 7.8125 and 1000 Hz �equivalent to IRN
delays between 128 and 1 ms� in octave steps. In order to
change the degree of CP, the IRN gain was changed adap-
tively. The number of IRN iterations was fixed at 16. The
imposed AM had the same frequency as the carrier f0 and a
modulation index of 0 dB �100%�. The presentation level and
apparatus were the same as in Experiment I.

b. Procedure. The experimental procedure was equiva-
lent to Experiment I, only differences are reported here. The
adaptive parameter was the gain factor of the IRN. The step
sizes were 10 dB for the first two reversals, 5 dB for rever-
sals three to five, and 2 dB after the fifth reversal. For each
threshold run, one f0 was randomly selected out of the whole
range.

c. Listeners. Four listeners �two female, two male�
ranging in age from 28 to 35 years participated in Experi-
ment II. Except for listener LW, the listeners were different
from those in Experiment I and included the first author
�AS�. All listeners had clinically normal hearing and partici-
pated voluntarily in this study.

3. Results

Figure 3 shows the threshold IRN gain required to detect
carrier periodicity as a function of the IRN f0. The plot rep-
resents the average performance of all four listeners and the
error bars indicate the standard error across listeners. The
circles and solid line represent CP detection in the absence of
AM; the diamonds and dotted line represent CP detection in
the presence of AM.

In the absence of AM, the ability to detect CP improves
with increasing f0 and reaches a plateau for an f0 of 125 Hz
and above. In the presence of AM, sensitivity for carrier
periodicity appears not to be affected by the AM for an f0 of

FIG. 2. The effect of carrier periodicity on amplitude-modulation detection:
Circles and the solid line show modulation-detection thresholds with a
Gaussian-noise carrier as a function of the modulation frequency. Diamonds
and the dotted line show modulation-detection thresholds with an
IRN�d ,1 ,16� carrier where the IRN delay, d, was equal to the reciprocal of
the modulation frequency. Throughout the range of the tested modulation
frequencies, the IRN carrier resulted in an impairment of modulation detec-
tion by about 5 dB.
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31.25 Hz and above. Only for the lowest f0’s of 15.625 and
7.8125 Hz, the sensitivity to CP is impaired by the presence
of AM.

III. DISCUSSION

The experimental results show that sensitivity to AM is
significantly impaired by the presence of CP. However, sen-
sitivity to CP is not impaired by the presence of AM as long
as the carrier f0 is 31.25 Hz or above. As pointed out in Sec.
I, CP as well as AM can evoke a pitch perception and it is
conceivable that pitch and pitch strength are important per-
ceptual cues used in these experiments. However, pitch is
only perceived when the f0 is higher than about 30 Hz
�Krumbholz et al., 2000; Pressnitzer et al., 2001�.

In the following, the experimental results are discussed
with respect to the possible role of pitch perception. The
discussion is focused on two regions, the infra-pitch region,
represented by the stimulus f0 of 7.8125 and 15.625 Hz, and
the pitch region, represented by f0’s of 31.25 Hz and above.

The lower limit of pitch coincides with the deviation of
the performances for CP detection in Experiment II. This
means that in the range of f0’s eliciting a pitch sensation,
sensitivity to CP is not impaired by additional AM. In the
infra-pitch region, the thresholds for CP detection are signifi-
cantly reduced. Experiment II shows that the IRN carrier
periodicity remains well detectable for f0’s of 7.8125 and
15.625 Hz �IRN delays of 128 and 64 ms�. These low f0’s
result in the perception of a repeating feature rather than
pitch. It appears that the listeners were confused whether this
repeating feature arose from CP or AM. This assumption
would result in impaired CP detection in the presence of AM
as it was observed in Experiment II.

A confusion of CP and AM may also underlie the im-
paired AM detection in the presence of CP for the low f0’s of
7.8125 and 15.625 Hz in Experiment I. However, in Experi-
ment I this impairment is also found throughout the whole
pitch range, i.e., also for all f0’s of 31.25 Hz and above. A
possible explanation for the impairment of AM detection in

the pitch region may lie in the differences of pitch strength
elicited by the carrier and modulator. Experiments on rate
discrimination with IRN �Krumbholz et al., 2000� and SAM
noise �Formby, 1985� indicate that with 16 iterations, the
pitch strength of IRN is much larger than the pitch strength
of SAM noise. Assuming that listeners partly relied on pitch
cues for AM detection in Experiment I, the detection of the
weak SAM noise pitch was supposedly impaired in the pres-
ence of the relatively strong pitch of the IRN carrier. In con-
trast, the weak SAM noise pitch was unable to impair the
detection of the relatively strong IRN pitch in Experiment II
for f0’s of 31.25 Hz and above.

IV. MODEL SIMULATIONS

In the following, model simulations of the data in pre-
vious experiments are presented. The focus lies on the com-
parison of different implementations of periodicity extrac-
tion. Two model approaches are compared that share a
common preprocessing and decision stage. The first model is
a modulation filterbank �MFB� based on the model of effec-
tive signal processing by Dau et al. �1997a, b�. The second,
an autocorrelation �AC� model, is based on a model sug-
gested by Meddis and O’Mard �1997�. The most important
difference between both model structures lies in the func-
tional implementation of the way the auditory system ex-
tracts the periodicity �see Sec. I�. Except for the different
forms of periodicity extraction, both models have slight dif-
ferences as the adaptation loops in the MFB model and
outer- and middle-ear filtering as well as a detailed inner hair
cell stage in case of the AC model. For the current study, the
existing models were rearranged in a way that allows for a
direct comparison between the two different forms of peri-
odicity extraction.

A. Model structure

1. Peripheral processing

To account for effects of auditory filtering, the signals
were subjected to a 20-channel gammatone filterbank with
center frequencies equally spaced on a logarithmic axis be-
tween 100 and 6000 Hz. Effects of outer- and middle-ear
filtering were not considered. After passing the gammatone
filterbank, the internal representation of the stimuli was half-
wave rectified, compressed with an exponent of 0.4 and sub-
sequently low-pass filtered with a 1000 Hz, second-order
Butterworth filter. These stages simulated the mechano-
neural transduction of the inner hair cells. At this level,
where the model’s internal representation can be interpreted
as representing the spike probability functions in the auditory
nerve, either a modulation filterbank or an autocorrelator was
applied.

2. Periodicity extraction

In one case, a modulation filterbank was included for
each auditory frequency channel. The modulation filters were
first-order resonant filters with a Q value of 2 as described in
Dau et al. �1997a, b�. Modulation filters were equally spaced
on a logarithmic envelope-frequency axis, overlapping at
their −3 dB points. They ranged from 10 Hz to a quarter of

FIG. 3. The effect of amplitude modulation on carrier-periodicity detection:
Circles and the solid line show carrier-periodicity detection thresholds with-
out additional amplitude modulation as a function of the IRN f0. Diamonds
and the dotted line show carrier-periodicity detection thresholds with a 0 dB
SAM imposed on both the signal and standard stimuli. Additional amplitude
modulation impaired sensitivity to carrier periodicity only for f0’s below the
pitch range �7.8125 and 15.625 Hz�.
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the auditory-filter center frequency. The upper restriction of
the center frequency is necessary, since the modulation spec-
trum which results from the process of half-wave rectifica-
tion, compression and low-pass filtering, still contains infor-
mation about the audio-frequency spectrum. The restriction
ensures that only envelope information at the output of the
respective auditory filters is extracted from the stimulus. For
auditory filter center frequencies greater than 4000 Hz, the
maximum modulation-filter center frequency was restricted
to 1000 Hz. For modulation frequencies below 10 Hz, an
additional second-order Butterworth modulation low-pass
filter with a cut-off frequency of 7.5 Hz was applied. Modu-
lation filtering was implemented in the modulation frequency
domain by multiplying the envelope magnitude spectrum of
a specific �audio-� frequency channel with the magnitude
transfer function of the desired modulation filter. Only the
rms value of the filter’s envelope was considered. Thus, the
time dimension of the model is lost and the model output is
two-dimensional along the dimensions of audio frequency
and modulation frequency. To restrict the model sensitivity to
the amount of AM in the stimulus, by factoring out sensitiv-
ity to overall sound-level changes �see Sec. IV B 5�, each
bandpass modulation filter output was normalized to the cor-
responding low-pass modulation filter output which is
equivalent to the average degree of excitation �level� in the
respective auditory channel. Subsequently, the outputs of the
modulation low-pass filters, which represent a spectral exci-
tation pattern across audio-frequency channels, were dis-
carded.

The AC model was implemented as a long-term autocor-
relation. This is justified since the stimuli were time invariant
and the time constant of a running autocorrelation is only a
critical parameter for time variant stimuli �Wiegrebe, 2001�.
Thus the simulation output is two dimensional as in the MFB
model, in this case along the dimensions of audio frequency
and correlation lag. The AC model makes use of level dif-
ferences in the spectral excitation pattern. To allow for the
simulation with a roving-level paradigm, the model had to be
made level independent �see Sec. IV B 5�. Therefore the au-
tocorrelation in each auditory channel was normalized, i.e.,
correlation coefficients were calculated. The resulting auto-
correlation function was multiplied with a linear weighting
function as suggested by Pressnitzer et al. �2001�. The maxi-
mum correlation lag was 33 ms. In summary, the AC model
used in the present study deviates from the model by Meddis
and O’Mard �1997� in the following aspects: �a� The Meddis
hair cell is replaced by a module which contains half-wave
rectification, compression, and low-pass filtering, �b� the au-
tocorrelation is normalized, and �c� the autocorrelation is not
calculated in a short time window at the stimulus end. In-
stead a long-term autocorrelation over the whole stimulus
duration is used.

3. A spectral model

Purely spectral models operate on the evaluation of the
degree of excitation in each auditory frequency channel. Ef-
fectively, the rms at the output of the modulation low-pass
filter from the MFB model is the average power in each
auditory channel. By using only the modulation low-pass

filter, the output of the model corresponds to an auditory
spectral excitation pattern. Therefore this model representa-
tion is comparable to purely spectral “pattern matching”
pitch models like, e.g., Cohen et al. �1995�, Goldstein
�1973�, and Terhardt �1974�.

4. The decision device

The decision device was implemented as an optimal de-
tector �Dau et al., 1996�. Model decisions were based on the
cross correlation between a template derived from 20 supra-
threshold signal presentations of the two presentation inter-
vals. The overall sensitivity can be adjusted by the variance
of internal noise �see Dau et al. �1996� for details�. For the
simulation using the AC model, the variance of internal noise
was adjusted to achieve a predicted gain threshold of −45 dB
for carrier periodicity detection of IRN with an f0 of 250 Hz.
The internal noise variance was kept constant for all simula-
tions using the autocorrelation stage. For simulations using
the modulation filterbank, the variance of internal noise was
set to a value for which the model predicted a threshold
modulation depth of −16 dB for a modulation frequency of
15.625 Hz applied to a GN carrier. Within the MFB model,
the AM detection in the region of −16 dB is limited by the
external statistics of the broadband Gaussian noise carrier.
The internal noise was set to a small value, with negligible
influence on AM thresholds. Again, this value was the same
for all simulations using the modulation filterbank. Model
predictions were obtained using the same adaptive two-
alternative, forced-choice procedure as in the experiments.

B. Simulation results and discussion

The simulation results of the modulation-filterbank
model and the AC model are shown together with the experi-
mental data in the top and bottom row of Fig. 4, respectively.
The bold lines indicate the empirical data. The basis for the
model performances is discussed with respect to the tem-
plates generated by the decision device. Some of these tem-
plates are shown in Figs. 5 and 6.

1. CP detection in the MFB model

The MFB model provides reasonable predictions of CP
detection for intermediate f0’s around 125 Hz �open circles
in panel �a� of Fig. 4�. The templates for these f0’s �e.g., Fig.
5�a�� indicate that the MFB model relies mostly on the de-
tection of a modulation magnitude peak �dark areas� equal to
f0 and an area of reduced modulation magnitude �dip, indi-
cated by the brighter areas� for modulation filters tuned be-
low the f0 of the stimulus �see the arrow in Fig. 5�a��. The
rippled structure of the IRN envelope spectrum is only par-
tially resolved below the first harmonic by the modulation
filterbank. The MFB model cannot correctly predict CP de-
tection for the lowest f0 of 8 Hz. This deficit results from the
dc sensitivity of the modulation filters. The dc response of
the filters essentially swamps the dip-peak structure in the
envelope magnitude spectrum up to f0. When additional AM
was applied to the IRN carrier �open diamonds in panel �a�
of Fig. 4�, the MFB model performance is unaffected by the
addition of the AM to the IRN for all f0’s greater than 16 Hz.
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For 8 and 16 Hz the performance breaks down completely.
The templates for these two conditions are shown in Figs.
5�c� and �e�. Note that the dip region in the modulation mag-
nitude pattern �white area in Fig. 5�c�� is absent with addi-
tional AM, as seen in Fig. 5�e�. This confirms the idea that
the MFB model relies on the detection of the first dip in the
envelope spectrum for CP detection.

The MFB model considerably underestimates CP detec-
tion performance for high f0’s above 125 Hz. In this case, the
templates �not shown� reveal only spurious information on
the reason for this lack in sensitivity. None of the activations
in the templates correspond to either spectrally resolved har-
monics or resolved peaks in the modulation spectrum. Note,
in the present implementation, the MFB model cannot use
audio-spectral information, since only the output of the
modulation filters normalized by the overall power in the
respective audio-frequency channel was considered. The out-
put of the modulation low-pass was omitted.

2. AM detection in the MFB model

The MFB model predicts AM sensitivity quite well for
the broadband noise carrier �open circles in Fig. 4�b��. The
template for the AM detection for a modulation frequency of
125 Hz �Fig. 5�b�� shows a clear vertical ridge of activation
in the modulation filter tuned to 125 Hz. This ridge is more
prominent for higher auditory filter CFs because only these
filters are broad enough to pass the modulation. While for
low and intermediate modulation frequencies almost no ef-
fect of additional CP is predicted �open diamonds in Fig.
4�b��, a strong deterioration in AM detection is observed at a

modulation frequency of 500 Hz when the GN carrier is
replaced by an IRN carrier. The corresponding templates are
shown in Figs. 5�d� and �f�. Figure 5�d� shows a small peak
of excitation in the modulation filter tuned to 500 Hz which
is only observed for the highest auditory-filter CFs. With an
IRN carrier �Fig. 5�f��, the template reveals a pronounced dip
in the modulation excitation pattern well below the modula-
tion frequency and only for low auditory-filter CFs. This
feature is highly reproducible and it appears to impair AM
detection for these high modulation frequencies. For both
carrier types no sensitivity to an AM of 1000 Hz is predicted.
This is probably caused by the relatively narrow auditory
filters at the highest center frequency of 6000 Hz as used in
the model. They essentially do not pass AM for modulation
frequencies above about 660 Hz. It is conceivable that the
nonlinear human cochlear filters transmit more of these high-
frequency modulations since they might be considerably
broader at sound-pressure levels as used in the present study
when compared to the linear gammatone filters used here.

3. CP detection in the AC model

Panel �c� of Fig. 4 shows thresholds for CP detection as
predicted by the AC model, in absence and presence of ad-
ditional AM �open circles and diamonds, respectively�. Since

FIG. 4. Simulation of CP and AM detection in the modulation-filterbank
�MFB� model �upper row� and in the autocorrelation �AC� model �lower
row�. The experimental data are replotted from Figs. 2 and 3 with bold lines.
The solid lines represent data for CP and AM detection without interfering
AM or CP. The dashed lines represent data for CP and AM detection with
interfering AM or CP. The symbols connected by the fine lines show the
simulation results. Open circles represent simulated data for CP detection
without AM or AM detection without CP. Open diamonds represent simu-
lated data for CP detection in the presence of AM or AM detection in the
presence of CP. The error bars represent standard errors across three simu-
lations.

FIG. 5. Templates generated by the optimal detector connected to the output
of the MFB model. Templates generated for CP detection �left column� and
AM detection �right column� with various fundamental or modulation fre-
quencies are shown. The arrows indicate prominent features in the templates
that were used by the optimal detector to perform the CP or AM detection.
See the text for further details.
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the maximum autocorrelation lag was set to 33 ms, the AC
model is unable to detect the CP of f0’s lower than 30 Hz.
When the f0 of the CP is 125 Hz �Fig. 6�a��, the CP causes a
vertical ridge in the template at a correlation lag of 8 ms
equal to the stimulus period �Fig. 6�a�, arrow�. When the f0
is 16 Hz �Fig. 6�c��, this ridge falls outside the template, and
the model is unable to detect the CP.

While the model shows better detection performance for
intermediate carrier periodicities than observed in the data,
the AC model is too insensitive for high f0’s. Again, note that
the AC model could not rely on spectral information since
the autocorrelation was normalized in order to make the
model level insensitive. In the correlation-lag dimension, the
half-wave rectification and low-pass filtering impairs the en-
coding of the periodicity of the relatively high absolute fre-
quencies of even the low harmonics.

The AC model correctly predicts virtually no influence
of AM on CP detection.

4. AM detection in the AC model

Panel �d� of Fig. 4 shows good agreement between the
predicted AM detection thresholds for the AC model and the
empirical data. The good performance of the AC model in
AM detection of low AM frequencies appears surprising
since the maximum autocorrelation lag was limited. How-
ever, the autocorrelation of the model’s internal representa-
tion of a sinusoidally amplitude modulated stimulus is also
sinusoidal. The internal representation is similar to the enve-
lope of the stimulus simulated by half-wave rectification and
low-pass filtering in the inner hair cell stage. This is shown
in the template of the AC model for the detection of an AM
of 125 Hz �Fig. 6�b�, arrow�. Thus AM detection is possible
even when only a portion of the modulator period �e.g., the

first dip� fits into the autocorrelation function �Fig. 6�d��. The
current simulations show that this residual information in
case of low AM frequencies provides a reliable cue for AM
detection in the AC model.

A slight deterioration of AM sensitivity is observed in
the presence of CP �open diamonds in Fig. 4�d��.

As in the MFB model, the degree of this deterioration
appears to be too small when compared to the empirical data.

5. CP and AM detection in a spectral model

At first sight, it appears pointless to simulate AM detec-
tion on broadband carriers in a purely spectral model since
the AM does not produce any changes in the long-term spec-
trum of a broadband stimulus. However, a spectral model
provides very useful insights on the detection strategies of
more complex auditory models as they are investigated here.

Simulation results for CP and AM detection in the spec-
tral �modulation low-pass� model are shown in Fig. 7. As in
the previous plots, the solid lines with open circles represent
empirical data for CP and AM detection without interfering
AM or CP. The dashed lines with open diamonds represent
empirical data for CP and AM detection with interfering AM
or CP. The top row shows the simulation results obtained
with a roving level paradigm �±6 dB SPL�, the bottom row
shows the results for the same experiment without roving
level. The simulation results in the top row show that CP
detection is possible for higher IRN f0’s where the audio-
spectral peaks of the IRN become partially resolved �panel
�a� of Fig. 7�, as expected. For f0’s of 125 Hz and below, this
spectral ripple profile, as it is preserved after peripheral pro-
cessing, appears not to be sufficient for detecting CP when a
roving level paradigm is used. Without level roving �panel
�c�� CP detection is well predicted for all f0’s above 31 Hz.

Panel �b� of Fig. 7 shows that AM detection cannot be
predicted at all when a level rove is applied to the signal. The
simulation results in panel �d� of Fig. 7 reveal the importance
of level roving. Without roving level, the spectral model be-
comes capable of AM detection. It is a well-described phe-
nomenon that nonlinear peripheral auditory processing influ-
ences the degree of central auditory excitation �Gockel et al.,
2003; Kohlrausch and Sander, 1995�. This problem also ap-
plies to the detection of AM in a spectral model: The AM
sensitivity of the spectral model is based on the fact that the
amplitude-modulated stimulus produces less auditory excita-
tion than the unmodulated stimulus. The compressive non-
linearity has a stronger effect on the modulated stimulus than
on the unmodulated stimulus. Note that the loss of excitation
is a result of both the half-wave rectification and the power-
law compression. The loss of excitation occurs although the
rms value at the model input is the same for the modulated
and for the unmodulated stimulus as in the present study. The
effect of the compressive nonlinearity applies differently in
auditory frequency channels with different center frequencies
dependent on the amount of modulation that is passed by the
filters. When the modulation frequency is very low �below
about 64 Hz� all auditory filters are broad enough to pass the
modulation and the activity is strongly reduced in all filters
as a consequence of the compressive nonlinearity. For inter-
mediate modulation frequencies, the strong effect of auditory

FIG. 6. Templates generated by the optimal detector connected to the output
of the AC model. Comparable to Fig. 5, templates generated for CP detec-
tion �left column� and AM detection �right column� with various fundamen-
tal or modulation frequencies are shown. The arrows indicate prominent
features in the templates that were used by the optimal detector to perform
the CP or AM detection. See the text for further details.
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nonlinearity only applies to those filters with a center fre-
quency higher than about eight times the modulation fre-
quency. Very high modulation frequencies �1000 Hz� are
transmitted by none of the auditory filters used for the cur-
rent simulations. Thus, the broadband AM noise generates a
characteristic auditory excitation pattern with reduced activ-
ity in channels that pass the modulation. This pattern serves
as a spectral detection cue for the decision stage in AM de-
tection experiments with broadband noise carriers. While the
psychophysical relevance of these modeling results has not
been formally investigated, it appears highly unlikely that
listeners exploit such auditory cues, related to spectral profile
analysis, to detect AM.

In order to study the effect of level roving with the MFB
and the AC model, the internal representation of the models
had to be level independent. Otherwise, the level roving
would have completely deteriorated the models’ performance
as it would have acted as a strong source of “external” noise.
Such an effect is clearly not observed in the empirical data.
Effectively, the requirement of level independence removed
the availability of purely spectral excitation cues in the MFB
and AC model.

V. THEORETICAL RELATIONSHIP BETWEEN
MODULATION FILTERS AND AUTOCORRELATION

The current paper assesses the relationship between a
modulation filterbank analysis and an autocorrelation based
analysis of the internal representation of auditory models at a
stage comparable to the auditory nerve. Up to this point,
modulation filterbank analysis and autocorrelation have been
compared and treated as two independent modeling ap-

proaches to extract periodicity from the internal representa-
tion of the stimuli within the models. This section gives
some insight into the mathematical relationship between the
two processing schemes.

A modulation filter is described in the time domain by
the convolution of the filter’s impulse response and the in-
ternal representation, which is generally referred to as wave
form in the following. A hypothetical impulse response �IR�
of a modulation filter with a modulation center frequency of
62.5 Hz is given in the upper left panel of Fig. 8.

The autocorrelation function �ACF� of a wave form for a
given time lag is mathematically described by summing the
product of the wave form and a delayed version of it along
the time axis. The ACF for a specific lag is often associated
with a corresponding comb-filter type analysis of the stimu-
lus spectrum, which, in this case, resembles a comb-filter
type modulation filter. The impulse response of the respec-
tive comb filter is unipolar having two peaks separated by
the lag �“U-shape,” see upper right panel of Fig. 8�. How-
ever, the convolution with such an impulse response is math-
ematically described by a summation of the stimulus and the
time delayed version of it, clearly differing from the ACF,
where the stimulus and its delayed version are first multi-
plied and then summed over time. A similarity between the
two processes is introduced when the power or the variance
of the comb-filter output is obtained and compared to the
ACF for the respective lag. The computation of either quan-
tity includes squaring of the filter output and successive sum-
mation. The squaring introduces a multiplicative cross-term
to the filtering process which makes it comparable to the
ACF. Figure 9 compares autocorrelation and convolution of

FIG. 7. CP detection �left column� and
AM detection �right column� in a
spectral model. The same line types
and symbols as in Fig. 4 are used. In
the upper row, simulation results were
obtained with a roving-level paradigm,
in the lower row, no level roving was
used. The roving level had a dramatic
effect on the model predictions. With-
out roving level, the spectral model
was able predict AM sensitivity quite
well although the long-term magnitude
spectrum of the stimulus was not af-
fected by the AM.
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the output wave form from a 1 kHz auditory frequency chan-
nel in response to either a 62.5 Hz SAM noise �left column�
or in response to IRN�16,1,16�. The auditory-filter, output
wave forms �after half-wave rectification, compression, and
low-pass filtering� are plotted in the upper row and the ACFs
of these wave forms are shown in the middle row. The lower
row shows the variance of a filterbank output produced with
U-shape IRs having a duration equal to the correlation lag in
the middle row. In fact, the variance of the U-shape
modulation-filter outputs and the ACF are qualitatively simi-
lar. Thus, the difference between autocorrelation and a
modulation-filterbank analysis can be reduced to three criti-
cal points.

First, with the observation of equally spaced correlation
lags, the spacing of the fundamental frequencies of the comb
filters is equal on a linear periodicity axis for an autocorrela-
tor. For the modulation filterbank, the spacing is assumed to
be equal on a logarithmic envelope-frequency axis.

Second, the IR representing the autocorrelation for a
specific lag differs from that of a modulation filter as used in
the present study. This difference is shown in Fig. 8. The
magnitude spectra in the lower row reveal that unlike the
bandpass modulation filter of the modulation filterbank �left�,
the autocorrelation IR has a rippled �comb-filter� spectrum
�right�. In the context of the purely temporal pitch extraction,
this rippled spectrum is essential to capture the contribution
of higher-order harmonics to the overall pitch. The
modulation-filter magnitude-spectrum shows only a single
peak.

Third, in the current implementation of the modulation
filterbank, the highest modulation-filter center frequency was
limited to a quarter of the center frequency of the preceding
auditory filter. This was done to ensure that residual carrier

FIG. 8. Comparison of the impulse re-
sponse of a modulation filter �left col-
umn� and the impulse response which
produces results most similar to an au-
tocorrelator �see Fig. 9�. The respec-
tive transfer functions of the filters are
shown in the lower row. While the
modulation filter has a bandpass char-
acteristic, the autocorrelation can be
approximated with a “U-shaped” im-
pulse response having a comb-filter
transmission characteristic.

FIG. 9. Comparison of autocorrelation with the output of a filterbank of
“U-shaped modulation filters.” The input to the periodicity analysis consists
of the wave form at the output of the 1 kHz auditory filter stage generated by
either a 62.5 Hz SAM noise �left column� or by an IRN�16,1,16� with the
same f0 �right column�. The variance of the filterbank output �bottom row�
leads to results that are very similar to the autocorrelation function �middle
row�.
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information is effectively removed from the internal repre-
sentation of the envelope. In the templates shown in Fig. 5,
this area where no modulation filters were applied can be
seen as the uniformly grey triangle in the lower right of each
template. With this restriction, the modulation filterbank
model would be unable to extract the pitch of a sinusoid or
the pitch of low harmonics in the time domain. In the auto-
correlation approach, this restriction was ignored: The auto-
correlation is calculated for a correlation lag of 10 ms for the
output of an auditory filter centered at 100 Hz. Thus, it ap-
pears that the autocorrelation makes extensive use of infor-
mation which has been deliberately excluded in the
modulation-filter approach.

When modulation filters with center frequencies similar
to the auditory-filter center frequencies were included in an
additional test, the simulation results as shown in Fig. 4�a�
improved for CP detection with high f0’s of 250, 500, and
1000 Hz �not shown�. AM detection was not affected be-
cause the AM is not transmitted by auditory filters tuned to
relatively low frequencies. This approach, however, would
add information to the MFB output which is not contained in
the �Hilbert� envelope of the stimulus. Note that a 100 Hz
pure tone sounds quite different from any percept generated
by a high-frequency tone amplitude modulated at 100 Hz
�apart from the quadratic distortion product�. If there was a
100 Hz modulation filter analyzing the output of a 100 Hz
auditory filter, this modulation filter would be strongly ex-
cited since the internal representation of the envelope in the
model, unlike the Hilbert envelope, would contain pro-
nounced carrier periodicity information. In the MFB model,
this carrier periodicity could then not be separated from en-
velope periodicity.

VI. TOWARDS A UNIFIED MODEL OF MODULATION-
AND PITCH PERCEPTION

It appears that the AC model and the modulation filter
model share many properties that are essential for a success-
ful extraction of carrier- and envelope periodicity. The re-
maining question is what the ingredients for a unified model
should be. From the current study some manipulations to the
MFB model which could turn it into a successful pitch model
are suggested.

First, it appears that the dc sensitivity of the modulation
filters as used in Dau et al. �1997a, b� should be omitted.
This dc sensitivity can swamp the sensitivity to relatively
smaller features in the envelope-frequency domain. The
modulation filters suggested in Ewert and Dau �2000� and
Ewert et al. �2002� show no dc sensitivity.

Second, modulation filters should be included with a
modulation center frequency equal to the audio center fre-
quency. These filters should have a harmonic ripple in their
transfer function. This is mandatory to catch, in the
envelope-frequency domain, the strong influence of higher-
order spectrally resolved harmonics on pitch �e.g., the pitch
equal to f0 caused by the third, fourth, and fifth harmonic�.
This rippled transfer function may only be necessary for
modulation filters with modulation center frequencies above
the lower limit of pitch. The transfer function of modulation
filters as inferred from modulation masking experiments

does not contradict such a ripple fine structure, in particular
if it is assumed that the ripples might be less pronounced
than the first �center-frequency� peak of the modulation filter.

Regarding useful changes to the AC model, the linear
periodicity axis as produced by the autocorrelation should be
replaced by a logarithmic periodicity axis. Both perceptual
evidence and physiological properties of the auditory brain-
stem render a linear periodicity axis highly unlikely.

It remains to be investigated how the modulation filter-
bank deals with inharmonically shifted stimuli: Related to
the stimuli used in the current study, inharmonic stimuli can
be generated by using a negative gain factor in the IRN
delay-and-add loop. The pitch of IRN with negative gain
differs substantially from the pitch produced with positive
gain �Yost, 1997�. This is the case although the envelope
spectra of IRN with positive and negative gain are identical.
Wiegrebe and Winter �2001a� have shown that, as a conse-
quence, the spectrally unresolved harmonics of IRN are en-
coded in the same way independent of the sign of the IRN
gain. As the current implementation of the modulation-
filterbank model does not evaluate the spectral excitation
pattern since the modulation low-pass was omitted, it would
not be sensitive to the differences in the audio spectrum pro-
duced by the resolved harmonics of IRN with positive and
negative gain. Thus, while a quantitative simulation of these
effects is beyond the scope of this paper, it appears unlikely
that the modulation-filterbank model in its present form can
account for the perception of inharmonically shifted stimuli.
However, the above-suggested improvements, especially the
use of spectrally rippled modulation filters, may enable an
improved model performance in this domain. Presumably,
these rippled modulation filters will allow one to analyze the
mismatch between carrier and envelope period which is typi-
cal for inharmonically shifted stimuli.

VII. SUMMARY AND CONCLUSIONS

The current experiments investigated interactions be-
tween AM perception and CP perception in broadband
stimuli. The results showed that sensitivity to AM decreased
significantly when the GN carrier was replaced by an IRN
carrier whose f0 was equivalent to the modulation frequency.
This was the case for all modulation frequencies tested.

In contrast, sensitivity to CP did not decrease when the
stimuli were amplitude modulated with a modulation fre-
quency equal to the f0, as long as the f0 was above the lower
limit of pitch �about 30 Hz, Krumbholz et al., �2000�; Press-
nitzer et al., �2001��. Below the lower limit of pitch, the
presence of AM decreased sensitivity to CP. In this region,
the interference might be related to a confusion effect of the
repeating envelope pattern.

The simulation of the experimental results in a generic
implementation of either the modulation filterbank or the au-
tocorrelation model of periodicity extraction indicates that
while both models capture the general trends of the data,
none of the two provides a satisfactory explanation for AM
and CP interaction. The direct comparison of the autocorre-
lation and the modulation-filter approach combined with a
power or variance based decision variable reveals that the
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basic difference lies in the transfer function of the modula-
tion filter and the transfer function of the autocorrelator:
Modulation filters have a bandpass transfer function while
the filters which produce an output akin to autocorrelation
have a comb-filter transfer function. The simulation of the
experimental results with a spectral model shows that AM of
broadband stimuli can produce changes in the spectral exci-
tation pattern which, however, are very unlikely to underlie
AM sensitivity.

From these simulations it appears promising to construct
a hybrid temporal model with properties of both a modula-
tion filter and an autocorrelator. It is intriguing that the tem-
poral filtering properties of Chop-S units described in the
ventral cochlear nucleus of many mammals can be regarded
as such a hybrid of a modulation filter and an autocorrelator
�Wiegrebe and Winter, 2001b; Winter et al., 2001�. Thus, the
parallel pursuit of both physiological and functional models
of periodicity encoding �like the present ones� may lead to a
unified understanding of the auditory extraction of periodic-
ity and the perception of pitch.
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Sensitivity d� and response bias � were measured as a function of target level for the detection of
a 1000-Hz tone in multitone maskers using a one interval, two-alternative forced-choice �1I-2AFC�
paradigm. Ten such maskers, each with eight randomly selected components in the region
200–5000 Hz, with 800–1250 Hz excluded to form a protected zone, were presented under two
conditions: the fixed condition, in which the same eight-component masker is used throughout an
experimental run, and the random condition, in which an eight-component masker is chosen
randomly trial-to-trial from the given set of ten such maskers. Differences between the results
obtained with these two conditions help characterize the listener’s susceptibility to informational
masking �IM�. The d� results show great intersubject variability, but can be reasonably well fit by
simple energy-detector models in which internal noise and filter bandwidth are used as fitting
parameters. In contrast, the � results are not well fit by these models. In addition to presentation
of new data and its relation to energy-detector models, this paper provides comments on a variety
of issues, problems, and research needs in the IM area. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2032748�
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I. INTRODUCTION AND GENERAL BACKGROUND

Although there is still no consensus on how best to de-
fine informational masking �IM�, it is generally agreed that it
is central in origin; related to uncertainty, confusion, distrac-
tion, and/or misdirected attention; and clearly distinguished
from masking that results from direct interaction between
target and masker in the auditory periphery �“energetic”
masking�. Recent comments on definitional issues are avail-
able in Durlach et al. �2003a� and Watson �2005�.

Substantial work has been done on both sequential IM
and simultaneous IM. Background on the former is available
in publications by Watson and his colleagues �e.g., Watson,
1987; Watson and Kelly, 1981; and Watson, 2005�. Within
the domain of simultaneous IM, work has been done on both
speech and simplified nonspeech signals. Background on the
work using speech signals �and on transformed versions of
speech signals� is available in a number of publications �e.g.,
Freyman et al., 1999, 2001; Brungart et al., 2001; Arbogast
et al., 2002; and Kidd et al., 2005�.

This article is focused on the effects of randomizing the
spectrum of the masker in situations where a tonal target is
being masked by a simultaneously presented multitone com-
plex �e.g., Neff and Green, 1987; Neff and Dethlefs, 1995;
Oh and Lutfi, 1998; Wright and Saberi, 1999; Richards et al.,
2002�.1 Previous research in this area has shown that large
amounts of masking occur �e.g., 40 dB� even when the
masker is constrained to have no components in the vicinity
of the target �e.g., Neff and Green, 1987; Neff et al., 1993;
Kidd et al., 1994�; that the slopes of the psychometric func-

tions �in the few cases measured� are relatively shallow �e.g.,
Neff and Callaghan, 1987; Lutfi et al., 2003a; Kidd et al.,
2003�; and that the amount of masking depends strongly on
the listener tested �e.g., Neff and Dethlefs, 1995; Durlach et
al., 2003b; Lutfi et al., 2003b�. In addition, it has been shown
that the amount of masking varies nonmonotonically as a
function of the density of the tonal maskers on the frequency
axis �e.g., Neff and Green, 1987; Oh and Lutfi, 1998�; and
that when two-interval paradigms are used, the effect of ran-
domizing the spectrum of the masker is greater when the
changes occur between intervals rather than only between
trials �e.g., Neff and Callaghan, 1988; Neff and Dethlefs,
1995; Wright and Saberi, 1999; Tang and Richards, 2003;
Richards and Neff, 2004�. Finally, it has been shown that a
substantial decrease in IM can be achieved by decreasing the
similarity between target and masker �e.g., Kidd et al., 1994,
2002; Neff, 1995; Durlach et al., 2003b� or by employing
trial-by-trial masker cuing �e.g., Richards and Neff, 2004;
Richards et al., 2004�.

Among the ideas that have been put forward in connec-
tion with the empirical findings on IM are the following.
First, making use of the standard decision-theory framework,
Lutfi and his associates have made detection-performance
predictions under the assumption that the decision variable X
consists of a weighted sum of the power outputs of various
independent nonoverlapping auditory filters �e.g., Lutfi,
1993; Oh and Lutfi, 1998�. In particular, they have predicted
with considerable accuracy the nonmonotonic dependence of
threshold level on the number of frequency components used
in the maskers. Apart from choosing the filter shapes appro-
priately, a major challenge within this structure is to develop
appropriate rules for determining the weighting functionsa�Electronic mail: durlach@mit.edu

2482 J. Acoust. Soc. Am. 118 �4�, October 2005 © 2005 Acoustical Society of America0001-4966/2005/118�4�/2482/16/$22.50



and how these functions depend on the psychoacoustic task,
the stimulus, and the listener �see also Richards et al., 2002�.
Among other things, these weighting functions provide a
means for capturing certain aspects of attentional phenom-
ena. For example, a weighting function that includes sub-
stantial weights for a wide range of auditory filter outputs
corresponds to the listener attending to a wide range of fre-
quencies in the stimulus, i.e., employing a wide “attentional
band” �e.g., Green, 1961; Oh and Lutfi, 1998�.

Some ideas that have been put forward by Allen and
Wightman �1994, 1995� and Lutfi et al. �2003a� concern the
shape and interpretation of psychometric functions. For ex-
ample, focusing on percent correct �PC� �as opposed to d��,
these authors have stressed the importance of recognizing
and taking account of the difference � between ideal
asymptotic performance �PC=100� as target-to-masker ratio
becomes very large and observed asymptotic performance.
The basic notion here is that the value of � �referred to as the
“lapse” parameter� is generally greater than zero, and that
this parameter is important with respect both to the fitting of
psychometric-function data and to the development of ad-
equate theory.2 Also of interest in this general domain is
consideration of how the shape of the psychometric function
is influenced by the density of the maskers �Lutfi et al.,
2003a�.

Finally, an additional set of ideas relevant to interpreta-
tion of the empirical findings concerns the analysis of a
given amount of masking into informational and energetic
components �or, alternately, how the informational and ener-
getic masking effects of a given masker should be com-
bined�. Material relevant to this issue is available in Lutfi
�1990� and Neff and Jesteadt �1996�, as well as in Kidd et al.
�2005�.

The research discussed in this paper is concerned with
the detection of a tonal target in simultaneous multitone
maskers with spectra that have relatively little energy in the
vicinity of the target �i.e., in the “protected zone”�. In par-
ticular, these experiments have been designed to study the
effects of randomizing the masker spectrum �over a specified
finite set of maskers� on how detection performance varies
with target energy level. Among the characteristics of this
research that distinguish it from most previous research on
simultaneous IM for nonspeech stimuli are the following.
First, it is concerned with psychometric functions, not only
thresholds. Second, it compares psychometric functions ob-
tained with a random masker to the psychometric functions
obtained with the fixed constituents of this random masker
�as well as to derived psychometric functions obtained by
sorting the results obtained with the random masker and by
pooling the results obtained with the fixed maskers�. Third,
apart from the uncertainty associated with the presence or
absence of the target, this research restricts the stimulus un-
certainty to the spectrum of the masker. It does not confound
the effects of this uncertainty with uncertainty in the masker
level �the masker level is held fixed rather than roved� or
uncertainty in the target level �rather than use adaptive pro-
cedures or the method of constant stimuli, the target level is
held fixed throughout each experimental run�. Fourth, this
research makes use of a one-interval paradigm which, aside

from maximizing the number of trials per unit time that can
be collected, enables one to examine the dependence of lis-
tener response bias on masker spectrum. Fifth, the empirical
results are analyzed in terms of simple energy-detector mod-
els in which performance is characterized by the sensitivity
index d� and the response bias �, and the decision variable is
identified with the energy at the output of a linear filter cen-
tered on the target frequency. Sixth, rather than testing a
large group of listeners and examining the performance sta-
tistics for this group, our study examines a few listeners in
depth �using the “case-study” approach�. Clearly, both ap-
proaches are needed to gain full understanding of IM and the
large individual differences associated with IM.

II. DETAILS OF THE EXPERIMENTAL DESIGN

Performance was measured for the detection of a
1000-Hz tone in multitone maskers consisting of eight tonal
components. The level of each masker component was 60 dB
SPL and the level of the overall masker was 69 dB SPL. The
duration of the target and masker, which were gated on and
off together, was 300 ms �with 20-ms cosine-squared ramps�.

The experiment made use of ten different eight-tone
maskers, Fi ,0� i�9, each of which was constructed by ran-
domly selecting eight frequencies �with a random phase for
each frequency� from the range 200–5000 Hz �on a logarith-
mic scale� with the subregion 800–1250 Hz around the
1000-Hz target omitted �to form a protected zone�. In addi-
tion, the components were required to be at least 3.3 Hz �i.e.,
1 /300 ms� apart. The eight frequencies that comprised each
of the ten maskers Fi are shown in Fig. 1. These same ten
“frozen” masker samples were then fixed throughout the ex-
periment. All stimuli were digitally generated in the time
domain �addition of sine waves� with a sampling frequency
of 20 000 Hz. The target and masker were played �using
Tucker-Davis Technologies hardware� from separate D/A
channels, low-pass filtered at 7500 Hz, attenuated, then
summed and passed through a headphone buffer, the output
of which was connected through the booth to the head-
phones. The desired levels were achieved by attenuating tar-
gets and maskers appropriately �and separately before sum-

FIG. 1. Line spectra of the ten maskers Fi , 0� i�9, together with identi-
fying symbols. The shaded region shows the protected zone.
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ming� utilizing the reference levels obtained by measuring
the sound-pressure levels for a known voltage in the TDH 50
headphones.

The experiment employed a one-interval, two-
alternative, forced-choice �yes–no� procedure with a 0.5 a
priori probability of target present and trial-by-trial correct-
answer feedback. On each trial, the 300-ms observation in-
terval was followed by a response period of at least 500 ms
�additional time beyond 500 ms being available if the lis-
tener failed to enter a response during the 500-ms interval�.
The stimuli were presented monaurally over earphones �to
the right ear� in a sound-treated �double-walled IAC� room,
and responses were entered using a keyboard.

In the fixed condition, one of the ten eight-tone maskers
Fi was held fixed from trial-to-trial. In the random condition,
denoted R, the eight-tone masker was varied randomly from
trial-to-trial �with uniform probability� over the set of ten
maskers Fi specified in Fig. 1. In all cases, detection perfor-
mance was measured at a variety of signal levels and, for
each level, specified in terms of the sensitivity index d� and
response bias �. Different sets of signal levels were chosen
for the different Fi cases �as well as for the R case� in order
to focus on the portions of the d�-vs-level curves that showed
significant changes in d� with level.3 Overall, we obtained 22
empirical functions of level �ten Fi functions and one R func-
tion for each of d� and �� for each listener.

The five listeners �three males, two females� tested in
these experiments �L1–L5�, all of whom were college stu-
dents with normal hearing �thresholds of 15-dB HL or better
at octave frequencies from 250 to 8000 Hz in both ears�, had
participated in previous IM experiments in this laboratory.
For any given condition, data were gathered in 50-trial runs
with signal level varied only between runs �decreasing in
successive runs�. The various Fi cases were tested in random
order �different for each listener� and blocks of Fi runs were
alternated with blocks of R runs. Also, after the whole se-
quence of tests was completed, it was repeated to increase
the reliability of the results. Each point on the data graphs for
the ten Fi functions �for each listener� is based on 100 trials,
and each data point for the single R function �for each lis-
tener� is based on 1000 trials. Because of the way in which
the various test blocks were ordered �as well as the relevant
previous experience of all the listeners in IM�, we believe
that the differences among the various Fi functions and be-
tween these functions and the R functions were not influ-
enced strongly by learning or fatigue factors.

In addition to the empirically determined Fi and R func-
tions, the data were processed to obtain derived functions Rp

and Fs,i, 0� i�9 �for both d� and ��. The derived function
Rp was obtained by pooling the 2�2 stimulus–response ma-
trices obtained in the Fi runs over all these runs, and the
derived functions Fs,i, 0� i�9 were obtained by sorting the
matrices obtained in the R runs according to which Fi was
presented, where each of the pooling and sorting processes
was conducted once for each target level �so that the derived
functions, like the empirical ones, are functions of target
level�. By definition, the pooling and sorting processes are
inversely related. In other words, sorting the results obtained
for Rp leads back to the results for Fi , 0� i�9, from which

Rp was derived, and pooling the results obtained for Fs,i,
0� i�9, leads back to the results for R from which Fs,i,
0� i�9 was derived.

In terms of these four types of functions of target level,
the primary issues of interest, i.e., the IM issues, concern the
way in which the function R differs from the function Rp and
the function vector �F0 , . . . ,F9� differs from the function
vector �Fs,0 , . . . ,Fs,9�. The two equalities

Rp = R ,

�1�
Fs,i = Fi, 0 � i � 9,

hold if and only if the listener’s detection behavior for the
target in the presence of the masker Fi is independent of
whether that behavior occurs in an Fi run with that masker or
on trials of an R run in which that masker occurs. In other
words, these two equalities hold if and only if there is no
IM.4

For all of the functions R ,Rp ,Fi ,Fs,i , 0� i�9, the
quantities d� and � were obtained from the appropriate 2
�2 matrix by using the entries to estimate the probabilities
of detection �PD� and false alarm �PFA�, converting to nor-
mal deviates z�PD� and z�PFA�, and then computing d�
=z�PD�−z�PFA� and �=−�z�PD�+z�PFA�� /2. Whereas for the
Fi case the target levels at which d� and � were measured
depended on i, for the Fs,i case these levels were independent
of i �because all the d� and � results for the Fs,i case were
obtained by sorting the R data and thus made use of the same
levels as those used in the R tests�.

III. EXPERIMENTAL RESULTS ON SENSITIVITY d�

The dependence of d� on target level for both the em-
pirical functions Fi and R and the derived functions Fs,i �ob-
tained by sorting the R data� and Rp �obtained by pooling the
Fi data� is shown in Fig. 2. We note the following features of
these psychometric functions:

�1� For each listener, the Fi cases have d� functions �within
the measured range� that are roughly linear in the given
coordinates, share a roughly common slope, and cover a
lateral range �e.g., at the d�=2 level� of approximately
15–30 dB. Although not evident in the figure, all these
functions must converge to d�=0 as the target level goes
to zero �i.e., to −� in dB SPL� and must plateau at some
high level of d� as a consequence of occasional errors
having nothing to do with hearing, e.g., caused by lapses
in attention.2 �In our computation of the Rp curves shown
in Fig. 2, the d� plateau was set at d�=4.7.�

�2� Compared to the d� functions for the Fi cases, the d�
functions for the R case tend to have a shallower slope
and to be laterally displaced to the right. The tendency of
these d� functions to converge with those for the Fi cases
at the lower signal levels occurs of necessity because of
the existence of the d�=0 �chance� asymptote for all the
functions.

�3� The Rp curve tends to deviate from the R curve by being
steeper and displaced to the left. Correspondingly, the
Fs,i curves tend to deviate from the Fi curves by being
shallower and displaced to the right. The extent to which
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these deviations are greater than zero is a measure of IM.
That the slope of the Rp curve is shallower than the mean
slope of the Fi curves �referred to as the “reduced-slope
artifact”� is a consequence of the pooling process used to
construct the Rp curve combined with the decrease in
slope of the Fi curves at small and large values of d�.

�4� The results differ substantially among subjects. For ex-
ample, L5 exhibits Fi curves and Fs,i curves that are
relatively steep, quite far to the left, and strongly over-
lapping, as well as an R curve and Rp curve that are
relatively steep, far to the left, and roughly coincident. In
contrast, L2 is distinguished by a very large lateral shift
to the right of the R curve and the Fs,i curves, a very
large �almost 30 dB� difference between the R curve and
the Rp curve, and relatively shallow slopes for the Fi

curves. Listener L1 appears somewhat similar to L5 ex-
cept that the divergence between the R and Rp curves
�and between the Fi and Fs,i curves� is greater for L1.
These divergences are even greater for L3 and L4 �al-
though not as great as for L2�. Note also the differences
between L2 and L4 on the one hand and L1, L3, and L5
on the other hand with respect to the relatively tight
bunching of the Fs,i curves for L2 and L4 �relative both
to the Fi curves of L2 and L4 and to the Fs,i curves of
L1, L3, and L5�.

�5� The Fs,i results for L3 show a monstrous outlier—a psy-
chometric function that remains close to d��0 over the
whole range tested! The psychometric function for this
same masker �masker #8� is also the slowest rising func-
tion of all those measured in the Fs,i data for L1 and L5.

As shown in Fig. 1, masker #8 is distinguished by con-
taining frequency components relatively close to the tar-
get frequency both above and below it. However, this
factor by itself does not explain the strange results for
masker #8 in the Fs,i case for L3. For this listener, we do
not understand why the function is so flat, why the dif-
ference in flatness for the Fi case and the Fs,i case is so
much larger for masker #8 than for all the other maskers,
and why the results for masker #8 are so different than
the results for masker #7, which also has components
close to the target on both sides. �It should be noted,
however, that this similarity between maskers #7 and #8
is reflected in the results for listeners L1 and L5.� Fi-
nally, it should be noted that based on L2’s Fs,i data for
masker #2 �and, to a lesser extent, for a few other
maskers as well�, which are basically flat in the range
50–70 dB SPL and only begin to rise at 70 dB SPL, one
might expect masker #8 to begin its rise for L3 just at the
level at which the data terminate �i.e., 70 dB SPL�.

�6� The tendency for the results on the functions Fi and Fs,i

to deviate from linearity and to evidence reduced slopes
at both high and low values of d� �a tendency that must
occur for sufficiently extreme values of d�� varies con-
siderably with the choice of masker and listener. These
deviations are greater for the Fs,i results than the Fi re-
sults and increase with the lateral spread of the Fs,i

results.5

In general, it is clear from the results in Fig. 2 that the
amount of IM varies strongly among the five listeners.

FIG. 2. Results on sensitivity d� as a function of target
level for each of the cases Fi, R, Fs,i, and Rp. The left
column gives the empirical functions for the individual
maskers �Fi ,0� i�9�. The right column gives the de-
rived functions for the individual maskers �Fs,i ,0� i
�9, obtained by sorting the R data�. The empirical R
function is shown in both the left and right columns.
Also shown in both columns is the derived function Rp

�obtained by pooling the Fi data�. The correspondence
between masker symbol and masker for i=0 to 9 is
shown in the lower right corner. For details concerning
the choice of target levels tested, see the text and foot-
notes 3 and 5.
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Whereas L2 exhibits very large IM, listener L5 exhibits
hardly any IM. Listeners L1, L3, and L4 appear to fall be-
tween these two extremes, with L1 showing the least IM �not
much more than that for L5� and L3 and L4 somewhat more
�although not as much as L2�. Obviously, any satisfactory
theory of IM will have to be capable of handling a wide
range of listener susceptibilities to IM. The reduced-slope
artifact is evidenced in the results for all listeners by the
shallowness of the Rp function relative to the Fi functions.

To facilitate quantitative analysis, straight lines were fit
to all the psychometric functions for each masker and each
listener.6 The threshold �defined as the level for which d�
=2� and the slope were chosen individually for each line to
minimize the rms deviation in d� of the points from this line.
The thresholds and slopes obtained with these straight-line
fits are shown in Fig. 3 for each masker, each condition, and
each listener �open symbols for the Fi and Fs,i results and
filled symbols for the R and Rp results�. The extreme behav-
ior associated with masker #8 in the Fs,i case is clearly evi-
dent in the threshold data but not the slope data �because in
the fitting process asymptotic values were ignored and the
emphasis was on the points at which d� showed an orderly

change with target level6�. Also shown in this figure are the
relationships of the Fi results to the Fs,i results and the rela-
tionships of the R results to the Rp results �differences for
thresholds and ratios for slopes�. The strength of the IM in
this experiment, i.e., the extent to which the thresholds and
slopes of the psychometric functions for the various maskers
depend on the context in which the masker was presented
�alone in the fixed case or mixed together with the other
maskers in the random case� is clearly evident in these rela-
tionships. If there were no IM, all the data in the bottom left
panel of Fig. 3 would be at 0 dB and all the data in the
bottom right panel would be at unity. For each of the five
listeners, the means and standard deviations �across maskers�
for each of the cases Fi and Fs,i, as well as the results for the
R case, are shown in Table I. An indication of the overall
quality of the straight-line fits used to obtain the results
shown in Fig. 3 and Table I is given by the rms deviations of
the points from the straight lines along the y axis, Ydev �d��,
and along the x axis, Xdev �target level in dB�. These rms
deviations are shown in Table II. According to these results,
the worst fits occur for L1 and L2 in the Fs,i case and L2 in
the R case.

FIG. 3. Thresholds and slopes from straight-line fits to
all psychometric functions for all listeners. The top two
panels show the thresholds and slopes for the Fi case
and the middle two panels for the Fs,i case. The bottom
two panels show the relation of the Fi results to the Fs,i

results �differences for thresholds and ratios for slopes�.
The corresponding results for the R and Rp cases are
shown at the right edge of each panel �above abscissa
label “Ran”� using filled symbols �the Rp results in the
top two panels, the R results in the middle panels, and
the relation of the two in the bottom panels�. The points
in all panels are joined by straight-line segments to aid
in following the results for individual listeners. For fur-
ther details, see the text and footnotes 6 and 7.

TABLE I. Thresholds and slopes derived from straight-line fits to the data. For the Fi and Fs,i columns, the means and standard deviations are given across
the ten masker samples for each listener. The R and Rp columns give the thresholds and slopes for the one relevant function per listener. The last two rows
give the average and standard deviation of the means across listeners. Mean slopes are geometric means and standard deviations for slopes are given in
percent. In keeping with our treatment of the outlier �masker #8 for the Fs,i case�, both its threshold and slope were excluded from the mean and standard
deviation over maskers for L1, L3, and L5.

Thresholds �dB SPL� Slopes �1/dB�

Fi Fs,i R Rp Fi Fs,i R Rp

L1 Mean 33.7 40.1 43.0 37.0 0.29 0.12 0.09 0.16
sd 9.3 7.1 27 14

L2 Mean 44.7 74.3 73.8 46.8 0.16 0.09 0.09 0.11
sd 8.0 2.0 29 18

L3 Mean 35.9 47.5 54.7 37.5 0.20 0.08 0.05 0.15
sd 6.8 8.6 28 29

L4 Mean 47.8 61.0 61.3 49.0 0.22 0.10 0.10 0.15
sd 5.8 3.7 53 15

L5 Mean 32.9 33.0 37.4 35.2 0.25 0.18 0.11 0.14
sd 7.9 8.4 39 52

Average 39.0 51.2 54.0 41.1 0.22 0.11 0.09 0.14
sd 6.8 16.6 14.5 6.3 26 37 32 15
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As part of our effort to compare thresholds for the Fi

case to thresholds for the Fs,i case, scattergrams and correla-
tion coefficients r were examined for Fs,i vs Fi across the ten
maskers �separately for each listener�. With the exception of
L2, the results of this analysis �excluding masker #8 for L1,
L3, and L5� showed scattergrams with slopes between 0.6
and 1.2 and values of r in the range 0.89 to 0.97. In other
words, for subjects L1, L3, L4, and L5, the variation of
threshold with masker was roughly the same for Fi and Fs,i.
For L2, as a consequence of the tiny variation in threshold
for the Fs,i case, the value of r was found to be close to zero
�r=0.13�. Furthermore, correlations of thresholds between
listeners over the set of maskers were generally high for all
pairs of listeners in the Fi case �0.78 to 0.94, including all ten
masker samples� and all pairs of listeners in the Fs,i case
�excluding masker #8� in which L2 did not appear �0.60 to
0.95�. If the pair included L2, the correlation in the Fs,i case
for the pair was close to zero or negative �−0.47 to 0.20�. In
other words, the dependence of threshold on masker was
similar across all listeners in the Fi case and across listeners
L1, L3, L4, and L5 in the Fs,i case �with masker #8 ex-
cluded�. The main slope result to be noted is the general
tendency for the Fs,i slopes to be smaller than the Fi slopes
�particularly for L1, L3, and L4�.

To examine the statistical significance of these results,
two separate two-factor repeated-measures analyses of vari-
ance �ANOVA� were done, one for threshold data and one
for slope data. The two factors in each ANOVA were the
uncertainty condition �Fi vs Fs,i� and the masker sample �al-
ways excluding masker #8�. In the case of thresholds, the
uncertainty condition �Fi vs Fs,i� alone did not quite reach
significance �F�1,4�=7.1, p=0.056�, the masker condition
�nine samples� was significant �F�8,32�=15.1, p�0.001�,
and the interaction of those two factors was not significant
�F�8,32�=1.07, p=0.41�. Clearly, the variance across
masker samples and listeners obscured the difference be-
tween the Fi and Fs,i thresholds in this ANOVA. When five
separate paired-comparisons t-tests were done �one for each

listener� on the set of Fi and Fs,i thresholds, the result was
highly significant for all listeners except L5. The results were
t=−7.7, df=8, p�0.001; t=−11.7, df=9, p�0.001; t=
−9.3, df=8, p�0.001; t=−13.7, df=8, p�0.001, and t=
−1.8, df=8, p=0.12 for L1 to L5, respectively. The results of
the ANOVA on log-slope values revealed a significant effect
of uncertainty condition �F�1,4�=41.7, p=0.003�, but no
significant effect of masker sample �F�8,32�=0.86, p=0.56�.
This supports the result that the slopes get shallower in going
from Fi to Fs,i, but that the slope does not depend on masker
sample.

IV. ANALYSIS OF THE d� DATA IN TERMS OF SIMPLE
ENERGY-DETECTOR MODELS

A. Description of the models

The basic framework used in our analysis of the data
shown in Fig. 2 is that of a simple energy-detector model. It
is assumed that �1� the decision variable X is stimulus energy
or power �measured in dB� at the output of a linear filter with
transfer function H�f� centered on the target frequency; �2�
the probability density functions of X for the masker-alone
case �M� and the target-plus-masker case �T+M� are Gauss-
ian with means MM =10 log EM and MT+M =10 log ET+M

�10 log �ET+EM� and common variance �2, where ET and
EM are the target and masker energies at the output of the
filter; and �3� the listener responds “target present” if and
only if X�C, where C is the listener’s decision criterion. As
usual, the sensitivity d� is given by

d� =
MT+M − MM

�
. �2�

For the given MT+M and MM, one has

TABLE II. Rms deviations between straight-line fits to the data and the data themselves in both y-�Ydev� and x
�Xdev� directions. The mean and standard deviation for each listener is across the masker samples for the Fi and
Fs,i columns �masker #8 was excluded in the Fs,i case for L1, L3, and L5�. The last two rows gives the average
and standard deviation of the means across listeners.

Fi Fs,i R

Ydev �d�� Xdev �dB� Ydev �d�� Xdev �dB� Ydev �d�� Xdev �dB�

L1 Mean 0.29 1.0 0.37 3.2 0.17 1.8
sd 0.22 0.7 0.16 1.6

L2 Mean 0.27 1.8 0.34 3.6 0.35 3.9
sd 0.11 0.9 0.19 1.7

L3 Mean 0.21 1.1 0.25 3.5 0.14 2.7
sd 0.13 0.8 0.11 2.2

L4 Mean 0.30 1.5 0.26 2.7 0.19 2.0
sd 0.23 1.3 0.08 0.8

L5 Mean 0.20 0.9 0.22 1.2 0.05 0.5
sd 0.09 0.5 0.11 0.6

Average 0.25 1.2 0.29 2.9 0.18 2.2
sd 0.04 0.4 0.06 1.0 0.11 1.3
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d� =
10 log�1 + ET/EM�

�
, �3�

a formulation that is consistent with Weber’s law for inten-
sity discrimination.

It will be assumed that H�f� is chosen to increase the
T /M ratio by focusing on T rather than by nulling out M;
that H�f� represents the integrated frequency-selectivity be-
havior of the whole auditory system �including attentional
phenomena�, not only that associated with the periphery �i.e.,
the “critical band”�; and that H�f� is independent of the iden-
tity of the masker, but may depend on the listener and/or the
experimental condition to which the listener is exposed �spe-
cifically, whether the test is an Fi test or an R test�. It will
further be assumed that in the R tests the listener has zero
knowledge of which masker is presented on a given trial and
thus sets the decision criterion C in a manner that is inde-
pendent of the masker and designed to distinguish between
the broad probability densities on the decision axis that char-
acterize the energy at the output of the filter H�f� over all of
the maskers Fi �one density for the case of target absent and
one for the case of target present�. Although such a simple
model �namely, one in which detection is assumed to depend
only on energy and, furthermore, only on energy at the out-
put of a single filter� is clearly inadequate to explain all re-
sults on IM, we believe it is instructive to examine how it
relates to the data reported in this study.

The variance �2 will be assumed to consist of two com-
ponents

�2 = �0
2 + �r

2, �4�

where �0 represents internal noise �arising centrally as well
as peripherally� and �r represents the increase in the variance
associated with randomization of the masker. The term �0

will be allowed to vary with the listener, but will be held

fixed otherwise. This term appears in all the Fi cases and the
R case, and is the only variance term in the Fi cases. The
quantity �r will be computed as the rms deviation in energy
level �in dB� at the output of the filter H�f� resulting from the
masker-spectrum randomization �and will be referred to as
the “roving-level” component of the variance�. Note that the
�r is completely determined by the filter H�f� and the
masker spectra, and thus is not a free parameter. Note also
that as the filter H�f� becomes increasingly broad in the R
case, both the numerator and denominator of the equation for
d� �Eq. �3�� decrease. The numerator decreases because the
masker energy that gets through the filter �EM� increases, and
the denominator decreases because the roving-level variance
��r

2� decreases. For very broad filters, �r approaches zero
because all the maskers Fi were constructed to have the same
total energy.

B. Application of the model to the data

In applying this model to the data, the filter H�f� was
assumed to be a symmetric roex�p ,r� filter �Patterson and
Moore, 1986� centered at 1000 Hz with equivalent rectangu-
lar bandwidth �ERB� W, and in those cases in which �r was
relevant, �r was computed as the rms deviation of the
masker energy about its mean at the output of this filter
�where the energy was measured in dB�. Although no rigor-
ous study was made, based on a few informal probes it is
believed that modest modifications of the assumed filter
shape would lead to only modest changes in the results pre-
sented in this section. The results of fitting this model to the
data are shown in the upper five rows of Fig. 4 �the bottom
row is considered below�.

Consider first the fitting of the Fi functions. Because the
masker was fixed in this case, one has �r=0 and the predic-
tions are given by Eq. �3� with �=�0 �the internal noise� and

FIG. 4. The results of fitting theory to data. Column 1
is for the Fi case, column 2 for the Fs,i case, and column
3 for the R and Rp cases. The Fi data, the R data, and
the derived Fs,i and Rp results �obtained by sorting the R
data and pooling the Fi data, respectively� are identical
to those shown in Fig. 2. The upper five rows show the
results of applying the simple energy-detector model to
each of the five listeners L1–L5. The thin, continuous
curves in the upper five rows are determined from Eq.
�3� using the parameter values specified in the figure. In
the Fi case, both �0 and WF were used as fitting param-
eters. In the Fs,i case, it was required that the value of
�0 be identical to that used for the Fi case, and thus
only WR was used as a fitting parameter �the value of �r

being determined by the value of WR�. In the R case, no
new fitting was performed �the values of �0 and WR

being identical to those obtained from the fitting of the
Fi and Fs,i results�. For further details concerning the
fitting of this model to listeners L1–L5, see the text and
footnote 7. The bottom row in this figure shows the
results of applying the zero-IM model to listener L5. In
this model, the predictions for the Fs,i case are identical
to those for the Fi case and there are only two fitting
parameters, �0 and WF. Also, the value of WR is the
same as that of WF and there is no �r term �see the text
for details�.
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with ET and EM given by the target and masker energies at
the output of the roex filter. The fitting in this case was
achieved by choosing �for each subject� �0 and WF to match
the theoretical Fi thresholds and slopes to the empirical Fi

thresholds and slopes.7 The results of this fitting and the
values of �0 and WF used to achieve these fits are shown in
the left column of Fig. 4. Whereas the theoretical slopes are
determined by �0, the theoretical thresholds are determined
by WF as well as �0. Further computations showed that the
mean of the correlation coefficient r between theoretical and
empirical thresholds across maskers �over the five listeners�
was 0.89 �range 0.81–0.95�. The relatively high value of this
correlation, combined with the assumptions of the model,
necessarily implies that the correlation between the empirical
thresholds and the amounts of energy through the assumed
filter is relatively high.

Consider next the Fs,i case. The fitting here was per-
formed in exactly the same manner as the Fi case except that
�1� the parameter �0, rather than being treated as a fitting
parameter, was chosen to be the same as in the Fi case and
�2� the variance term �2 now included a �r

2 term as well as
the �0

2 term. The fits in the Fs,i case, shown in the middle
column of Fig. 4, were then achieved by choosing WR to best
fit the empirical Fs,i thresholds and slopes �the slopes in this
case are determined by the fixed �0 term and by WR which
determines �r�.

7 Excluding L2, the correlation results �be-
tween theoretical and empirical thresholds� showed a mean
of 0.85 and a range of 0.72 to 0.94. For L2, whose thresholds
�both empirical and theoretical� were roughly independent of
the masker, r was essentially zero �r=−0.16�.

Consider, finally, the results for the random-masker case
and the two theoretical curves shown in the right column of
Fig. 4. One of the these curves, namely, the curve for Rp, is
the same curve as that shown in Fig. 2. The second curve is
obtained from Eq. �3� using the same values of �0, �r, and
WR that were used to generate the theoretical curves for the
Fs,i functions. In other words, no further fitting was done to
match the theoretical R curves to the empirical R curves.

The quality of the fits of the theoretical results to the
empirical results can be judged not only by visual inspection
of Fig. 4, but also by examining the deviations in thresholds
and slopes derived from the straight-line representations of
the theory and of the data �denoted Tdev and Sdev�. These
deviations are shown in Table III. As one might expect from

an examination of Fig. 4, the largest deviations occur with
the Fs,i slopes for L2 and L5, the R slopes for L2 and L3, and
the R threshold for L3.

Beyond the issue of consistency between theoretical and
empirical results, of course, is the issue of plausibility for the
values of the constants obtained in the fitting process, i.e.,
the values of �0, WF, and WR shown in Fig. 4. Overall, these
values appear quite reasonable. The values of �0 vary over
the range 1.8–5 dB, corresponding to a range of 0.5–2.2 for
the value of the ratio T /M at which d� is unity; and the
values of WF vary from 124 to 184 Hz, values roughly con-
sistent with those encountered in various independent studies
of the auditory filter bandwidth �e.g., Neff et al., 1993�. The
values of WR, which also determine in this case the values of
�r, show relatively modest changes from WF with the notable
exception of L2, who is modeled best by assuming a dra-
matically wider bandwidth �roughly a factor of 3� for WR.
More surprising, perhaps, are the decreases in W for L1, L3,
and L5 in going from WF to WR.8

For certain listeners, such as L5, there is relatively little
vulnerability to IM and the above model may be inappropri-
ate. Thus, we briefly examined an alternate model in which
no IM is predicted �the “zero-IM” model�. In this model, it is
assumed that the listener not only uses the same decision
variable in the R tests as in the Fi tests �the energy at the
output of the same H�f� filter�, but also the same decision
criteria. In other words, it is assumed that the listener can
identify the masker Fi presented on each trial in an R run �by
listening to the stimulus at frequencies away from the target
frequency� and set the criterion on that trial in the same
manner that it would be set in an Fi run with that masker.
With this zero-IM model, not only is H�f� the same for the Fi

runs and the R run, thus reducing the number of free param-
eters in the model, but one has �=�0 �there is no �r term�,
Fs,i=Fi, and Rp=R. Because in our experiment the total en-
ergy in the masker is independent of the masker, and only the
spectrum of the masker is randomized, potential cues for
identifying the masker by examining the stimulus at frequen-
cies away from the target include masker energy as well as
spectral shape at these frequencies. It should also be noted
that in this zero-IM model the trial-to-trial identification of
the masker in an R run is required only to the extent that it
facilitates the choice of criterion for that trial, i.e., provides
knowledge of EM on that trial.

TABLE III. rms deviations between model and data for threshold �Tdev� and slope �Sdev�. The bottom row gives
the results for the “zero-IM” model. Masker #8 was excluded in the Fs,i case for L1, L3, and L5.

Fi Fs,i R

Tdev �dB� Sdev �%� Tdev �dB� Sdev �%� Tdev �dB� Sdev �%�

L1 4.1 21 4.8 23 2.3 2
L2 5.0 24 3.5 71 1.0 75
L3 4.8 22 5.4 26 6.7 59
L4 4.3 38 4.7 36 0.8 36
L5 4.1 29 2.9 71 3.4 0

Average 4.5 27 4.2 44 2.9 31
sd 0.4 5 1.0 17 2.4 29

L5zero-IM 4.1 29 4.7 61 6.0 12
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The results of comparing this zero-IM model to the data
for L5 �using the same values of �0 and WF as previously
used for the Fi cases� are shown in the bottom row of Fig. 4
along with the fits obtained using the previous model. The
theoretical curves for this model are the same as those de-
rived for the previous model for Fi and Rp, but not for Fs,i or
R �with this zero-IM model, the curves for Fs,i are identical
to those for Fi�. The values of Tdev and Sdev obtained with
this model are included in Table III along with the values
obtained with the previous model. According to these results,
the change in model causes little change in Sdev but increases
Tdev for both Fs,i and R.

Finally, in concluding this section, three points should
be noted. First, the results would not have been substantially
altered if in the fitting process the data themselves rather
than the thresholds and slopes determined from the straight-
line fits to the data had been used. Second, the two models
considered above reflect behavior extremes. Models of inter-
mediate behaviors �which are likely to be appropriate to a
substantial number of listeners� can be constructed by appro-
priate blending of these two models �e.g., by assuming some,
but not perfect, knowledge of EM on each trial�. Third, the
discrepancies between the simple energy detector model and
the d� data are relatively small compared to the variations in
the data across subjects, but relatively large compared to the
variations in the data associated with the use of a finite num-
ber of trials in the experiments. If one determines the devia-
tions Tdev and Sdev that arise when the results for one listener
are used as a model for another listener, one obtains the
following mean results �across all subject pairs�: Tdev=9.3,

21.4, and 18.2 dB and Sdev=53%, 50%, and 34% for Fi, Fs,i,
and R, respectively. A comparison of either of these sets of
numbers with the corresponding numbers in Table III �Tdev

=4.5, 4.2, and 2.9 dB and Sdev=27%, 44%, and 31%� pro-
vides support for the first of the above-mentioned statements,
namely, that differences between theory and data are rela-
tively small compared to differences among subjects. The
validity of the second of these statements is proved by simu-
lations we have done using 100 trials per data point �roughly
equivalent to the number of trials per data point used in our
tests�. According to the results of these simulations, if the
only source of deviation were the finite number of trials per
data point, then Tdev should lie in the range 1–3 dB for the
Fi and R cases and 2–6 dB for the Fs,i case, and Sdev should
lie in the range 11%–36% for all cases. All of these compari-
sons reflect the emphasis on thresholds relative to slopes in
the process used to fit the model to the data.7

V. RESULTS ON RESPONSE BIAS

The results on response bias � �obtained according to
the procedures outlined at the end of Sec. II� are shown in
Fig. 5 in a manner similar to that used to display the d�
results in Fig. 2. As with d�, the � results for Fs,i are obtained
from the R results using the sorting process, and the � results
for Rp are obtained from the Fi results using the pooling
process. In general, a positive value of � corresponds to a
bias to respond “no signal” too frequently, i.e., an overly
conservative criterion.

FIG. 5. Data on response bias � corresponding to data
on d� shown in Fig. 2.
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Visual inspection of the results shown in Fig. 5 indicate
�1� the existence of two “outliers” in the Fs,i case �generated
by masker #8 for L3 and masker #7 for L5�; �2� very weak
�if any� dependence of � on signal level; and �3� excluding
the two outliers, a general tendency for the values of � to
cluster around �=0. In addition, it appears that �4� there is a
slight tendency for � to decrease with level �become less
conservative as signal level increases� in the Rp case �for all
listeners but L3� and to be lower in the Rp case than in the R
case �at least for listeners L2, L3, and L5�.

As will be seen below, the most important result ob-
tained from measurement and examination of the � data con-
cerns the correlation between the value of � and the value of
the threshold �over the set of maskers� for the Fs,i case. With
the goal of examining this correlation in mind, and the
knowledge that � is at least roughly independent of level �as
seen in Fig. 5�, our initial processing of the � data consisted
of eliminating the level parameter by averaging over it, i.e.,
of representing the �-vs-level data shown in Fig. 5 by best-fit
horizontal straight lines. The results of this processing are
shown in Fig. 6 and Table IV. Whereas Fig. 6 shows how �,
averaged over level, depends on all maskers, all cases, and
all listeners, Table IV provides information on the horizontal-
straight-line fits. Even excluding the two outliers in the Fs,i

case, the results in Fig. 6 show a somewhat greater variation
with masker in the Fs,i case than in the Fi case. Examination
of � scattergrams and correlation coefficients r for Fi vs Fs,i

�over the maskers� showed no relationship between the �
values for these two cases; for all listeners, the value of r was
close to zero �0.06�r�0.18�.

As expected, the � results for the Rp case �solid symbols
in top panel of Fig. 6� for each listener tend to be near zero

and look much like an average of the � values shown for
each masker sample in the Fi case in the same panel. The
range of values across listeners is −0.16 to 0.17. The � val-
ues shown for the R case �solid symbols in the middle panel
of Fig. 6� appear more similar across listeners, all having
slightly positive � values in the range 0.03 to 0.19. This is
due in part to the inclusion of all data in the R case �includ-
ing the outliers that are seen in the Fs,i case�. The differences
between the � values for the Rp case and for the R case �and
also for Fi vs Fs,i� are shown in the bottom panel. As can be
seen more readily in Fig. 5, listeners L2, L3, and L5 all have
more positive � values in the R case than in the Rp case,
whereas L1 shows a slight negative difference and L4 shows
virtually no difference. A two-way repeated-measures
ANOVA on the � values with uncertainty �Fi vs Fs,i� and
masker sample �excluding maskers #7 and #8� as the factors
showed that neither main effect is significant ��F�1,4�
=3.24, p=0.15 for Fi vs Fs,i; F�7,28�=1.46, p=0.22 for
masker sample��.

Consider finally �and most importantly� the relationship
of response bias � for a particular masker to the target
threshold for that masker. Scattergrams and correlation coef-
ficients r for � vs threshold over the set of maskers for each
of the five listeners are shown in Fig. 7. The results for the Fi

case �column 1� show no pronounced structure, with the val-
ues of r varying over the range −0.60 to 0.41, depending on
the listener. In contrast, the results for the Fs,i case �column
2� show a tendency to produce correlations that are positive.
Not only do L1 and L3 show the relatively high correlations
of 0.80 and 0.90 for the Fs,i case, but for all listeners the
value of r for the Fs,i case is more positive than for the Fi

case. Specifically, the values of r�Fs,i�−r�Fi� are given by
0.60, 0.15, 0.49, 0.97, and 0.71 for L1–L5, respectively.
Note, moreover, the relationship for the outliers: both
maskers #8 and #7 tend to combine a very high threshold
with a very high value of � �see the results for both of these
maskers in Figs. 3 and 6�. Overall, with the exception of

FIG. 6. Mean values of � over level as a function of masker, test condition,
and listener. The top panel gives the results for the Fi case, the middle panel
for the Fs,i case, and the bottom panel for the difference. The filled symbols
on the right �abscissa label “Ran”� show the corresponding results for the Rp

�top panel� and R �middle panel� cases. As in Fig. 3, the points are joined by
straight-line segments to aid in following the results for individual listeners.

TABLE IV. Results of horizontal-straight-line fits to �-vs-level data. For
each of the Fi and Fs,i cases, the entries give the means and standard devia-
tions over the set of maskers of the rms deviation �Ydev� of the data points
from the horizontal lines. For the R case, the entries give the single rms
deviation of the data points from the single horizontal line. The row on the
bottom gives the means and standard deviations of the results in the rest of
the table across listeners. �In computing the entries in this table, the two
outliers seen in Fig. 5 were omitted.�

Fi Fs,I R

L1 Mean 0.22 0.24 0.15
sd 0.12 0.10

L2 Mean 0.21 0.16 0.06
sd 0.12 0.06

L3 Mean 0.14 0.22 0.10
sd 0.08 0.07

L4 Mean 0.18 0.17 0.09
sd 0.10 0.04

L5 Mean 0.21 0.22 0.04
sd 0.10 0.07

Average 0.19 0.20 0.09
sd 0.03 0.04 0.04
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listeners L2 and L5, whose d� results have already been
shown to be relatively special, it appears that in the Fs,i case,
� and threshold tend to be positively correlated �with this
positive correlation being smaller for the intermediate lis-
tener L4 than for L1 and L3�.

Turning attention now to theoretical interpretations, we
note the following. First, in the Fi case, where the same
masker is presented trial after trial, there is no reason to
anticipate large systematic deviations of � from zero and
strong correlations �either positive or negative� with thresh-
old because of the opportunity provided to each listener �via
the trial-by-trial correct-answer feedback� to eliminate any
initial bias the listener might have had based on the particu-
lar characteristics of the masker. Second, in the Fs,i case, we
would expect the � results to depend on the type of listener
�as discussed previously in connection with the d� results�.
For the “normal” case, in which the listener �a� maintains a
relatively narrow filter and �b� cannot identify the masker on
individual trials of an R run, we would expect the listener to

choose a single response criterion more or less in the middle
of the whole range of energies coming out of the filter, and
thereby produce results that would show a significant depen-
dence of � on the energy of the masker coming through the
filter and hence on the threshold of the target for the specific
masker in question. In contrast, no such dependence would
be expected if the listener either �a� opens up the filter to the
extent that essentially all maskers produce roughly the same
energy at the output of the filter �so that a fixed response
criterion will not lead to a substantial dependence of � on the
threshold� or �b� identifies the masker on each trial and lo-
cates the criterion in a manner that is appropriate for that
masker. With these comments and the previous discussion of
the data on d� for listeners L1–L5 in mind, the results show-
ing the relation of � to the threshold shown in Fig. 7 look
quite reasonable: whereas L1 and L3 show a clear depen-
dence of � on threshold, L2 and L5 do not �with L4 lying
somewhere in the middle of these two groups�. Note also the
extent to which the Fs,i results shown in Fig. 7 for L5 support
the zero-IM model rather than the original model for this
listener.

There is, however, a big problem associated with these �
results: according to our initial model, the predicted correla-
tion between � and threshold that is seen in the results for L1
and L3 should be negative, not positive. For this model, the
value of � is given by

� =

C − �MT+M + MM

2
�

�
, �5�

where MT+M, MM, and � are the same as considered previ-
ously in the analysis of the d� data, and the listener’s deci-
sion criterion C is placed in the middle of the energy distri-
bution as mentioned above. This implies, however, that as the
threshold increases the value of � should decrease �corre-
sponding to an increased tendency to respond signal present�,
not increase �corresponding to an increased tendency to re-
spond signal absent�. More specifically, if this model were
correct, a masker that produced a high target threshold �i.e., a
masker that produced a high level of energy at the output of
the filter� would be associated with a high value of the quan-
tity in parentheses in Eq. �5�, which in turn would lead to a
negative value of �. Further evidence of this model’s inad-
equacy can be found in the range of values observed for �. If
the response criterion were really the same for all maskers in
the R case, the range of � would be much greater �because of
the large range of masker energies at the output of the filter�.

VI. SUMMARY AND DISCUSSION

A. Comparison with previous results

Previous work on psychometric functions in IM has
been performed by AW �Allen and Wightman, 1994, 1995�,
WS �Wright and Saberi, 1999�, and LKCW �Lutfi, Kistler,
Callahan, and Wightman, 2003a�. In principle, it should be
useful to compare our results to theirs. In practice, however,
meaningful comparisons are exceedingly difficult to make
because of the major differences in stimuli, experimental
procedures, methods of analysis, and groups of listeners. One

FIG. 7. Scattergrams and correlation coefficients r for response bias � vs
threshold �across maskers�. The first column gives results for the Fi case and
the second column for the Fs,i case. Arrowheads indicate the existence of
outliers �not included in the computations of r�.
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such difference is that all the previous studies used a 2I-
2AFC paradigm. Also, rather than using fixed constituents of
the random masker for the “minimum uncertainty” case, AW
and LKCW used broadband Gaussian noise for this case.
Furthermore, AW did not use a notch in this noise to create a
protected zone, and LKCW provided a target cue on each
trial prior to the 2I-2AFC presentation. In addition, with the
exception of one portion of the WS study, none of the pre-
vious studies held the target level constant during an experi-
mental run. Finally, in the AW study, the analog to our R case
was achieved by adding a single random-frequency tonal
masker �referred to as a “distractor”� to the Gaussian noise
masker, and in the WS study the analog involved pairing
each masker with only one other masker in the 2I-2AFC
paradigm.

Based on our attempts to process the data presented in
all the studies in a manner that permitted comparisons among
all the results, we found that the mean slope for the mini-
mum uncertainty condition in the WS study was outstand-
ingly low, that the mean threshold for all cases considered by
AW were outstandingly high �presumably due to the lack of
a protected zone in their noise masker�, and that the ranges of
thresholds and slopes found in the LKCW study were out-
standingly large �presumably due to their large and age-
varied listener pool�. Most surprising was the high degree of
consistency between the mean thresholds and mean slopes
obtained in the LKCW study and in our own study. Appar-
ently, to a large extent, the effects of the main differences in
how the two studies were conducted were surprisingly small
or canceled each other out.

Comparisons of our data on response bias � with results
of previous studies are even more problematic, in part be-
cause most of the previous IM studies did not report on re-
sponse bias. In the one IM study that was concerned with
bias, the WS study, the methodology for exploring bias was
so radically different that comparisons are difficult to per-
form. Nevertheless, to the best of our understanding, the re-
sults in WS imply a negative correlation between threshold
and bias, consistent with our model but inconsistent with our
data. To add to the puzzle, examination of the correlation
between response bias � and d� at one signal level �inversely
related to threshold� in “frozen noise” tone-in-noise detection
experiments �Siegel and Colburn, 1989; Gilkey et al., 1985;
Isabelle and Colburn, 1991; Evilsizer et al., 2002; and
Davidson and Carney, 2003� leads to the conclusion, like our
own experimental work but not our model, that the correla-
tion between bias and threshold is positive. Further informa-
tion concerning these comparisons of response-bias results,
as well as the comparisons of psychometric-function results,
can be obtained directly from the authors.

In addition to examining how our data compare to pre-
vious data, we have explored the extent to which our data are
consistent with and/or can be usefully interpreted with the
help of the theoretical model in the LKCW study �related to
the CoRE model, as discussed, for example, in Oh and Lutfi,
1998�. This model is similar to the simple energy-detector
model considered in the present paper in that it assumes that
decisions are based on the values of energy variables, but it
differs in a variety of other respects. Making use of the two

equations in the LKCW paper concerned with the depen-
dence of threshold and slope of a psychometric function on
their model parameter n �see page 3280 in that article�, we
found, as did they when examining their own data, that the
value of n needed to match the threshold data could differ
dramatically from the value of n needed to match the slope
data. In our data, this problem was most pronounced �by a
large margin� for listener L2, the listener who was most sus-
ceptible �by a large margin� to IM.

B. Summary of our results

Even with a subject pool of only five listeners, a wide
variety of listener behaviors in response to randomization of
the masker was revealed. As shown in Fig. 2, the changes in
both threshold and slope of the psychometric functions
caused by randomization of the masker �as well as the
thresholds and slopes of the psychometric functions for the
fixed cases� varied considerably over the set of listeners.

Despite these variations, to at least a rough approxima-
tion all the psychometric functions for all cases and all lis-
teners obtained using the given psychophysical procedures
�one-interval paradigm, masker energy held constant, target
energy held constant within each run, etc.� can be described
by a simple energy-detector model in which the listener’s
detection decision is assumed to be based solely on the en-
ergy at the output of the filter centered on the target signal.
The free parameters in the model, whose values were se-
lected individually for each listener to fit that individual’s
d�-vs-level data �see Fig. 4�, are the internal noise variance
�0

2 �assumed to be independent of the stimulus�, the band-
width WF �assumed to be applicable for fixed maskers�, and
the bandwidth WR �assumed to be applicable for the random
masker�. Also found for all listeners, the relative effective-
ness of the various maskers is roughly independent of
whether one examines the Fi results or the Fs,i results.

By far the largest differences across listeners in the d�
results are those associated with listener L2. Whereas the
values of �0, WF, and WR required to fit the energy-detector
model to the d� data for L1, L3, L4, and L5 are all roughly
what one would expect on the basis of previous work on
energetic masking �taking account of both the reduced-slope
artifact and past estimates of internal noise and critical band-
width�, the values of these parameters required to fit the d�
data for L2 are quite different. Not only is the value of the
internal noise term �0 for L2 unusually large, but the value
of WR for L2 is three times larger than the value of WF for L2
�corresponding to the notion that L2, unlike the other listen-
ers, responds to randomization of the masker spectrum by
widening the effective acceptance filter�.

Perhaps the most notable results of our study concern
the data on response bias � �which were found to be essen-
tially independent of target level�. Of most importance is the
correlation of response bias � with target threshold �over the
maskers� for the Fs,i case �see Fig. 7�. For listeners L2 and
L5, this correlation is relatively small, as would be expected
on the basis of our interpretation of their d� data. In contrast,
for L1 and L3 �and to a lesser extent L4�, a positive corre-
lation exists. Inasmuch as one would expect a negative cor-
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relation using the simple energy-detector model and the most
obvious criterion-placement behavior by these listeners, i.e.,
placing a single decision criterion more or less in the middle
of the roving-energy-level range at the output of the filter, it
was concluded that the simple energy-detector model out-
lined in this paper was seriously inadequate for these listen-
ers even for the simple detection tasks considered in this
paper.

Finally, it is important to note with respect to listeners
L1 and L3 �and to a lesser extent L4� that if it were not for
the above-mentioned discrepancy between theory and data
with respect to the correlation between detection threshold
and response bias for these listeners, one could legitimately
have concluded that the results of these experiments for these
listeners are interpretable entirely within the context of ener-
getic masking �even with the large “protected zone” em-
ployed�. In other words, the detection data by themselves
�i.e., ignoring the bias data� are totally consistent with a
model in which the masked thresholds are determined solely
by the “leakage” of masker energy into the target critical
band �via the skirts of the masker spectra and the critical
band�. Thus, aside from the large value of WR �and perhaps
�0� observed for listener L2 in the d� data, the main results
reported in this paper that appear to require ideas beyond
those classically associated with energetic masking are those
associated with response bias.

C. Comments on future research

In the remainder of this section, we comment briefly on
some studies related to our results that we believe are impor-
tant to pursue in the future.

First, focusing on intersubject differences, we note that
even with only five listeners in the subject pool, our empiri-
cal results evidence a wide variety of behaviors, ranging
from strong IM �L2� to essentially no IM �L5�. Extension to
a larger group of listeners would not only provide better
estimates of the distribution of the observed behavior types,
but also possibly lead to the discovery of still further types.
For example, we would not be surprised to discover listeners
who exhibit weak �or covert� IM in the sense of producing
data that satisfy the equation R=Rp but not Fs,i=Fi �0� i
�9�. Inasmuch as different sets of functions for the Fi case
can result in the same function for the Rp case, there is no
reason to believe that R=Rp necessarily implies Fs,i=Fi �0
� i�9�. In fact, the extent to which L5 in our study should
be viewed as exhibiting no IM rather than a small amount of
covert IM depends on how seriously one regards the devia-
tions between Fs,i and Fi relative to the deviations between R
and Rp.

Second, even within the given restricted listener domain
of this study, the observed differences in performance and
the associated differences in assumed strategies lead to dif-
ferential predictions to be tested by further experiments with
the same �or similar� subjects. For example, for a subject like
L2, who appears to have addressed the R task by simply
opening up the filter and sensing the overall loudness of the
stimulus, one might expect d� to be relatively insensitive to
the number of maskers but to increase substantially with

training and/or the introduction of target or masker cuing
�due to an alteration in strategy�. In contrast, for a subject
like L5 whose performance �in both d� and �� is roughly
consistent with the notion of identifying the masker on each
trial and establishing a criterion matched to that masker, one
might expect performance to show only limited improvement
as a consequence of cuing or training and to deteriorate as
the number of maskers increased.

Third, it seems likely that our characterization and un-
derstanding of IM could be significantly improved by further
analyzing existing data to �a� explore the extent to which
previous studies have failed to take appropriate account of
the reduced-slope artifact in assessing the existence and mag-
nitude of IM and �b� examine trial-to-trial sequential effects
�e.g., the dependence of filter and criterion settings on a
given trial on the stimulus, response, and feedback associ-
ated with previous trials�. Inasmuch as the phenomenon of
IM is based on trial-to-trial changes in the stimulus, it seems
very likely that considerable further insight into IM can be
gained by detailed study of trial-to-trial sequential effects.

Fourth, there is a variety of additional theoretical studies
that could play an important role in addressing the failure of
the simple energy-detector model considered in this paper to
explain the empirical findings on the sign of the correlation
between response bias � and threshold �for subjects L1 and
L3, to a lesser extent for L4, and for the results on frozen
noise mentioned above�. A revised energy-detector model
that might be able to solve this bias-threshold correlation
problem could be constructed by assuming that the listener
estimates the identity of the masker on each trial and sets the
criterion C according to that estimate, but, unlike listener L5,
does this rather poorly. According to this model, not only is
the ability to identify the masker somewhat degraded, but the
setting of the criterion C suffers from both a tendency to
overshoot its optimum value on the decision axis and a ran-
dom jitter on this axis �criterion noise� that is proportional to
the range of masker energy levels at the output of the filter
�consistent with the context-coding model of intensity per-
ception �e.g., Durlach and Braida, 1969; Braida et al., 1984�.
An alternative, more attractive, model addressed to this prob-
lem would be one in which the masker energy outside the
filter �in the “spectral fringe”� plays a role in the formation of
the decision variable as well as in the placement of the cri-
terion C. Although such “background” can always play a
useful role as a reference and reduce memory load, it could
be of special significance in this case because of the con-
straint in masker construction that the sum of the masker
energy in the filter plus the masker energy in the fringe is a
constant independent of the choice of masker �plus the fact
that, unlike the energy in the filter, which may or may not
include target energy, the energy in the fringe could always
be assigned unambiguously to the masker�.

Fifth, there is a variety of further experiments to conduct
that are likely to have important theoretical implications not
only with respect to the �-threshold correlation problem, but
also with respect to the assumption that variation in masker
spectrum influences the listener solely via variation in energy
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level, and within the domain of energy-level models, the as-
sumption that only the energy level at the output of a single
filter containing the target is important.

In one set of such experiments, the basic stimuli would
remain the same �a fixed-frequency target tone in multitone-
complex maskers with a protected zone around the target�,
but the masker level variable would be treated differently.
Among the experiments envisioned in this class are a
“squeeze” experiment and two “roving-level” experiments.
In the squeeze experiment, the levels of the various fixed
maskers are adjusted prior to the R tests so that all the Fi

psychometric functions are not only roughly parallel but also
produce the same threshold. In one roving-level experiment,
the level of the masker, as well as its spectrum, is randomly
varied from trial-to-trial in an R run; in another, only the
level of the masker is varied �the spectrum is held fixed, as in
an Fi run�. The results of such experiments should help sepa-
rate out the effects of spectrum randomization into those ef-
fects that can be ascribed to the associated level randomiza-
tion and those effects that cannot be so ascribed.9

In a second set of experiments, the basic stimuli would
be altered and attention would focus not on determining the
extent to which level is the key variable, but on results ob-
tainable with this variable. In these experiments, both the
target and the masker would consist of Gaussian noise. In the
first of these experiments, the target would consist of narrow-
band noise; the masker would consist of broadband noise;
the central portion of the masker �i.e., that portion that over-
laps the target spectrum’s� would be roved in level; and the
fringe portion of the spectrum would be roved in level in a
complementary fashion �so that the total energy in the
masker remains constant�. In the second experiment, the
fringe in the masker would be eliminated �so that the experi-
ment degenerates into an intensity discrimination experiment
with a roving reference level�. Of particular interest in these
experiments would be the � results obtained. Although it is
relatively obvious that the correlation between � and thresh-
old for the second experiment would be negative �consistent
with our model but not with the results for L1 and L3�, it is
not obvious how this correlation would come out for the first
of these experiments.

Sixth, and finally, we believe that the understanding of
IM would benefit greatly from in-depth empirical studies of
how performance in various tasks �both inside and outside
the IM domain� is correlated, and how performance in these
tasks is altered by various types of training. Although some
previous work has been conducted along these lines �e.g.,
Watson et al., 1976; Leek and Watson, 1984, 1988; Neff and
Dethlefs, 1995�, knowledge in this area remains extremely
limited. Unfortunately, these types of studies are very diffi-
cult to perform because of the large amounts of data re-
quired. Nevertheless, deep understanding of IM cannot be
gained without such studies.
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1The exact counterpart to this situation in which a multitone masker is held
fixed and the frequency of a tonal target is randomized has never been
tested; however, the results obtained with approximate counterparts show
relatively small randomization effects. Aside from noting that such results
are consistent with a detection strategy that focuses on nulling out the
masker rather than enhancing the target so that randomizing the masker
disturbs detection performance more than randomizing the target �see the
discussion of listener min vs listener max in Durlach et al., 2003a�, this
issue is ignored throughout the rest of this paper. The focus in this article is
exclusively on randomization of the masker.

2Apart from some subtle statistical issues associated with the definition and
identification of performance asymptotes below perfect performance, seri-
ous study of the lapse parameter must take account of the differences be-
tween such asymptotes that reflect hearing phenomena �which are not likely
to persist as asymptotes as the loudness of the target becomes much greater
than that of the masker� and asymptotes that reflect nonauditory phenomena
such as loss of general attentiveness and/or imperfect motor control in
responding to the stimulus. Whereas in the limit, the auditory portion of the
lapse parameter must go to zero �i.e., any apparent flattening in the psycho-
metric function below perfect performance must be expected to disappear
as the target becomes very loud�, there is no reason to believe that the
nonauditory portion goes to zero �i.e., that the listener is capable of per-
forming perfectly over an infinite number of trials no matter how loud the
target�.

3Our detailed choice of the target levels to be tested was guided by knowl-
edge about detection thresholds acquired in previous IM experiments for
the same listeners. Based on this knowledge, tests were conducted that
ensured coverage of the range 60% to 90% correct �the range in which the
d�-vs-level function tends to be roughly linear� in 5-dB increments for the
Fi tests and 10-dB increments for the R tests, the only exception being the
R test for L5, where a 5-dB increment was used in response to what ap-
peared to be an exceptionally steep slope for the R case.

4This definition of IM is obviously a very restrictive one. Although useful in
the context of this paper, it is not intended to be applicable to all cases of
interest. It should also be noted that, whereas the first of these two equa-
tions implies the second, the second does not imply the first. Unless explic-
itly stated otherwise, the term “IM” refers to the case in which neither
equality holds. In Sec. VI, we briefly consider the case in which the second
equation holds but not the first �which we refer to as “covert IM”�.

5This follows from the fact �discussed in footnote 3� that for the Fi curves
the target test levels were chosen for each value of i to focus on the linear
portion of Fi, whereas for the Fs,i curves the relevant levels are those
chosen to focus on the linear portion of R �and are thus independent of i�.
Had we measured d� in the R case over a much wider range of levels �so
that we had a substantial number of data points at levels where d��0 and
d��3.0 for the R case�, the Fs,i functions would have appeared more like
horizontal translations of each other.

6In fitting these straight lines to the data, we ignored those points that were
strongly influenced by the zero-slope asymptotic behavior of the data at
very low or very high values of d�. More specifically, we ignored points
outside the interval 0.25�d��3.0 that resulted in nonmonotonic behavior
of the d�-vs-level function. The number of data points ignored constituted
roughly 8% of the total number of data points obtained. As one would
expect �see footnote 5�, most of the data points ignored came from the Fs,i

case �the number of points ignored for each case constituted 5% of the Fi

points, 12% of the Fs,i points, and 0% of the R points�.
7The fitting procedure we have used involved computing model psychomet-
ric functions for various values of the parameters �0, WF, and WR �about
500 000 such psychometric functions were computed� and determining
thresholds and slopes for the linear portion of these functions �in the same
manner as for the empirical psychometric functions�. Root-mean-square
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�rms� deviations were then calculated and denoted Tdev and Sdev �Tdev is the
rms deviation between the set of theoretical and empirical thresholds,
whereas Sdev is the rms deviation for the ratios of theoretical and empirical
slopes�. Determination of the values to be assigned to the parameters �0,
WF, and WR was then carried out in two steps. First, in fitting the Fi results,
the value of �0 was chosen to minimize Sdev �which depends almost exclu-
sively on �0� and, given that value of �0, the value of the bandwidth WF

was chosen to minimize Tdev �the value of Tdev thus obtained being within
1 dB of the minimum Tdev obtainable over all �0�. Second, with the same
value of �0 being maintained, the value of WR was chosen to fit the Fs,i

results by choosing this value to minimize Tdev �because Tdev depended
much more strongly on WR than Sdev depended on WR�. Although we cannot
claim that the fits we have obtained using the given values of �0, WF, and
WR are the best fits that can be obtained according to some explicit fitting
criterion X, we can claim that all such optimum fits would be better than or
equal to the relatively good fit demonstrated in Fig. 4 and Table III with
respect to that criterion. Furthermore, based on the values of Tdev and Sdev

shown in Table III for the values of �0, WF, and WR chosen �together with
some further computations�, we have shown that our results �in terms of the
values of �0, WF, WR, Tdev, and Sdev obtained� are roughly comparable to
the results that would be obtained using any linear fitting criterion in which
the weights assigned to Tdev and Sdev result in a trading ratio such that 1 dB
in Tdev corresponds to roughly 6%–12% in Sdev.

8Note, however, that this result is surprising only to the extent that one
believes that the main effect of the trial-to-trial variation in masker spec-
trum in regions away from the target frequency is to cause the listener to
attend to these nontarget spectral regions �i.e., to distract the listener from
the task at hand�. One might equally well believe that the difficulty asso-
ciated with these trial-to-trial variations stimulates highly motivated listen-
ers to focus more intensely on the target region.

9It is amusing to note that to the extent the increased masking caused by
uncertainty in the masker spectrum can be explained in terms of uncertainty
in the energy level at the output of a peripheral filter with critical-band-like
filter characteristics, it may not be appropriate to use the term “IM” to refer
to this increased masking. Although the increased masking would still be
the result of stimulus uncertainty, it would not necessarily be the result of
imperfections in central processing. In other words, it is possible that in
certain cases the detection performance would be consistent with a model
in which the central processing is ideal and the only defect in the process-
ing results from the peripheral limitation on frequency resolution associated
with the critical band �and therefore that the masking should be thought of
as energetic rather than informational�. For a discussion of definitional
issues, see Durlach et al., 2003b and Watson, 2005.

Allen, P., and Wightman, F. �1994�. “Psychometric functions for children’s
detection of tones in noise,” J. Speech Hear. Res. 37, 205–215.

Allen, P., and Wightman, F. �1995�. “Effects of signal and masker uncer-
tainty on children’s detection,” J. Speech Hear. Res. 38, 503–511.

Arbogast, T. L., Mason, C. R., and Kidd, G., Jr. �2002�. “The effect of
spatial separation on informational and energetic masking of speech,” J.
Acoust. Soc. Am. 112, 2086–2098.

Braida, L. D., Lim, J. S., Berliner, J. E., Durlach, N. I., Rabinowitz, W. M.,
and Purks, S. R. �1984�. “Intensity perception. XIII. Perceptual anchor
model of context-coding,” J. Acoust. Soc. Am. 76, 722–731.

Brungart, D. S., Simpson, B. D., Ericson, M. A., and Scott, K. R. �2001�.
“Informational and energetic masking effects in the perception of multiple
simultaneous talkers,” J. Acoust. Soc. Am. 110, 2527–2538.

Davidson, S. A., and Carney, L. H. �2003�. “Monaural and diotic detection
of tones in narrow-band and wideband reproducible noise maskers,” J.
Acoust. Soc. Am. 113�4�, 2197.

Durlach, N. I., and Braida, L. D. �1969�. “Intensity perception. I. Prelimi-
nary theory of intensity resolution,” J. Acoust. Soc. Am. 46, 372–383.

Durlach, N. I., Mason, C. R., Kidd, G., Jr., Arbogast, T. L., Colburn, H. S.,
and Shinn-Cunningham, B. G. �2003a�. “Note on informational masking,”
J. Acoust. Soc. Am. 113, 2984–2987.

Durlach, N. I., Mason, C. R., Shinn-Cunningham, B. G., Arbogast, T. L.,
Colburn, H. S., and Kidd, G., Jr. �2003b�. “Informational masking: Coun-
teracting the effects of stimulus uncertainty by decreasing target-masker
similarity,” J. Acoust. Soc. Am. 114, 368–379.

Evilsizer, M. E., Gilkey, R. H., Mason, C. R., Colburn, H. S., and Carney, L.
H. �2002�. “Binaural detection with narrow-band and wideband reproduc-
ible noise maskers. I. Results for human,” J. Acoust. Soc. Am. 111, 336–
345.

Freyman, R. L., Balakrishnan, U., and Helfer, K. S. �2001�. “Spatial release

from informational masking in speech recognition,” J. Acoust. Soc. Am.
109, 2112–2122.

Freyman, R. L., Helfer, K. S., McCall, D. D., and Clifton, R. K. �1999�.
“The role of perceived spatial separation in the unmasking of speech,” J.
Acoust. Soc. Am. 106, 3578–3588.

Gilkey, R. H., Robinson, D. E., and Hanna, T. E. �1985�. “Effects of masker
waveform and signal-to-masker phase relation on diotic and dichotic
masking by reproducible noise,” J. Acoust. Soc. Am. 78, 1207–1219.

Green, D. M. �1961�. “Detection of auditory sinusoids of uncertain fre-
quency,” J. Acoust. Soc. Am. 33, 897–903.

Isabelle, S. K., and Colburn, H. S. �1991�. “Detection of tones in reproduc-
ible narrow-band noise,” J. Acoust. Soc. Am. 89, 352–359.

Kidd, G., Jr., Mason, C. R., and Arbogast, T. L. �2002�. “Similarity, uncer-
tainty and masking in the identification of nonspeech auditory patterns,” J.
Acoust. Soc. Am. 111, 1367–1376.

Kidd, G., Jr., Mason, C. R., and Gallun, F. J. �2005�. “Combining energetic
and informational masking for speech identification,” J. Acoust. Soc. Am.
118, 982–992.

Kidd, G., Jr., Mason, C. R., and Richards, V. M. �2003�. “Multiple bursts,
multiple looks and stream coherence in the release from informational
masking,” J. Acoust. Soc. Am. 114, 2835–2845.

Kidd, G., Jr., Mason, C. R., Deliwala, P. S., Woods, W. S., and Colburn, H.
S. �1994�. “Reducing informational masking by sound segregation,” J.
Acoust. Soc. Am. 95, 3475–3480.

Leek, M. R., and Watson, C. S. �1984�. “Learning to detect auditory pattern
components,” J. Acoust. Soc. Am. 76, 1037–1044.

Leek, M. R., and Watson, C. S. �1988�. “Auditory perceptual learning of
tonal patterns,” Percept. Psychophys. 43, 389–394.

Lutfi, R. A. �1990�. “How much masking is informational masking?” J.
Acoust. Soc. Am. 80, 2607–2610.

Lutfi, R. A. �1993�. “A model of auditory pattern analysis based on
component-relative-entropy,” J. Acoust. Soc. Am. 94, 748–758.

Lutfi, R. A., Kistler, D. J., Callahan, M. R., and Wightman, F. L. �2003a�.
“Psychometric functions for informational masking,” J. Acoust. Soc. Am.
114, 3273–3282.

Lutfi, R. A., Kistler, D. J., Oh, E. L., Wightman, F. L., and Callahan, M. R.
�2003b�. “One factor underlies individual differences in auditory informa-
tional masking within and across age groups,” Percept. Psychophys. 65,
396–406.

Neff, D. L. �1995�. “Signal properties that reduce masking by simultaneous,
random-frequency maskers,” J. Acoust. Soc. Am. 98, 1909–1920.

Neff, D. L., and Callaghan, B. P. �1987�. “Psychometric functions for mul-
ticomponent maskers with spectral uncertainty,” J. Acoust. Soc. Am.
81�S1�, 53.

Neff, D. L., and Callaghan, B. P. �1988�. “Effective properties of multicom-
ponent simultaneous maskers under conditions of uncertainty,” J. Acoust.
Soc. Am. 83, 1833–1838.

Neff, D. L., and Dethlefs, T. M. �1995�. “Individual differences in simulta-
neous masking with random-frequency, multicomponent maskers,” J.
Acoust. Soc. Am. 98, 125–134.

Neff, D. L., and Green, D. M. �1987�. “Masking produced by spectral un-
certainty with multicomponent maskers,” Percept. Psychophys. 41, 409–
415.

Neff, D. L., and Jesteadt, W. �1996�. “Intensity discrimination in the pres-
ence of random-frequency, multicomponent maskers and broadband
noise,” J. Acoust. Soc. Am. 100, 2289–2298.

Neff, D. L., Dethlefs, T. M., and Jesteadt, W. �1993�. “Informational mask-
ing for multicomponent maskers with spectral gaps,” J. Acoust. Soc. Am.
94, 3112–3126.

Oh, E. L., and Lutfi, R. A. �1998�. “Nonmonotonicity of informational
masking,” J. Acoust. Soc. Am. 104, 3489–3499.

Patterson, R. D., and Moore, B. C. J. �1986�. “Auditory filters and excitation
patterns as representations of frequency resolution,” in Frequency Selec-
tivity in Hearing, edited by B. C. J. Moore �Academic, London�.

Richards, V. M., and Neff, D. L. �2004�. “Cuing effects for informational
masking,” J. Acoust. Soc. Am. 115, 289–300.

Richards, V. M., Huang, R., and Kidd, G., Jr. �2004�. “Masker-first advan-
tage for cues in informational masking,” J. Acoust. Soc. Am. 116, 2278.

Richards, V. M., Tang, Z., and Kidd, G., Jr. �2002�. “Informational masking
with small set sizes,” J. Acoust. Soc. Am. 111, 1359–1366.

Siegel, R. A., and Colburn, H. S. �1989�. “Binaural processing of noisy
stimuli: Internal/external noise ratios for diotic and dichotic stimuli,” J.
Acoust. Soc. Am. 86, 2122–2128.

Tang, Z., and Richards, V. M. �2003�. “Examination of a linear model in an

2496 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Durlach et al.: Informational masking: Psychometric functions



informational masking study,” J. Acoust. Soc. Am. 114, 361–367.
Watson, C. S. �1987�. “Uncertainty, informational masking and the capacity

of immediate auditory memory,” in Auditory Processing of Complex
Sounds, edited by W. A. Yost and C. S. Watson �Erlbaum, Hillsdale, NJ�,
pp. 267–277.

Watson, C. S. �2005�. “Some comments on informational masking,” Acta.
Acust. Acust. 91, 502–512.

Watson, C. S., and Kelly, W. J. �1981�. “The role of stimulus uncertainty in
the discriminability of auditory patterns,” in Auditory and Visual Pattern

Recognition, edited by D. J. Getty and J. H. Howard, Jr. �Erlbaum, Hills-
dale, NJ�, pp. 37–59.

Watson, C. S., Kelly, W. J., and Wroton, H. W., �1976�. “Factors in the
discrimination of tonal patterns. II. Selective attention and learning under
various levels of stimulus uncertainty,” J. Acoust. Soc. Am. 60, 1176–
1186.

Wright, B. A., and Saberi, K., �1999�. “Strategies used to detect auditory
signals in small sets of random maskers,” J. Acoust. Soc. Am. 105, 1765–
1775.

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Durlach et al.: Informational masking: Psychometric functions 2497



Psychophysical tuning curves at very high frequencies
Ifat Yasina� and Christopher J. Plack
Department of Psychology, University of Essex, Wivenhoe Park, Colchester, CO4 3SQ, England

�Received 28 January 2005; revised 21 July 2005; accepted 21 July 2005�

For most normal-hearing listeners, absolute thresholds increase rapidly above about 16 kHz. One
hypothesis is that the high-frequency limit of the hearing-threshold curve is imposed by the
transmission characteristics of the middle ear, which attenuates the sound input �Masterton et al., J.
Acoust. Soc. Am. 45, 966–985 �1969��. An alternative hypothesis is that the high-frequency limit
of hearing is imposed by the tonotopicity of the cochlea �Ruggero and Temchin, Proc. Nat. Acad.
Sci. U.S.A. 99, 13206–13210 �2002��. The aim of this study was to test these hypotheses.
Forward-masked psychophysical tuning curves �PTCs� were derived for signal frequencies of
12–17.5 kHz. For the highest signal frequencies, the high-frequency slopes of some PTCs were
steeper than the slope of the hearing-threshold curve. The results also show that the human auditory
system displays frequency selectivity for characteristic frequencies �CFs� as high as 17 kHz, above
the frequency at which absolute thresholds begin to increase rapidly. The findings suggest that, for
CFs up to 17 kHz, the high-frequency limitation in humans is imposed in part by the middle-ear
attenuation, and not by the tonotopicity of the cochlea. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2035594�
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I. INTRODUCTION

Hearing thresholds increase rapidly above about 16 kHz
for normal-hearing listeners �e.g., Zhou and Green, 1995�. It
has been proposed that this high-frequency limit of the hu-
man auditory system is set by the transmission characteris-
tics of the middle ear �Masterton et al., 1969�. The human
middle ear acts as a resonant system tuned to between 0.7
and 1.2 kHz, with a falloff in transmission on either side of
this frequency range. The middle ear passes a band of fre-
quencies from about 20 Hz to 20 kHz to the cochlea fluids
�Aibara et al., 2001�. If the high-frequency limit of hearing is
set by the middle-ear attenuation, then for a very high-
frequency signal the high-frequency slope of psychophysical
tuning curves �PTCs� should be steeper than the slope of the
hearing-threshold curve. A steeper PTC slope is predicted
since the masker level required for the signal to be masked
has to be elevated to overcome both the frequency selectivity
of the filter centered at the signal frequency and the middle-
ear attenuation �Buus et al., 1986�. However, recent human
in vivo investigations of stapes vibration �Huber et al., 2001�
suggest that the range of frequencies transmitted by the
middle ear may be wider than originally thought. If this is
the case, then the transmission characteristics of the middle
ear may not pose the main limitation on the high-frequency
range of hearing.

An alternative hypothesis is that the high-frequency
limit of hearing is related to the tonotopicity of the cochlea
�Ruggero and Temchin, 2002�. This hypothesis suggests that
the high-frequency limit of hearing corresponds to the high-
frequency slopes of neural tuning curves with the highest

characteristic frequencies �CFs�. The high-frequency limit of
the hearing-threshold curve is then related to the CF of the
filter at the most basal end of the cochlea. Buus et al. �1986�
put forward a similar idea to explain the shape of high-
frequency PTCs. This hypothesis was called the “end of the
cochlea” hypothesis. Each point of the hearing-threshold
curve represents the lowest detectable level of a signal for a
given signal frequency �fs�, and the frequency at which hear-
ing detectability starts to rapidly decrease is the breakpoint
frequency �fbp� of the hearing-threshold curve. The end of
the cochlea theory proposes that, for an fs that lies above fbp,
the high-frequency slope of the PTC for fs should be similar
to that of the hearing-threshold curve, with the tip of the PTC
at a frequency close to fbp. The results of Buus et al.’s study
showed that the high-frequency slopes of some of the PTCs
for the highest signal frequencies paralleled the slope of the
hearing-threshold curve and the tips of the PTCs did corre-
spond to fbp. However, Buus et al. used simultaneous mask-
ing to derive PTCs for high signal frequencies. Estimates of
frequency selectivity as suggested by simultaneous masking
are often less than those suggested by forward masking
�Moore and Glasberg, 1981�. The reason for this is that in
simultaneous masking the masker may suppress the basilar-
membrane �BM� response to the signal �Ruggero et al.,
1992�, leading to broader estimates of filter tuning. In the
case of a PTC, this means that masker levels for masker
frequencies removed from fs would be decreased relative to
masker frequencies close to fs �the tip of the PTC� �Yasin
and Plack, 2003�. A simultaneous-masking paradigm may
provide a shallower estimate of the filter slopes than is actu-
ally the case �Moore and Glasberg, 1981�. Indeed, a recent
psychophysical study by Shera et al. �2002�, using forward
masking, found sharper filter tuning at high frequencies than
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predicted by the simultaneous masking data. These results
were confirmed by filter estimates derived from otoacoustic
emissions recorded in the same study.

The present study was undertaken to investigate the
characteristics of very high-frequency PTCs using a forward-
masking task, and thereby to test the two explanations for the
slope of the hearing-threshold curve at high frequencies.
Forward-masked PTCs were obtained for signal frequencies
of 12–17.5 kHz and masker frequencies ranging from
8–19 kHz. If the high-frequency limit of hearing is set by
the middle-ear attenuation, then for a fs well above fbp, the
high-frequency slope of the PTC should be steeper than the
slope of the hearing-threshold curve, with the PTC tip typi-
cally above fbp, and close to fs. �Although if the rate of
increase of the middle-ear attenuation is steeper than the rate
of decrease of the low-frequency side of the PTC, across
frequency, then the PTC tip may be located at a frequency
below fs �Buus et al., 1986�.� If, however, the slopes of the
high-frequency PTCs are similar to the slope of the hearing-
threshold curve �masker levels are elevated solely to over-
come the frequency selectivity of the filter centered at fs�,
with the tips of the PTCs close to fbp for fs� fbp, then this
would suggest that the highest cochlear CF available to the
auditory system imposes the upper-frequency limit of the
hearing-threshold curve. It is assumed in this case, that there
is no level dependence of the high-frequency slope of the
PTC tuned to fbp between threshold level and the signal lev-
els used to measure the PTC.

II. METHOD

A. Conditions

The level of a sinusoidal forward masker required to
mask a sinusoidal signal was obtained for a range of masker
frequencies higher, and lower, in frequency than fs. There
were eight signal frequencies �12, 13, 14, 15, 16, 16.5, 17,
and 17.5 kHz�. For a given fs, a range of masker frequencies
�fm� above and below fs �a PTC set�, was used to define the
shape of the PTC. The range of fm was from 8–19 kHz,
although for some subjects the complete set of masker fre-
quencies could not be tested as the masker levels at these
frequencies surpassed the output limit of the equipment
�102 dB SPL�. In other cases, extra masker frequencies were
tested in order to obtain a more accurate estimate of the filter
shape. All fm for a given PTC set were randomized.

B. Stimuli

The signal had a 5-ms steady-state portion, and 5-ms
raised-cosine onset and offset ramps. The masker had a
100-ms steady-state portion and 2-ms raised-cosine onset
and offset ramps. Thresholds were obtained in the presence
of a broadband noise which was gated with the masker and
had a spectrum level of 0 dB �re: 20 �Pa�. The noise acted
as a cue to the offset of the masker, to prevent any confusion
effects �Neff, 1986�. The time interval between the masker
and the signal was 0 ms, specified as the silent time interval
between the zero-voltage points of the envelopes at the end
of the masker and at the beginning of the signal. All stimuli
were digitally generated by a personal computer �PC� situ-

ated outside the sound booth, using a sampling rate of
48 kHz. Stimuli were output via a soundcard with 24-bit
resolution. Antialiasing was provided by built-in filters. The
stimuli were presented to the right channel of a set of Sen-
nheiser HD 580 headphones. The headphone input came di-
rectly from the output of the soundcard DAC.

C. Procedure

Subjects were tested individually while seated in an IAC
double-walled sound-attenuating booth. A 2I-2AFC adaptive
procedure was used to determine the masker level at which
the subject would achieve 70.7% correct on the psychometric
function �Levitt, 1971�. A block of trials began with the pre-
sentation of a light on a computer-simulated response box.
Subjects started a block of trials by pressing a start key. A
light on the response box in one of two rectangles indicated
the length of each observation interval. The interstimulus
interval was 500 ms. On each trial, the masker was presented
in both intervals. The signal was presented at random in one
of the intervals. The task within each trial was to select the
signal interval. Subjects responded by pressing the appropri-
ate response key. After a response, visual feedback was pro-
vided by the presentation of a colored light. Initially, the
masker was decreased by 8 dB after an incorrect response
and increased by 8 dB after every two consecutive correct
responses. A reversal was counted every time the masker
level changed direction. The masker level was varied in steps
of 8 dB for the first four reversals. For the following 12
reversals the step size was reduced to 2 dB. The levels for
the last 12 reversals were averaged to obtain the threshold
value. In this way, an estimate of threshold was obtained
from each block of trials. Five estimates of threshold were
obtained for each condition. The most deviant threshold was
discarded and the mean was calculated from the remaining
four estimates of threshold. The maximum masker level that
could be produced by the system was 102 dB SPL. The sys-
tem peak clipped at this level, producing distortion at the
headphone output. If a masker level of 102 dB SPL was
reached within a block of trials, the estimate of threshold
from that block was discarded.

One of the main concerns in deriving psychophysical
estimates of auditory filter shapes at high frequencies is that
of variability. The variability arises when the quarter wave-
length of the high-frequency sound is close to the ear canal
length �Stinson, 1990�. Standing waves are set up between
the incident and reflected sound wave, producing regions of
minimum and maximum sound amplitudes and hence large
variations in sound pressure across the length of the canal.
Even slight changes in the position of earphones can have a
large effect on the locations of these sound-pressure differ-
ences. In order to control for the high variability of thresh-
olds at high frequencies, the following procedure was used.
Absolute thresholds were first obtained for a randomized set
of all fs from 12–19 kHz on six separate test occasions. The
total of six estimates of threshold for each fs was averaged to
obtain a value for the mean signal threshold. This mean sig-
nal threshold was then used to estimate the presentation lev-
els of the signal in dB SL in the experiment. The signal for
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each PTC set was presented at 15 dB SL for subjects CO, PP,
and TP, and at 25 dB SL for subject LS. On each test session
a complete PTC was estimated for a given fs. Per subject,
only one value of fs was tested in any given experimental
session, with fs values randomized across sessions. On each
session the subject was instructed to ensure that the head-
phone position remained constant. Preceding data collection
for a given PTC, two estimates of absolute threshold for the
signal were obtained. If the mean of these two thresholds
deviated by more than 6 dB from the original estimate of
threshold for this fs, then the data for that PTC set were not
collected.

D. Subjects

Four normal-hearing subjects were tested: CO, LS, PP,
and TP. They were aged 29, 26, 36, and 20 years, respec-
tively. All were paid for their services. Absolute thresholds
were obtained for signal frequencies of 0.25, 0.5, 1, 2, and
8 kHz, using an adaptive track in which the signal level was
varied in a 2-down, 1-up procedure. All subjects had absolute
thresholds better than 20 dB HL �ANSI, 1996�.

III. RESULTS

A. Absolute threshold variation with frequency

Absolute thresholds for the high-frequency signals for
all subjects are shown in Fig. 1. Signal threshold generally
increases with increasing fs; for all subjects the increase is
gradual for a relatively low fs, followed by a steeper increase
in threshold for a higher fs. For each subject, fbp was esti-

mated by finding the value of fs for which each of two linear
regression lines fitted to the shallow and steep portions of the
hearing-threshold curve accounted for at least 70% of the
variance �R2�0.7�. Linear regression analysis of the shallow
and steep portions of individual hearing-threshold curves re-
sulted in slope estimates for the shallow portion of the
hearing-threshold curve of between −3.32 and 4.55 dB/kHz
�mean slope of 0.3 dB/kHz; mean R2=0.87�. Slope estimates
for the steep portion of the hearing-threshold curve are be-
tween 8.32 and 24.95 dB/kHz �mean slope of
15.39 dB/kHz; mean R2=0.94�. The values of the estimated
fbp for CO, LS, PP, and TP are 13, 14, 15, and 15 kHz,
respectively.

For all subjects, absolute thresholds begin to rapidly in-
crease above fbp. For CO and PP thresholds begin to increase
rapidly above an fbp of 13 and 15 kHz, respectively. For TP
and LS, absolute thresholds are still relatively low at fre-
quencies between about 13–15 kHz. Mean signal thresholds
and standard deviations �s.d.’s� for all subjects are shown in
Table I. The average s.d. across subjects and frequencies is
3.13 dB.

B. Filter shapes

Individual PTCs1 for each of the subjects are shown in
the left columns of Fig. 2 �fs of 12–14 kHz� and Fig. 3 �fs of
15–17.5 kHz�. Each panel presents a set of PTCs. Each PTC
represents the level of a masker of a given frequency re-
quired to mask a signal for a fixed fs. For comparison, the
hearing-threshold curve is also shown by dashed lines. In
some cases, particularly for higher fs, the complete high-
frequency slope of the PTC could not be obtained as the
masker level reached the output limit of the equipment. Al-
though there are individual differences in the shapes of the
PTCs, the form of the PTCs is generally similar across sub-
jects. With increasing fs, the PTCs tend to broaden. For fs

above fbp, for most subjects the PTC tips are close to fs,
although for fs above 16 kHz the PTC tip shifts to a fre-
quency less than fs. For example, for CO �Fig. 3�, the PTC
tip for an fs of 16 kHz �filled circles� shifts to a frequency of
about 15 kHz, and for TP the PTC tip for an fs of 16.5 kHz
�filled squares� shifts to a frequency close to about 16 kHz.
For all subjects, the low-frequency PTC slopes are generally
shallower than the high-frequency slopes. As fs increases, the
low-frequency slopes of the PTCs tend to flatten. In some

FIG. 1. Absolute thresholds for the four subjects as a function of frequency.

TABLE I. Mean absolute signal thresholds �dB SPL� and standard deviations �s.d.� for the four subjects.

Subject

fs �kHz�

12 13 14 15 15.5 16 16.5 17 17.5 18 18.5 19 19.5

CO Mean 23.94 23.22 33.58 51.50 56.84 64.00 71.23 74.69 ¯ ¯ ¯ ¯ ¯

s.d. 1.15 3.28 5.22 3.32 1.87 2.54 3.44 2.24 ¯ ¯ ¯ ¯ ¯

LS Mean 29.36 26.95 22.72 31.31 35.72 35.61 30.05 33.34 41.22 45.75 45.34 60.75 78.11
s.d. 13.05 6.14 4.38 1.83 0.71 1.48 1.80 1.77 6.05 5.54 4.21 2.78 3.38

PP Mean 30.95 36.19 45.41 43.06 52.61 68.72 81.61 90.94 ¯ ¯ ¯ ¯ ¯

s.d. 2.78 3.51 2.41 2.80 2.39 3.16 4.49 3.31 ¯ ¯ ¯ ¯ ¯

TP Mean 19.38 16.33 18.61 20.97 27.44 34.81 44.39 49.50 50.99 61.17 71.11 80.11 85.16
s.d. 1.52 1.82 2.47 1.98 4.18 2.28 2.44 2.82 1.20 2.54 3.98 3.31 1.57
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cases the high-frequency PTC slopes are similar in slope to
the hearing-threshold curve, for instance the 16-kHz PTC for
CO and the 15- and 16-kHz PTCs for PP. In a few cases the
high-frequency slope of the PTC flattens for higher masker
levels. This is particularly noticeable for the PTCs for an fs

between 12–14 kHz �Fig. 2�. For instance, the PTCs for an
fs of 14 kHz �filled squares�, for both PP and CO, start to
flatten at around 80 dB SPL. For TP, for the 13-kHz PTC,
masker levels were so low that it is possible that the 0-dB
spectrum level noise �approximately 31.5 dB at the output of
the 13-kHz auditory filter according to the equation of Glas-
berg and Moore �1990�� may have contributed to the forward
masking of the signal. However, the PTC shape should not
have been greatly affected by this, since the PTC describes

the masker level as a function of frequency needed to pro-
duce a constant excitation at the signal place, whatever ex-
citation contribution is required to mask the signal.

The PTC data of the individual subjects were fitted with
a rounded exponential �roex� function with two free param-
eters for each slope �p ,w� �Patterson et al., 1982�. The roex
�p ,w� filter shape is defined by

W�g� = �1 − w��1 + pg�exp�− pg� + w , �1�

where W�g� is the filter shape. The exponential slope param-
eter p defines the passband of the filter. Here, w determines
the filter weight outside of the passband and operates to flat-
ten the filter at frequencies well away from the center fre-
quency, thereby limiting the dynamic range of the filter; and

FIG. 2. The left column presents PTCs for the four subjects. Each PTC
shows the masker level at threshold for a signal at fs as a function of masker
frequency. Filled triangles, circles, and squares represent PTCs for 12, 13,
and 14 kHz, respectively. The right column presents the roex �p ,w� or
�p ,w , t� filter-shape fits to the PTC data. Each panel presents PTCs for 12,
13, and 14 kHz, represented by lines of increasing thickness. Dashed lines
represent the hearing-threshold curve.

FIG. 3. As Fig. 2 except showing the PTCs for the higher signal frequen-
cies. Filled triangles, circles, and squares represent PTCs for 15, 16, and
16.5 kHz, respectively. Unfilled triangles and squares represent PTCs for 17
and 17.5 kHz, respectively. The right column presents the roex �p ,w� or
�p ,w , t� filter-shape fits to the PTC data. Each panel presents PTCs for 15,
16, 16.5, 17, and 17.5 kHz represented by lines of increasing thickness.
Dashed lines represent the hearing-threshold curve.
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g is the deviation of the evaluation frequency �f� from the
best frequency �BF�, normalized by the BF of the filter

g = �f − BF�/BF. �2�

Since the filter was assumed to be asymmetric, p and w
were allowed to have different values for the low-frequency
�pl ,wl� and high-frequency �pu ,wu� slopes of the filter. These
different functions were used for frequencies below and
above BF, respectively. A high value of the exponential pa-
rameter p indicates sharp filter tuning, whereas a low value
of p indicates broad filter tuning. A least-squares minimiza-
tion routine was implemented to fit the roex �p ,w� filter
shape to the PTC data. The roex filter shape was converted to
dB attenuation and inverted. To find the best fit, the filter was
shifted in frequency �i.e., BF was varied� and in level �i.e.,
LBF, the level of the fitted PTC at BF, was varied�. Values of
parameters pl ,wl , pu ,wu, BF, and LBF were found that mini-
mized the rms deviation between the experimental and pre-
dicted data values.

For cases where there were discrepancies between the
data and the derived filter shape, particularly for some of the
higher-frequency PTCs, the roex �p ,w , t� filter shape was
fitted to the data. The roex �p ,w , t� filter shape comprises
two rounded exponentials; the first characterizes the pass-

band of the filter and the second the tail of the passband. This
rounded exponential �roex� function has three free param-
eters; p, w, and t for each side �Patterson et al., 1982�

W�g� = �1 − w��1 + pg�exp�− pg� + w�1 + tg�exp�− tg� ,

�3�

where t determines the slope of the tail of the filter �the rate
of fall of the second exponential term� and w in this case
determines when the second exponential takes over from the
first. As before, the parameters p, w, and t were allowed to
have different values for the low-frequency �pl ,wl , tl� and
high-frequency �pu ,wu , tu� slopes of the filter. The best fit to
the PTC data was again found by implementing a least-
squares minimization routine as described for the roex �p ,w�
filter shape. The use of two rounded exponentials on each
skirt of the filter may generate a more accurate fit to the data
in cases in which the PTCs have low- and high-frequency
tails. The PTC data for fs of 16 and 16.5 kHz, for subject
CO, were refitted with the �p ,w , t� filter shape.

The roex �p ,w� and �p ,w , t� filter-shape fits to the ex-
perimental data are shown in the right columns of Fig. 2 �fs

of 12–14 kHz� and Fig. 3 �fs of 15–17.5 kHz�. The values
for LBF, BF, pl , pu ,wl ,wu , tl , tu, for all subjects are presented

TABLE II. Roex �p ,w� and �p ,w , t� filter shape predicted values for BF, pu, pl, wu, wl, tu, tl, and bandwidth estimates of ERBPTC and QERBPTC
, for PTCs of

fs in the range 12–17.5 kHz.

Subject
fs

�kHz�
LBF

�dB�
BF

�kHz� pl pu wl wu tl tu ERBPTC QERBPTC

CO 12 42.63 11.80 50.60 145.39 2.13E−03 7.94E−07 631.02 18.77
13 40.53 13.20 33.71 200.00 1.90E−03 8.21E−05 917.97 14.42
14 49.42 14.00 30.87 200.00 3.85E−03 4.00E−05 1048.40 13.37
15 62.97 14.40 32.10 65.71 3.17E−02 4.80E−04 1331.50 10.78
16 69.14 15.00 12.18 100.00 4.59E−01 6.05E−01 100.00 48.37 2757.10 5.43

16.5 70.25 14.10 37.15 31.90 2.83E−05 2.32E−04 12.56 32.01 3001.60 4.69
17 74.58 13.50 0.04 21.64 6.39E−04 5.16E−03 ¯ ¯

LS 12 57.27 12.40 28.61 200.00 1.47E−01 6.73E−14 990.81 12.51
13 50.12 13.00 75.20 101.65 7.04E−03 2.92E−04 601.21 21.61
14 49.09 13.90 66.78 90.18 1.30E−03 9.94E−04 726.79 19.18
15 66.10 15.40 9.00 200.00 1.46E−05 3.34E−09 ¯ ¯

16 54.17 16.40 38.86 200.00 3.49E−03 3.78E−12 1007.20 16.27
16.5 53.01 15.90 44.57 43.52 4.64E−02 1.49E−10 1447.40 11.01
17 46.36 16.70 164.50 101.88 7.17E−02 3.32E−02 530.45 31.46

17.5 47.00 16.80 200.00 55.93 2.55E−02 2.11E−15 769.05 21.85

PP 12 47.04 11.80 40.76 200.00 1.69E−04 1.43E−14 697.19 16.93
13 54.15 12.83 27.63 200.00 3.83E−03 1.38E−04 1056.82 12.14
14 53.97 13.58 85.69 90.47 1.13E−02 4.96E−04 617.20 22.00
15 57.85 15.17 24.19 151.13 6.14E−02 1.06E−03 1454.98 10.43
16 76.81 15.85 5.02 156.69 4.83E−02 1.02E−02 ¯ ¯

16.5 70.40 12.78 48.99 24.13 2.41E−03 3.69E−09 1581.02 8.08

TP 12 40.38 12.10 60.53 200.00 1.70E−02 1.84E−03 520.69 23.23
13 32.12 13.13 38.12 99.21 1.61E−03 5.40E−04 953.82 13.77
14 38.77 14.03 25.21 129.58 1.32E−02 2.64E−04 1329.38 10.55
15 39.83 15.01 47.20 159.24 1.76E−03 3.09E−10 824.48 18.20
16 50.45 15.85 28.29 163.13 7.14E−04 1.20E−09 1315.03 12.05

16.5 58.86 16.29 25.49 200.00 3.85E−02 2.23E−11 1441.40 11.30
17 65.19 16.80 9.86 159.07 2.36E−03 6.47E−03 ¯ ¯

17.5 65.72 17.08 20.76 200.00 1.77E−01 5.44E−02 1817.03 9.40
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in Table II. The filter shapes generally provide good fits to
the data with rms errors for subjects CO, LS, PP, and TP,
averaging 1.43, 3.47, 2.36, and 2.02 dB, respectively. The
filter shapes reflect the main features of the PTC data includ-
ing the broadening of the PTCs, and a convergence of the
high-frequency slopes of the PTCs, with increasing fs. Figure
4 shows how the estimates of filter BF for each subject vary
as a function of fs. Three BF values are omitted �CO; 16.5
and 17 kHz, and PP; 16.5 kHz� since the PTCs were too
broad to yield a meaningful estimate of BF. A reference func-
tion with a gradient of 1.0 is also shown for comparison.
There appears to be a close-to-linear relationship between fs

and BF. This relationship holds with the exception of some
BF estimates for an fs greater than 16 kHz. For subjects LS
and TP, the data points lie below the reference function and
the estimated BF is slightly lower than fs. In the cases of PP
and CO, for an fs greater than 16 kHz, the BF is much lower
than the fs. This shift of the tip of the PTC, to a frequency
lower than fs can also be seen most clearly in the PTCs for
both PP and CO in Fig. 3, as described earlier. However, the
slopes of the PTCs were quite shallow in these cases, and it
is difficult to be precise about the value of BF. As fs in-
creases, the low-frequency slope of the PTC as defined by pl

generally decreases for CO, PP, and TP, with more varied
results for LS.

For each subject, the slope of the high-frequency skirt,
of PTCs with BF� fbp, was compared to the slope of the
hearing-threshold curve, across the same frequency range.
High-frequency PTC slope estimates were obtained for PTCs
of fs 13, 14, 15, and 16 kHz �CO�; 15, 16, 16.5, 17, and
17.5 kHz �LS�; 15 and 16 kHz �PP�; 15, 16, 16.5, 17, and
17.5 kHz �TP�. Two PTCs was excluded from the analysis
�CO; 16.5 and 17 kHz� as the PTCs were too broad to yield
a meaningful estimate of BF. The slope of the high-
frequency skirt of the filter-shape fit of each PTC was esti-
mated by fitting a linear regression function to the data
points for frequencies above BF �mean R2=0.98�. Estimates
of the slope of the hearing-threshold curve were also ob-
tained �mean R2=0.96� for data points over the same fre-
quency range. A paired-samples t-test showed that the slopes
of the high-frequency skirt of PTCs with BF� fbp, were sig-

nificantly greater �steeper� than the slope of the hearing-
threshold curve. �Mean high-frequency PTC slope
=30.85 dB/kHz�s.d.=14.22�, mean hearing-threshold curve
slope=9.68 dB/kHz�s.d.=8.27�, t�13�=4.367, p�2-tailed�
=0.001.�

The value of the highest BF is greater than fbp for all
subjects, with the smallest difference for PP. For each of the
other three subjects, fbp is outside �less than� the 95% confi-
dence limit for the mean of the BF values for fs� fbp; fbp

does not seem to correspond to the highest CF available to
the auditory system.

C. Estimates of frequency selectivity

An estimate of the sharpness of tuning is provided by
the equivalent rectangular bandwidth �ERB� of a filter. The
ERB of a filter is defined as the width of a rectangular filter
whose height equals the peak gain of the filter and which
passes the same total power as the filter given a flat spectrum
input such as white noise or an impulse �Moore, 1997�. The
ERBPTC of the auditory filter, as defined by the PTC, for a
given fs, can be calculated as follows �Moore, 1995, Eq. �4��:

ERBPTC = 2�BF�/p1 + 2�BF�/pu. �4�

�Note that this equation ignores the contribution of the flat
tails, defined by wl and wu. When these values are relatively
high the ERBs are likely to be underestimated.� The pre-
dicted values of ERBPTC are presented in Table II. Some
broader PTC data did not yield meaningful estimates of
ERBPTC, reaching infinite values for the bandwidth; these
values have been omitted.

The range of ERBPTC estimates at a given fs was defined
as the difference between the lowest and highest ERBPTC

estimates, across subjects, for a given fs. The range of
ERBPTC estimates, across subjects for PTCs of fs 12, 13, and
14 kHz is 486.51, 455.61, and 712.18, respectively. For
PTCs of fs 15, 16, 16.5, and 17.5 kHz, the range of ERBPTC

estimates is 630.5 �CO, PP, TP�, 1749.9 �CO, LS, TP� 1560.2
�all subjects�, and 1047.98 �LS, TP�, respectively. In general,
across subjects, the variability of the ERBPTC estimates tends
to increase with increasing fs. For instance, the range of
ERBPTC estimates for a PTC of fs=16.5 kHz is about 68%
greater than the range of ERBPTC estimates for a PTC of fs

=12 kHz, across subjects.
An normalized estimate of frequency selectivity can be

obtained by deriving values of QERB �Shera et al., 2002�. The
QERB is defined as the BF divided by the ERBPTC of the filter,
where both BF and ERBPTC are in Hz

QERBPTC
= BF/ERBPTC. �5�

The values of QERBPTC
for the present data are presented

in Table II. QERBPTC
values as a function of the BF of the

PTCs are shown in Fig. 5, with individual data plotted as a
scatter plot. The solid line shows the linear regression fit to
the data. For comparison, the filter bandwidth was also esti-
mated using an equation described by Glasberg and Moore
�1990� which describes how the filter bandwidth varies as a
function of fs

FIG. 4. Values of BF derived from the roex �p ,w� or �p ,w , t� filter-shape fits
to the PTC data, as a function of fs, for all subjects. Filter BF equal to the
signal frequency is illustrated by the straight line �gradient of 1.0�. Three
values of PTC tuning are omitted; the PTCs were too broad to yield a
meaningful estimate of tuning.
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ERBGM = 24.7�4.37BF + 1� , �6�

where ERBGM is the bandwidth estimate in Hz, and BF is
the center frequency of the auditory filter in kHz. This
equation for ERBGM provides a good description of
simultaneous-masking data for fs ranging from
0.1 to 10 kHz. Values of QERB were calculated for esti-
mates of ERBGM �QERBGM

� and are shown by the gray line
in Fig. 5. Finally, a power-law expression describing the
relationship between QERB and filter BF, used by Oxen-
ham and Shera �2003� to fit human tuning data, was ex-
trapolated from 8 kHz to the higher frequencies used in
this study; the function QERB=11.1 BF0.27 was used to es-
timate tuning for BFs above 12 kHz. The dashed line in
Fig. 5 represents this power-law fit for filter BFs up to
20 kHz.

The values of QERBPTC
for all subjects are in the range of

4.69–31.46. Individual values of QERBPTC
tend to decrease

with increasing fs for CO, and in general for TP. This is also
the case for LS �except for fs between 12–15 kHz� and PP
�except for 15 kHz�. The value of QERBPTC

averaged across
subjects and fs �from 12–17.5 kHz� is about 15. Overall,
estimates of QERBGM

are on average 36% smaller than the
estimates of QERBPTC

from the forward-masked PTC data.
For instance, for an fs of 14 kHz, the average value of
QERBPTC

from the present study is 16.28 and the average
predicted value of QERBGM

from simultaneous masking is
9.11. The estimate of filter tuning is sharper �bandwidth re-
duced by 44%� at an fs of 14 kHz when using forward-
rather than simultaneous-masking data. The values of QERB

derived from the power-law fit of Oxenham and Shera
�2003� �shown by the dashed line� ranged from 21.71 �for a
filter BF of 12 kHz� to 23.85 �for a filter BF of 17 kHz�, and
are on average 35% greater �more sharply tuned� than the
estimates of QERBPTC

from the present study for filter BFs
between 12–17 kHz.

IV. DISCUSSION

A. Absolute threshold variability at high frequencies

Some studies have shown the variability of high-
frequency thresholds to increase with increasing fs �Stelma-
chowicz et al., 1989; Green et al., 1987�, while others have
shown decreased variability with increasing fs �Schechter et
al., 1986�. However the variability of the threshold data from
this study does not appear to follow a trend. Values of s.d.
across all subjects and frequencies average 3.13 dB, which is
lower than the s.d.’s from other studies, typically ranging
between 5–10 dB for fs of 8–20 kHz �Beiter et al., 1976;
Frank and Dreisbach, 1991�. One possible reason for the
smaller s.d.’s found in this study may be that the subjects
were instructed not to move the headphones during the test-
ing session.

B. Estimates of filter shapes from forward masking

Overall, the form of the PTCs is in agreement with ear-
lier psychophysical data, which show high-frequency slopes
to be steeper than low-frequency slopes �Nelson and Frey-
man, 1984; Jesteadt and Norton, 1985; Nelson, 1991; Zhou,
1995�. Some PTCs for fs between 12 and 14 kHz show a
flattening of the high-frequency slope for masker levels
around 80 dB SPL and above. Similar high-frequency pla-
teaus have been identified for some BM iso-velocity tuning
curves �e.g., Robles et al., 1986�, although it is not clear to
what extent these plateaus result from recording artifacts
�Cooper and Rhode, 1996�. The BFs of the PTCs increase
with increasing fs, although at higher fs the BF shifts slightly
to lower frequencies. For two subjects in this study �PP and
CO� the difference between BF and fs was quite large for
PTCs derived with an fs above 16 kHz. Zhou �1995� found a
similar shift of the BF to lower frequencies with increasing
fs. The smaller shifts of the filter BF to a lower frequency
with increasing fs could be explained by the detection of the
higher-frequency signal being mediated by the most basal
filter tuned to a lower BF. However, the larger shifts of BF
observed for subjects CO and PP are probably best explained
by a poorer estimate of BF for the broader PTCs at these
higher fs �especially for PP for the 16.5-kHz PTC�, since the
PTC slopes were shallow in these cases.

The estimate of bandwidth �ERBPTC� generally increases
with fs, consistent with a broadening of the auditory filter
with increasing fs �Shailer et al., 1990; Zhou, 1995�. How-
ever, the variability of ERBPTC estimates at a given fs also
tends to increase with fs. The findings of some previous stud-
ies also suggest variability in estimates of filter bandwidth
with increasing fs �1–4 kHz: Patterson et al., 1982;
8–10 kHz: Shailer et al., 1990�. For instance, Shailer et al.
�1990� showed that the variability in ERB estimates �across
three subjects� increased by about 67% for an increase in fs

of 8–12 kHz.
Values of QERB average about 15 for fs from

12–17.5 kHz. These estimates of tuning �QERBPTC
� based on

forward-masking data are generally higher than the predic-
tions based on simultaneous-masking data �QERBGM

� by an
average of 36% for fs from 12–17.5 kHz. Previous PTC

FIG. 5. Estimates of QERB from Eq. �6� as a function of filter BF. The solid
line represents a regression fit to the data. The dashed line represents the
power-law fit of Oxenham and Shera �2003� for filter BFs up to 20 kHz. The
gray line represents values of QERB for estimates of ERBGM.
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studies have also shown greater frequency selectivity in for-
ward masking �Wightman et al., 1977; Moore, 1978�. It has
been suggested that, in a simultaneous-masking situation, the
masker may act to suppress �reduce� the BM response to the
signal over a wide range of frequencies �Heinz et al., 2002;
Nelson and Schroder, 1997; Ruggero et al., 1992�. Hence,
remote masker frequencies contribute more to masking than
they would if the masking depended solely on excitation at
the signal place. Forward masking may provide a more ac-
curate estimate of the shape of the auditory filter. The values
of QERB derived from an extrapolated power-law fit to lower-
frequency data �Oxenham and Shera, 2003� were on average
35% higher than the estimates of QERBPTC

for filter BFs be-
tween 12–17 kHz. Although the present data were very vari-
able, the results suggest that the equation of Oxenham and
Shera may not apply to these very high frequencies.

C. What determines the high-frequency limit of human
hearing?

As described in the Introduction, it has been suggested
that the high-frequency limit of the human auditory system is
set by the transmission characteristics of the middle ear
�Masterton et al., 1969�, which is assumed to decline at high
frequencies. Alternatively, it has been suggested that the
high-frequency slope of the hearing-threshold curve corre-
sponds to the high-frequency slope of the highest-frequency
auditory filter �Buus et al., 1986; Ruggero and Temchin,
2003�: the “end of the cochlea” hypothesis. The present re-
sults show that in most cases the slopes of the highest-
frequency PTCs are steeper than the slope of the hearing-
threshold curve over the same frequency range. Crucially, the
highest BF measured for an individual is above the break-
point in that individual’s hearing-threshold curve; this is the
case for all subjects. These findings are inconsistent with the
end of the cochlea hypothesis, but consistent with the
middle-ear hypothesis.

Ruggero and Temchin �2003� suggested that the estima-
tion of the middle-ear response differs greatly depending on
whether the data are obtained in vivo or postmortem; the
middle-ear response obtained postmortem may not reflect the
actual middle-ear transmission characteristics. Very little hu-
man in vivo data are yet available. Huber et al. �2001� made
in vivo measurements of stapes vibrational velocity in hu-
mans. The middle-ear stapes vibrational velocity was found
not to fall off with frequency as rapidly as the hearing thresh-
old. The physiology of the ear of the chinchilla is often used
to infer what we want to know about the human middle-ear
response. Chinchilla data, and data from other species such
as the guinea pig, seem to suggest that the bandwidth of
middle-ear vibrations exceeds that of the hearing-threshold
curve �Ruggero and Temchin, 2002�. It is still not clear if the
rate of decrease of the middle-ear stapes velocity with fre-
quency is less than or greater than the rate of decrease of
absolute sensitivity with frequency, across a similar fre-
quency range. In addition, chinchilla estimates of auditory
filter shape can also differ from human estimates, so it may
not be valid to compare across species in these cases �Halp-
ern and Dallos, 1986�. However, it seems possible that an

additional component may be necessary to explain the steep
high-frequency slope of the hearing-threshold curve. For ex-
ample, there could be a CF-dependent reduction in the effi-
ciency of mechanical to electrical transduction by the inner
hair cells, although this remains speculative at present. Fi-
nally, it must be acknowledged that at extremely high fre-
quencies �above 17.5 kHz� it is still quite possible that the
hearing-threshold slope is determined by the high-frequency
slope of the final auditory filter.

V. CONCLUSIONS

�i� PTCs measured using forward masking at very high
frequencies show narrower bandwidths �by about
36%� than predictions based on simultaneous masking
data.

�ii� For the highest frequencies used in this study �fs of
15.0–17.5 kHz�, the high-frequency slope of the PTC
is in most cases steeper than the slope of the hearing-
threshold curve. The PTC data also show that some
subjects display frequency selectivity for CFs as high
as 17 kHz, well above the breakpoint in the hearing-
threshold curve.

�iii� The findings suggest that the human high-frequency
threshold limitation for fs up to 17.5 kHz is imposed
in part by the middle-ear attenuation, and not by the
tonotopicity of the cochlea.
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Temporal modulation transfer functions �TMTFs� were measured for detection of monaural
sinusoidal amplitude modulation and dynamically varying interaural level differences for a single
set of listeners. For the interaural TMTFs, thresholds are the modulation depths at which listeners
can just discriminate interaural envelope-phase differences of 0 and 180°. A 5-kHz pure tone and
narrowband noises, 30- and 300-Hz wide centered at 5 kHz, were used as carriers. In the interaural
conditions, the noise carriers were either diotic or interaurally uncorrelated. The interaural TMTFs
with tonal and diotic noise carriers exhibited a low-pass characteristic but the cutoff frequencies
changed nonmonotonically with increasing bandwidth. The interaural TMTFs for the tonal carrier
began rolling off approximately a half-octave lower than the tonal monaural TMTF ��80 Hz
vs �120 Hz�. Monaural TMTFs obtained with noise carriers showed effects attributable to
masking of the signal modulation by intrinsic fluctuations of the carrier. In the interaural task with
dichotic noise carriers, similar masking due to the interaural carrier fluctuations was observed.
Although the mechanisms responsible for differences between the monaural and interaural
TMTFs are unknown, the lower binaural TMTF cutoff frequency suggests that binaural
processing exhibits greater temporal limitation than monaural processing. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2032057�

PACS number�s�: 43.66.Pn, 43.66.Mk �AK� Pages: 2507–2518

I. INTRODUCTION

Comparisons of intensity across the ears and compari-
sons of intensity over time within one ear are performed
physiologically by different mechanisms. Neural circuits in
the lateral superior olive are configured such that they effec-
tively compare intensity information arriving simultaneously
at the two ears �Yin, 2002�. The result is neurons that are
“tuned” to interaural level differences �ILDs�. Perceptually,
for stimuli presented to the two ears over headphones that
differ only in interaural level, an intracranial image is typi-
cally perceived at some lateral position determined by the
ILD. Thus, binaural comparisons of intensity result in a spa-
tial component to the internal representation of the stimulus.
In contrast, monaural comparisons of intensity over time
would seem to depend upon the intensity of each stimulus
being encoded in some way �perhaps in terms of loudness�
and retention of those representations in memory for subse-
quent comparison. Stellmack et al. �2004� presented data in-
dicating that, despite these physiological and perceptual dif-
ferences, the auditory system is nearly equally sensitive to
differences in intensity for a 4-kHz pure tone and broadband
noise when those differences are presented over time to one
ear or simultaneously to both ears. In addition, both monau-
ral and binaural comparisons of intensity were shown to ex-
hibit Weber’s law for broadband noise and the near miss for
a 4-kHz pure tone, likely reflecting the effects of common
stages of processing preceding monaural and binaural com-
parison.

The above-described conditions involved monaural and
binaural comparisons of intensities that remained constant
for the duration of the individual stimuli. The present paper
examines monaural and binaural processing of dynamically
varying stimulus intensity. It has been shown that the audi-
tory system exhibits a decreasing ability to resolve the fluc-
tuations associated with sinusoidal amplitude modulation
�SAM� with increasing modulation frequency and that this
limitation is not due to the reduction of effective modulation
depth as a result of critical-band filtering of the stimulus
�e.g., Viemeister, 1979; Kohlrausch et al., 2000�. It also has
been shown that binaural processing exhibits a limitation in
temporal resolution that is not attributable to critical-band
filtering �Bernstein and Trahiotis, 1994; 2005�.

Temporal limitations in monaural and binaural process-
ing are often modeled as integration of the relevant param-
eter of the stimulus �e.g., intensity in the monaural case and
interaural parameters in the binaural case� within a temporal
window that is limited by some minimum integration time.
Because of the minimum integration time, rapid fluctuations
in the parameter of interest are effectively “smoothed over”
or low-pass filtered by the system, producing a limitation on
the temporal resolution of the system. This limitation in tem-
poral resolution is often characterized in terms of the cutoff
frequency or time constant of a low-pass filter or in terms of
the minimum integration time of a temporal window that
produces an equivalent limitation on temporal resolution.

A number of studies have estimated cutoff frequencies
and time constants or minimum integration times for monau-
ral and binaural processing of dynamically varying stimulus
parameters. Generally, these studies have shown that binau-
ral processing exhibits lower temporal resolution than mon-a�Electronic-mail: stell006@umn.edu
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aural processing �e.g., Grantham and Wightman, 1979; Koll-
meier and Gilkey, 1990; Culling and Summerfield, 1998�.
For example, Kollmeier and Gilkey �1990� measured binau-
ral temporal resolution through binaural forward- and
backward-masking tasks in which listeners detected an inter-
aurally out-of-phase signal �S�� in the presence of a concur-
rent interaurally in-phase noise masker �N0�, where the in-
phase masker was preceded or followed by interaurally
phase-inverted noise �N��. Thresholds were measured as a
function of the time between the signal presentation and the
change in the masker configuration. Time constants of a two-
sided exponential window that produced best fits to the data
ranged from 16.1 to 42.7 ms �across all listeners and condi-
tions�. In contrast, estimated time constants of a temporal
window that predicted data in comparable monaural forward-
and backward-masking tasks ranged from 5.9 to 14.7 ms,
indicating better monaural temporal resolution. In an exten-
sion of the Kollmeier and Gilkey �1990� task, Culling and
Summerfield �1998� measured thresholds for an S� signal in
the presence of N0 noise that was both preceded and fol-
lowed by N� noise. In considering a number of different
temporal windows, Culling and Summerfield �1998� found
that an asymmetrical Gaussian window fit their data best.
Best-fitting time constants for the forward lobe ranged from
11.7 to 28.7 ms for the forward lobe and from 33.3 to 61.1
ms for the rearward lobe, reflecting more masking of the S�

signal by the leading N� fringe than the trailing N� fringe.
Grantham and Wightman �1979�, in a task in which listeners
detected an S� signal in the presence of a masker whose
interaural configuration varied sinusoidally between N0 and
N�, estimated binaural time constants that ranged from 44 to
243 ms across listeners and conditions. In the present experi-
ments, the ability to detect periodically time-varying ILDs is
compared to monaural detection of SAM in order to compare
limitations on temporal resolution in the two situations. A
single set of listeners was run in analogous monaural and
binaural tasks that allow for a direct comparison between
monaural and binaural performance.

A. Monaural TMTF

In a typical monaural modulation detection task, the lis-
tener attempts to detect sinusoidal fluctuations in amplitude
that are present in the signal interval but not in the nonsignal
interval. In this case, the limits of monaural temporal reso-
lution can be described by the temporal modulation transfer
function �TMTF�, which plots threshold modulation depth as
a function of modulation frequency �Viemeister, 1979�. For
broadband noise carriers, thresholds are relatively constant
across a range of low modulation frequencies, while above
some cutoff modulation frequency thresholds increase with
increasing modulation frequency, in effect describing a low-
pass characteristic for modulation processing. The form of
the TMTF generally is interpreted as indicating that the fluc-
tuations of the stimulus envelope are encoded by the auditory
system with less precision as modulation frequency in-
creases. That is, the representation of the envelope within the
auditory system becomes “smoothed over” at higher modu-
lation frequencies, such that an increase in modulation depth

is required in order for the modulation to be detected. The
cutoff modulation frequency and rate of increase of thresh-
olds �representing a decrease in sensitivity� with increasing
modulation frequency sometimes are used to describe the
auditory system’s low-pass characteristic for modulation.
The form of the TMTF measured with puretone carriers dif-
fers from that for broadband noise carriers in that the pure-
tone TMTF typically has a higher cutoff modulation fre-
quency �Dau et al., 1999; Kohlrausch et al., 2000�. For
example, in the TMTFs measured with a high-frequency
pure-tone carrier by Kohlrausch et al. �2000�, thresholds are
relatively constant for modulation frequencies below about
130 Hz. As modulation frequency increases above 130 Hz,
thresholds first increase as temporal resolution diminishes
and then decrease as the modulation sidebands become re-
solved at the auditory periphery �see the following�. Because
the TMTFs measured with noise and tonal carriers exhibit
different cutoff frequencies, one must consider the potential
advantages and disadvantages of using each type of carrier to
measure the monaural TMTF.

When a pure tone is sinusoidally amplitude modulated,
two spectral sidebands are introduced, one above and one
below the carrier frequency, with frequency spacings equal
to the modulation frequency. When the modulation fre-
quency is low, the sidebands are unresolved at the auditory
periphery and the listener performs the modulation-detection
task by detecting the fluctuating stimulus envelope. When
the modulation frequency becomes sufficiently high, the
sidebands become increasingly resolved and the listener sim-
ply detects the sidebands rather than the modulation per se
�e.g., Kohlrausch et al., 2000�. This leads to sharply decreas-
ing thresholds at high modulation frequencies and can make
it difficult to obtain an accurate assessment of the temporal
resolution of the auditory system.

In contrast, the long-term spectrum of a broadband noise
carrier remains unchanged when it is sinusoidally amplitude
modulated, so this provides a potential means for studying
auditory temporal resolution at high modulation frequencies.
However, the envelope of a broadband noise itself fluctuates
in amplitude. These intrinsic envelope fluctuations, in turn,
produce envelope fluctuations at the outputs of peripheral
auditory filters as a result of their bandpass filtering of the
broadband noise. It has been suggested that these intrinsic
fluctuations in the noise carrier mask the sinusoidal modula-
tion to be detected �Dau et al., 1999�. In order for this type of
explanation to account for the data, one must assume some
type of frequency selectivity in the modulation domain, for
example, processing of the peripherally filtered signal by
modulation frequency-selective channels, a so-called modu-
lation filterbank �Dau et al., 1997�. In this scheme, when
both the signal modulation and intrinsic fluctuations of the
carrier are passed by a common modulation filter, the signal
modulation is less detectable resulting in higher thresholds.
Consistent with that notion, the monaural TMTF for a broad-
band noise carrier starts to increase at lower modulation rates
and with a different slope than the TMTF for a pure-tone
carrier �Kohlrausch et al., 2000�. Also consistent with the
concept of processing by a modulation filterbank, TMTFs for
narrowband noise exhibit a bandpass or high-pass character-
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istic depending upon the bandwidth of the carrier, which ap-
proximately determines the frequency range of the intrinsic
carrier fluctuations �Dau et al., 1999�. If the fact that thresh-
olds in the TMTF for broadband noise increase at a lower
frequency is in part a result of masking of the signal modu-
lation by the intrinsic fluctuations of the carrier, this pro-
duces a deceptively low estimate of the temporal resolution
of the auditory system. Therefore, it seems that the best
stimulus for use in assessing monaural temporal resolution is
a pure-tone carrier �to avoid intrinsic carrier fluctuations� that
is very high in frequency �to minimize resolution of the side-
bands with increasing modulation frequency�.

B. Interaural TMTF

What is the appropriate stimulus for assessing the tem-
poral resolution of the binaural system? Consider a dichotic
stimulus in which a sinusoidally amplitude-modulated pure
tone is presented to each ear, with the envelopes at the two
ears 180° out-of-phase with one another. The resulting stimu-
lus is, in effect, a pure tone for which the ILD oscillates
about zero at a rate equal to the monaural modulation fre-
quency in each ear, as shown in the right column at the top of
Fig. 1, in which the instantaneous ILD functions were de-
fined as

ILD�t� = 20 log10�EL�t�
ER�t�

� , �1�

where EL�t� and ER�t� are the envelopes of the left- and
right-ear signals, respectively. �The function ILD�t� is nearly
sinusoidal for the threshold modulation depths measured in
this paper, while the form of the function approaches that of
a triangle wave for larger monaural modulation depths. See
Fig. 2.� At low modulation frequencies, this stimulus typi-
cally produces the percept of a tone that moves slowly from
side to side within the listener’s head. The extent of the
perceived lateral movement is determined by the peak inter-
aural level difference that is attained by the stimulus, which
increases with increasing monaural modulation depth. At
higher modulation frequencies, the stimulus is no longer per-
ceived as a discrete, moving image but instead as a diffuse or
broadened image �when the envelopes at the two ears are
180° out-of-phase with one another�, with the degree of dif-
fuseness directly related to the monaural modulation depth.
Variation of the stimulus ILD over time will be called “in-
teraural modulation” in this paper.

In his study of interaural modulation detection,
Grantham �1984� sought to eliminate “diffuseness” as a cue
by using an interaurally uncorrelated noise as the carrier.
When the carrier is interaurally uncorrelated, the instanta-
neous interaural level difference of the noise carrier fluctu-
ates randomly about zero �Fig. 1, lower panels� which itself
produces a perception of diffuseness. �In Fig. 1, the instan-
taneous ILD functions in the right-hand panels were com-
puted from the Hilbert envelopes of the corresponding noise
wave forms using Eq. �1�.� In this case, the listener must
detect sinusoidal interaural modulation in the presence of
random interaural fluctuations intrinsic to the interaurally un-
correlated noise carrier. Note that this is analogous to the

FIG. 1. The pressure wave forms presented to the left and right ears �left
column� and instantaneous interaural level difference �ILD, right column� of
stimulus envelopes in signal and nonsignal intervals of an interaural modu-
lation detection task. In the upper set of panels, the carrier is a pure tone
while in the lower panels the carrier is a 30-Hz-wide interaurally uncorre-
lated band of noise. The depth of the sinusoidal amplitude modulation of
each stimulus is the same in the upper and lower panels �m=0.4�. The
instantaneous ILD functions in the lower panels were computed from the
Hilbert envelopes of the noise wave forms using Eq. �1�.

FIG. 2. One cycle of ILD�t� �as in Fig. 1� computed using Eq. �1� for several
SAM pure tones with various monaural modulation depths. The solid black
line is ILD�t� for a stimulus with m=−4.33 dB, the largest threshold mea-
sured in this experiment. The dashed black line is a sinusoid with the same
peak amplitude as the solid black line. The largest instantaneous difference
between the solid and dashed black lines is 0.71 dB. The gray lines represent
ILD�t� for the values of m indicated in the figure. It can be seen that ILD�t�
is nearly sinusoidal for the range of threshold m measured in this experi-
ment.
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situation in the monaural modulation detection task with a
broadband noise carrier in which the listener must detect
sinusoidal amplitude modulation in the presence of random
fluctuations of amplitude. It is possible that the intrinsic in-
teraural fluctuations of the interaurally uncorrelated carrier
might interfere with detection of the sinusoidal interaural
modulation. Therefore, it seems that the best stimulus for
measuring an interaural TMTF that is analogous to the mon-
aural TMTF is a diotic carrier, for which there are no intrin-
sic interaural fluctuations that might interfere with detection
of the signal interaural modulation.

In the present experiment, monaural and interaural
modulation detection is compared for narrowband noise car-
riers �30- and 300-Hz wide centered at 5 kHz� for which
intrinsic fluctuations of the carrier might be expected to in-
terfere with detection of the target sinusoidal modulation. In
separate conditions, interaural modulation detection thresh-
olds are measured for diotic and dichotic �interaurally uncor-
related� noise carriers. In the diotic case, there are no intrin-
sic interaural fluctuations in the carrier that might interfere
with the interaural modulation to be detected. The dichotic
conditions are included to assess the effects on the interaural
TMTF of degrading the “image-width” cue. Monaural and
interaural modulation detection also is measured for a 5-kHz
pure-tone carrier for which there likewise are no intrinsic
fluctuations in the monaural or interaural modulation func-
tions. Furthermore, given the 5-kHz carrier, the sidebands of
the modulated stimulus are high enough in frequency so that
interaural delays of the resolved sidebands cannot serve as a
cue for detection in the binaural condition �Klumpp and
Eady, 1956�. Such a cue can complicate the interpretation of
interaural TMTFs measured with low-frequency carriers. For
the narrowband noise carriers, when the sinusoidal modula-
tors are interaurally 180° out of phase, the phases of the fine
structures of the modulation sidebands are inverted relative
to one another but the envelopes of the modulation sidebands
are identical at the two ears. Thus, even if the modulation
sidebands of the narrowband noise carrier are resolved, they
carry no interaural envelope cues to the detection of the in-
teraural modulation in the signal interval.

The primary focus of the present paper is a comparison
of monaural and binaural temporal resolution as reflected by
the monaural and interaural TMTFs. An additional issue that
will be addressed is the influence of intrinsic fluctuations in
monaural intensity or interaural intensity differences on the
forms of the monaural and interaural TMTFs.

II. METHODS

A. Stimuli and procedure

In all �monaural and interaural� conditions, a three-
interval, three-alternative forced-choice task consisting of
one signal and two nonsignal intervals was used. In the mon-
aural conditions, the nonsignal intervals consisted of un-
modulated carriers and the signal interval contained a sinu-
soidally amplitude-modulated carrier, with signals and
nonsignals presented only to the left ear. The starting phase
of the envelope in the signal interval was chosen randomly
from trial to trial.

In the interaural modulation-detection task, stimuli were
presented to both ears and were sinusoidally amplitude-
modulated in all three intervals of every trial. In the signal
interval, the interaural phase difference of the sinusoidal
modulator was 180° while the interaural phase difference of
the sinusoidal modulator was 0° in the nonsignal intervals.
The absolute starting phase of the modulator was random-
ized between intervals �while maintaining the appropriate in-
teraural phase difference� to eliminate possible monaural
cues associated with changing the phase of one channel in
the signal interval.

The monaural and interaural tasks were performed with
a number of different carriers. For the monaural tasks, the
carriers were a 5-kHz pure tone and 30- and 300-Hz-wide
bands of noise centered at 5 kHz. These bandwidths were
chosen to permit comparison to the data of Dau et al. �1997�.
In the interaural tasks, the carriers were a 5-kHz pure tone,
30- and 300-Hz-wide diotic bands of noise, and 30- and 300-
Hz-wide interaurally uncorrelated bands of noise, with all
noise bands centered at 5 kHz. The pure-tone carrier was
interaurally in-phase in the interaural condition. Independent
samples of narrowband noise were generated for the left- and
right-ear stimuli of the interaurally uncorrelated carriers. For
all of the noise carrier conditions, different samples of noise
were generated for each interval of each trial �that is, the
carriers were not “frozen” across intervals�.

The monaural and interaural conditions were run in the
presence of continuous, low-pass noise with a cutoff fre-
quency of 1.3 kHz designed to mask potential distortion
products at the modulation frequency �e.g., Nuetzel and
Hafter, 1976; Wiegrebe and Patterson, 1999�. In addition, the
monaural TMTF was measured without the low-pass masker
in order to facilitate comparison to the data of Kohlrausch et
al. �2000�, who also measured thresholds without a low-pass
masker.

In all conditions, modulation depth was varied adap-
tively using a two-down, one-up adaptive tracking rule that
estimated the 70.7% correct point on the psychometric func-
tion �Levitt, 1971�. Modulation depth was varied in the sig-
nal and nonsignal intervals in the interaural modulation de-
tection task. �Recall that varying the monaural modulation
depth in the interaural modulation condition has the effect of
varying the peak interaural level difference attained by the
dichotic stimulus.� The initial step size was set to 2 dB �in
units of 20 log m, where m is the modulation index� and was
reduced to 1 dB after four reversals. A block of trials was
terminated after a total of 12 reversals, and the modulation
depths at which the final eight reversals occurred �in dB�
were averaged to produce a threshold estimate. If the adap-
tive procedure attempted to track above a modulation depth
of 0 dB �m=1�, the block of trials was terminated immedi-
ately. If the adaptive track was terminated prematurely in two
consecutive runs, the threshold was considered to be unmea-
surable. When possible to do so, the initial modulation depth
was set approximately 8 dB above the expected threshold
modulation depth based on prior experience and the perfor-
mance of the listeners. The highest initial modulation depth
used was −5 dB to allow listeners to make at least two in-
correct responses without prematurely terminating the adap-
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tive run because of overmodulation. Four blocks of trials
were run in each condition and the four threshold estimates
�in dB� were averaged to obtain the final threshold estimate
for that condition.

The 5-kHz pure-tone carrier was presented at a level of
75 dB SPL at each ear. The 30- and 300-Hz-wide bands of
noise were presented at spectrum levels of 50 and 40 dB,
respectively, measured at 1-kHz for unfiltered stimuli. The
temporal characteristics of the stimuli were based upon those
used by Kohlrausch et al. �2000� although there were minor
differences in the specific parameters. Each interval was 1 s
in duration �the intervals of Kohlrausch et al. were 800 ms in
duration�, including 150-ms raised-cosine on-off ramps. The
intervals were temporally contiguous with no silence be-
tween them, the on-off ramps serving to demarcate the inter-
vals. Thresholds were measured for modulation frequencies
�fm� ranging from 4 to 650 Hz with all but the lowest fm

identical to those used by Kohlrausch et al. �2000�.
Listeners were given a list of computer files associated

with each experimental condition and were allowed to ini-
tiate adaptive runs themselves. They were given instructions
to complete two adaptive runs for each fm in an order of their
choosing and then two additional runs in a different order,
again of their choosing, and the experimenters confirmed that
these instructions were followed. The instructions to com-
plete the adaptive runs in various orders was intended to
control for potential order effects on thresholds measured
across fm’s. As a result, listeners in many cases performed
adaptive runs for the fm’s within an experimental condition
in different orders, for example, listeners may have run the
fm’s from low to high for the first two runs then high to low
for the second two, or a listener might have chosen to pro-
ceed through the fm’s in a less systematic way. All fm’s for a
particular condition were run before a different condition
was run. Listeners ran the main conditions of the experiment
in the following order: monaural tonal without masker, mon-
aural tonal with masker, interaural tonal, monaural noise
�both bandwidths�, interaural with correlated noise �both
bandwidths�, and interaural with uncorrelated noise �both
bandwidths�. With regard to the conditions with noise carri-
ers, listeners ran the 30- and 300-Hz bandwidth conditions in
different orders.

To compensate for the increase in intensity resulting
from amplitude modulation and to limit the usefulness of
changes in overall intensity as a cue �a potential problem in
the monaural modulation detection tasks�, all modulated
wave forms in all conditions were scaled by a factor of �1
+m2 /2�−0.5. Although intensity changes associated with
modulation did not provide a cue in the binaural listening
tasks because all intervals were modulated, the modulated
wave forms in all three intervals of the binaural conditions
also were rescaled by the above-noted factor for consistency.

Each block of trials was initiated by the listener. On each
trial, a “ready” light flashed on the computer screen for 250
ms followed by a 300-ms pause after which a trial was pre-
sented. A separate marker on the screen was illuminated dur-
ing each stimulus interval. Listeners entered their responses
on the computer keyboard at which time the correct answer
was indicated by once again illuminating the appropriate in-

terval marker on the screen. Listeners were run in 2-h ses-
sions, during which approximately 12–14 blocks of trials
were run, until all stimulus conditions were completed.

B. Apparatus

Signals and nonsignals were generated and presented via
MATLAB �Math Works� on a PC equipped with a high-quality,
24-bit sound card �Echo Audio Gina� at a sampling rate of
44.1 kHz. Each noise carrier was generated digitally in the
frequency domain with maximally steep roll-offs at the cut-
off frequencies and was converted to the time domain via a
44 100-point inverse fast Fourier transform �FFT� that
yielded a 1-s sample of noise. The low-pass masker used in
the interaural conditions was dichotic Gaussian noise pro-
duced continuously at each ear by separate noise generators
�General Radio 1381�. The noise at each ear was low-pass
filtered by a programmable filter �Kemo VBF/25� with a cut-
off of 1.3 kHz �135-dB/octave rolloff�. The noise had a spec-
trum level of 40 dB SPL measured at 1 kHz after filtering.
When the continuous noise masker was presented in the
monaural conditions, it was presented to only the left ear.
Stimuli were mixed with the noise maskers and presented
over Sony MDR-V6 stereo headphones to listeners seated in
an IAC sound-attenuating chamber.

C. Subjects

The three listeners consisted of the first and third authors
�S1 and S2, respectively� and one female undergraduate stu-
dent from the University of Minnesota �S3� who was paid to
participate in the study. All listeners had pure-tone thresholds
of 15 dB HL or better at octave frequencies from 250 to 8000
Hz. S1 and S2 had extensive experience in similar listening
tasks and received no training prior to performing the present
tasks. S3 was allowed to practice in a variety of the monaural
and binaural conditions over the course of 2 weeks �approxi-
mately 12 h of practice� after which time she appeared to
have reached asymptotic performance.

III. RESULTS

The pattern of results was very similar in all but one
condition for the three listeners, so only the mean data are
shown in Fig. 3. �The exception, the interaural TMTFs mea-
sured with a diotic 300-Hz-wide noise carrier, will be dis-
cussed in Sec. IV A.� In the left column of Fig. 3, the data
are shown in the top panel for the tonal carrier, the middle
panel for the 30-Hz-wide noise, and in the bottom panel for
the 300-Hz-wide noise. In the right column of Fig. 3, the
data from the left column are replotted such that the monau-
ral data are in the top panel and the interaural data are in the
bottom panel, with the same symbols representing the same
conditions across the two columns. In each panel, threshold
modulation depth is plotted as a function of fm, with the
ordinate inverted such that larger modulation depths are to-
ward the bottom of the panel. Dashed portions of the inter-
aural functions indicate that thresholds could not be mea-
sured above a particular modulation frequency. Some general
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features of the TMTFs will be described in this section,
while specific parameter estimates are described in Sec.
IV A.

Referring to the top left panel of Fig. 3, the monaural
data gathered in the presence of a low-pass masker �filled
squares� fall almost directly on top of the monaural data
gathered without a masker �open triangles�, indicating that
the continuous low-pass masker had no effect on the monau-
ral pure-tone TMTFs. �Note that all remaining monaural and
binaural thresholds were measured in the presence of the
low-pass masker.� Rickert and Viemeister �1998� measured
TMTFs for a 2-kHz pure tone carrier with and without a
broadband noise masker designed to mask distortion prod-
ucts and reduce off-frequency listening. �Figures showing
those TMTFs were published by Viemeister et al., 2002.�
Rickert and Viemeister found that thresholds were elevated
in the presence of noise, but the TMTF measured with noise
was similar in form to that measured without noise. They
concluded that the form of the TMTF is not dependent upon
the detection of distortion products.

The form of the tonal monaural TMTF measured here is
very similar to that reported by Kohlrausch et al. �2000� for
a 5-kHz tone �open diamonds� despite some procedural dif-
ferences �e.g., Kohlrausch et al. used 800-ms stimuli and
roved the carrier frequency and level�. Monaural thresholds
are nearly constant up to about fm=130 Hz, above which
thresholds begin to increase. Thresholds decrease as fm in-
creases above 290 Hz, presumably reflecting detection of the
increasingly resolved modulation sidebands.

In the middle and lower panels in the left column of Fig.
3, the monaural TMTFs for narrowband noise carriers �filled
symbols� were similar in form to those reported by Dau et al.
�1997� for fm up to about 100–150 Hz �open circles�. These
similarities exist despite the fact that Dau et al. used slightly
different bandwidths �31 and 314 Hz�, shorter-duration
stimuli �300 ms�, and they bandpass filtered their wider-
bandwidth stimuli back down to 314 Hz after modulation to
limit spectral cues to the presence of modulation. Bandpass
filtering after modulation reduces the effective modulation
depth by an amount dependent upon modulation frequency
�for example, for the 314-Hz-wide stimuli, by just over 3 dB
for fm=100 Hz and by about 1.5 dB for fm=50 Hz�.

The effects of intrinsic fluctuations in the narrowband
noise carriers on the form of the TMTF can by examined by
comparing the monaural TMTFs for the tone and noises �top
right panel of Fig. 3�. For the 30-Hz-wide carrier, thresholds
are drastically elevated at low fm’s relative to the pure-tone
TMTF. As described in Sec. I, this reflects the fact that the
power in the envelope spectrum of the unmodulated carrier is
concentrated below the frequency corresponding to its band-
width and that these intrinsic low-frequency fluctuations in
the carrier interfere with detection of low rates of sinusoidal
modulation �assuming a modulation frequency-selective
mechanism with limited spectral resolution such as a modu-
lation filterbank; Dau et al., 1999�. Relative to the tonal
TMTF, thresholds for the 300-Hz-wide carrier are elevated
across the entire range of fm used here, reflecting the fact that
energy in the envelope of the unmodulated 300-Hz-wide car-
rier extends over much of that range of envelope frequency.

Referring to the interaural TMTFs for the diotic carriers
�the pure tone and two interaurally correlated carriers; see
the shaded symbols in the lower right panel of Fig. 3�, the
roll-off rates seem to decrease with increasing carrier band-
width but it appears that all show a low-pass characteristic
with roll-offs beginning at modulation frequencies above
about 50–100 Hz. The pure-tone and 30-Hz TMTFs roll off
to a plateau from around fm=200-400 Hz, above which
thresholds increase abruptly to the extent that thresholds
were unmeasurable above fm=500 Hz. Mean thresholds for
the 300-Hz-wide, correlated noise carrier �shaded triangles�
decrease substantially above fm=240 Hz. This decrease in
thresholds is due primarily to the data of one listener and will
be discussed in Sec. IV A.

The TMTFs for the interaurally uncorrelated noise car-
riers �open symbols in the lower right panel of Fig. 3� are
more irregular in form with a less obvious low-pass charac-
teristic than those for the diotic carriers. Overall thresholds
with uncorrelated carriers are higher than those for the diotic
carriers. For the uncorrelated-carrier interaural TMTFs,

FIG. 3. Monaural and interaural TMTFs showing threshold modulation
depth �in dB� as a function of modulation frequency averaged across three
listeners. In the left column, TMTFs for different carriers are represented in
each panel: top panel, 5-kHz pure-tone carrier; middle panel, 30-Hz-wide
band of noise; bottom panel, 300-Hz-wide band of noise. The two bands of
noise were centered at 5 kHz. The different symbol types represent monau-
ral and interaural TMTFs, as indicated in the legend. Error bars represent
standard errors of the mean computed across three listeners and are in many
cases smaller than the symbols. In the top panel, the monaural, no-masker
TMTF is almost completely obscured by the monaural TMTF �with
masker�. The open diamonds in the top panel represent the monaural TMTF
for a 5-kHz pure-tone carrier reported by Kohlrausch et al. �2000�. The open
circles in the middle and bottom panels represent monaural TMTFs for 31-
and 314-Hz-wide bands of noise, both centered at 5 kHz, reported by Dau et
al. �1997�. In the right column, in separate panels, the monaural and inter-
aural TMTFs are replotted from the left column. The same symbol type
represents the same data in each column.
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thresholds for fm=50-400 Hz are within a few dB of one
another. Below fm=50 Hz, thresholds for the 30-Hz-wide un-
correlated noise are higher than those for the 300-Hz-wide
uncorrelated noise, as is the case for the monaural TMTFs.
This indicates that intrinsic interaural fluctuations in the un-
correlated noise may affect the interaural TMTF in a way
that is similar to the effect of intrinsic monaural fluctuations
on the monaural TMTF. This will be discussed further in Sec.
IV B.

IV. DISCUSSION

A. Monaural versus interaural TMTF

This section will focus on a comparison of monaural and
interaural TMTFs measured with carriers that introduce no
intrinsic fluctuations in the monaural or binaural domain of
the signal modulation, that is, the monaural tonal TMTF and
the interaural TMTFs measured with tonal or diotic noise
carriers. In Fig. 3, it appears that the monaural tonal TMTF
and the interaural TMTFs measured with diotic carriers show
a low-pass characteristic. Thresholds are nearly constant over
a broad range of low fm’s and increase �reflecting attenuation
of the modulation by the auditory system� above some cutoff
frequency. As fm increases further, thresholds eventually be-
gin to decrease, changing the slope of the TMTF from posi-
tive to negative. In order to quantify the cutoff frequencies of
the TMTFs, a process of fitting various functions to the data
was undertaken. In the fits described in the following, unless
noted otherwise, functions were fit only to the portion of the
TMTFs up to the modulation frequency where the change
from positive to negative slope occurred �i.e., only to the
low-pass portion of the TMTFs�.1

As a first attempt to quantify their cutoff frequencies,
each TMTF was fit with the inverted frequency response of a
low-pass Butterworth filter. �Recall that the TMTFs are plot-

ted here on inverted ordinates.� The MATLAB Optimization
Toolbox function “lsqnonlin” was used to estimate the cutoff
frequency, order, and gain of the filter such that the mean-
squared error between the inverted frequency response of the
filter and the data was minimized. For each fit, predicted
threshold values were computed and the percentage of vari-
ance in the actual data that was accounted for by the best-
fitting filter was calculated as follows:

100 � �1 −
� �Oi − Pi�2

� �Oi − Ō�2� , �2�

where Oi and Pi are the observed and predicted threshold

values, respectively, and Ō is the mean of the observed
threshold values. It was found that the best-fitting filters had
orders of either 1 or 2, that is, neither order yielded best-
fitting filters to all the data. This was due to the different
apparent roll-offs of the TMTFs. In Table I, the cutoff fre-
quency and percent of variance accounted for by filters of
order 1 and 2 for each TMTF are shown.

In order to describe more precisely the differences be-
tween roll-off rates of the TMTFs, it was decided that the
TMTFs would be fit with two straight lines, one with slope
zero and a second with a positive slope. It was found that the
greatest percentage of variance in the observed data could be
accounted for in most cases by the straight-line fits, therefore
the remainder of the discussion will refer only to the results
of those fits. The fits were determined via least-squares linear
regression for various groupings of the data within each
TMTF to find the two lines that produced the maximum
percentage of variance accounted for as computed in Eq. �2�.
The breakpoint �point of intersection of the two best-fitting
straight lines�, roll-off rate �positive slope�, and percentage
of variance accounted for by each fit are shown in the fourth

TABLE I. For each set of data listed in the first column, the 3-dB-down cutoff frequency �fc� is shown for the best-fitting, low-pass Butterworth filter of first
order �second column� and second order �third column�. Fits were performed on all data of each TMTF up to the modulation frequency at which the slope
changed from positive to negative. Parameters of the best-fitting functions consisting of two line segments are shown in the remaining columns. Fit 1 was
performed on all data of each TMTF up to the modulation frequency at which the slope changed from positive to negative. Fit 2 was performed on one less
data point than Fit 1 �the data point for the highest modulation frequency was excluded�. The breakpoint for each fit is the frequency at the point of intersection
of the two line segments, the 3-dB cutoff is the frequency at which the function is 3 dB down from its maximum, and the roll-off is the slope of the line above
the breakpoint. The percentage in parentheses beneath each fc and breakpoint is the percentage of variance accounted for by each fitted function �computed
as shown in Eq. �2��.

2 line segments—Fit 1 2 line segments—Fit 2

First-order
Butterworth
fc �3 dB down�

Second-order
Butterworth
fc �3 dB down�

Breakpoint
�Hz�

3-dB cutoff
�Hz�

roll-off
�dB/oct�

Breakpoint
�Hz�

3-dB cutoff
�Hz�

roll-off
�dB/oct�

Kohlrausch et al.
�2000�

160 Hz
�95%�

229 Hz
�81%�

104
�97%�

177 3.91 114
�97%�

178 4.65

Monaural
tone

144 Hz
�84%�

184 Hz
�92%�

116
�99%�

166 5.79 121
�98%�

167 6.60

Interaural
tone

93 Hz
�89%�

126 Hz
�96%�

79
�96%�

117 5.21 85
�96%�

120 6.02

Interaural
noise
�30 Hz�

225 Hz
�78%�

241 Hz
�80%�

118
�90%�

224 3.24 113
�86%�

222 2.59

Interaural
noise
�300 Hz�

203 Hz
�91%�

217 Hz
�80%�

59
�89%�

210 1.63 48
�87%�

258 1.25
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and sixth columns of Table I �Fit 1�. �The 3-dB-down cutoff
for each straight-line fit is shown in the fifth column, but the
usefulness of this quantity is limited when comparing across
functions with different roll-off rates.� The best-fitting pairs
of straight lines corresponding to these parameters are plot-
ted among the data in Fig. 4. The plotted lines extend over
only the data points that were included in the fitting proce-
dure.

Recognizing that the estimated breakpoints and roll-offs
will be influenced by the number of data points included in
the fitting procedure, the straight-line fits were repeated with
one less data point included for each TMTF �excluding the
data point for the highest modulation frequency included in
Fit 1�. The breakpoints, 3-dB-down cutoffs, roll-offs, and
percentages of variance accounted for are shown in the last
three columns of Table I �Fit 2�. Fits 1 and 2 provide a range
of breakpoints for each TMTF and a more conservative basis
for assessing differences across TMTFs than would a single
estimate of the breakpoint.

As shown in Table I, the ranges of breakpoints across
Fits 1 and 2 for the two monaural TMTFs are quite compa-
rable, failing to overlap by only a few hertz. Table I shows
that the roll-offs estimated for the monaural TMTF measured
here are slightly steeper than those estimated for the TMTF
of Kohlrausch et al. �2000�. The shallower slope of the Kohl-
rausch et al. �2000� TMTF appears to be driven by the two
points of the TMTF for the highest modulation frequencies
included in the fitting procedure �see Fig. 4�.

Comparison of the monaural and binaural TMTFs is
complicated by the fact that there appears to be an effect of
carrier bandwidth on the form of the interaural TMTF. As
shown in Table I, the three interaural TMTFs span ranges of
breakpoints across Fits 1 and 2 that differ greatly. For ex-
ample, the midpoints of the breakpoint ranges for the nar-
rowband noises differ by more than an octave. Furthermore,
the roll-offs of the interaural TMTFs decrease with increas-
ing carrier bandwidth. There is presently no obvious expla-
nation for the effect of bandwidth on the interaural TMTF.

The interaural TMTFs for stimuli of different bandwidth
are sufficiently different that it is probably inappropriate to
average across them. Therefore, it seems that the most rea-
sonable comparison that can be made between the monaural
and interaural TMTFs is for those measured with a tonal
carrier. As noted by Grantham �1984�, the vertical separation
between TMTFs reflects differences in overall sensitivity in
the monaural and interaural tasks while differences in cutoff
frequency represent differences in temporal resolution. In the
present work, the ranges of breakpoints for the monaural and
interaural tonal TMTFs were 116–121 and 79–85 Hz, re-
spectively, indicating lower temporal resolution for the bin-
aural system. �The breakpoints estimated here are compared
to cutoff frequencies derived from previously published data
in Sec. IV B.� This outcome is qualitatively consistent with
the physiological observation that cells in the lateral superior
olive that encode interaural level differences have a temporal
limitation with a lower cutoff frequency than observed mon-
aurally in their afferent fibers �Joris, 1996�. Although these
physiological cutoff frequencies are higher than those mea-
sured psychophysically, it seems plausible that this relative
difference between monaural and binaural temporal resolu-
tion is maintained at higher neural levels of the auditory
system where physiological measures of temporal resolution
more closely match psychophysical performance.

While the monaural tonal TMTF rolls off continuously
up to the fm at which sideband detection provides a strong
cue, the interaural tonal TMTF �shaded symbols, upper left
panel of Fig. 3� rolls off between fm=70 and 200 Hz then
becomes relatively flat for fm=200–400 Hz, above which
thresholds increase to the point of being unmeasurable. �Note
that in the interaural conditions, in contrast to the monaural
conditions, the mere presence of the modulation sidebands
cannot serve as a cue for solving the listening task because
the sidebands are present in all listening intervals.� The in-
teraural TMTFs for diotic noise carriers �shaded symbols,
middle and bottom left panels of Fig. 3� also do not roll-off
monotonically above the estimated breakpoint. In fact,
thresholds in the average interaural TMTF for the 300-Hz
diotic noise carrier �shaded symbols, bottom left panel of
Fig. 3� decrease dramatically above fm=200 Hz. As indi-
cated earlier, this is due primarily to the data of one listener.
All three listeners’ interaural TMTFs for the 300-Hz diotic
noise are shown in Fig. 5. While the TMTFs for S1 and S2
show relatively little systematic variation across fm, each
varying over a range of less than 10 dB, the TMTF for S3
shows steeply improving �decreasing� thresholds at higher
fm’s.

One explanation that was considered in attempting to
account for S3’s performance at high frequencies is related to
off-frequency listening. Perhaps S3 made use of the output of
a critical-band filter that effectively equalized the levels of
the carrier band and modulation sideband such that the
modulation depth at the output of that filter would be greater
than the nominal modulation depth of the stimulus �Gold-
stein, 1967�. In order to pursue this possibility, S3 performed
the binaural modulation detection task again for the 300-Hz
diotic carrier at fm=650 Hz, except with either the upper or
lower modulation sideband filtered out of the stimulus.

FIG. 4. The monaural tonal TMTF and the interaural TMTFs measured with
a pure tone and diotic noise carriers fitted with functions consisting of two
straight lines. The data are replotted from Fig. 3. The data points have been
grayed out to improve the clarity of the fitted functions. The fitted functions
correspond to the parameters shown for Fit 1 in Table I and are plotted over
only those data points that were included in the fitting procedure. The break-
point of each fitted function �point of intersection of the two straight lines�
is shown in parentheses after each entry in the figure legend.
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Thresholds were immeasurably large in these conditions.
Whatever cue S3 made use of at high fm with the 300-Hz
diotic carrier apparently depended on the presence of both
the upper and lower modulation sidebands.

Previous estimates of monaural time constants and bin-
aural time constants �described in Sec. I� also indicate lower
temporal resolution for binaural processing relative to mon-
aural but the respective time constants correspond to cutoff
frequencies that are much lower than the cutoff frequencies
�breakpoints� estimated here. To facilitate comparison to the
present results, the time constants ��� estimated by Grantham
and Wightman �1979�, Kollmeier and Gilkey �1990�, and
Culling and Summerfield �1998� were converted to 3-dB-
down cutoff frequencies �fc� assuming a first-order, lowpass
filter so that fc=1/ �2���. Grantham and Wightman �1979�
estimated � between 44 and 243 ms, corresponding to values
of fc between 0.66 and 3.62 Hz. For the results of Kollmeier
and Gilkey �1990�, the corresponding range of binaural fc is
3.73–9.88 Hz, and the range of monaural fc is 10.83–26.98
Hz. A simple conversion of the time constants reported by
Culling and Summerfield �1998� for the two sides of an
asymmetric temporal window yields a range of fc from 2.6 to
13.6 Hz. It is possible that the large discrepancy between
cutoff frequencies estimated for the data from the present
study and from the previous studies indicates that the previ-
ous studies measured a fundamentally different aspect of bin-
aural temporal resolution than the present experiment. If one
considers an interaurally uncorrelated noise to have a time-
varying instantaneous ILD �as depicted in Fig. 1�, then varia-
tion in the value of interaural correlation is effectively modu-
lation of the interaural modulator, or second-order interaural
modulation. Lorenzi et al. �2001� compared first-order and
second-order monaural TMTFs. When detecting first-order
monaural modulation, listeners discriminate between an un-
modulated carrier and one that is sinusoidally amplitude-
modulated. Detection of second-order modulation involves
discrimination between a stimulus that is sinusoidally
amplitude-modulated at a fixed modulation depth and a
stimulus for which the modulation depth varies over time.
Lorenzi et al. �2001� showed that cutoff frequencies implied
by the low-pass segments of second-order TMTFs were
lower than those for first-order TMTFs. Perhaps in a similar
way the binaural system exhibits better temporal resolution

for detection of static interaural modulation �measured here�
than for time-varying interaural modulation �as measured in
the studies cited above�.

A difference in overall sensitivity in the monaural and
interaural modulation-detection tasks was observed in the
present experiment �as indicated by the vertical separation
between the TMTFs of Fig. 4�. In contrast, Stellmack et al.
�2004� reported that thresholds for binaural discrimination of
static intensity in a single-interval task were nearly equal to
monaural intensity-discrimination thresholds measured in a
two-interval task. This further supports the idea that the mon-
aural and interaural TMTFs represent the temporal character-
istics of two different processes.

Although the sources of all the differences between the
monaural and interaural TMTFs are not apparent, a clear
result is that the temporal resolution characteristics of the
binaural system for detection of fluctuating interaural inten-
sity cannot be extrapolated directly from the pure-tone mon-
aural TMTF. For the TMTFs for which direct comparison
seems most appropriate, the breakpoint of the interaural tonal
TMTF is substantially lower than the monaural tonal TMTF.
In addition, there are differences between the interaural
TMTFs across carrier bandwidths that cannot be explained at
this time.

B. Influence of intrinsic fluctuations on the form of
the TMTFs

As noted earlier, the monaural TMTFs measured with
noise carriers differed from the tonal TMTF �see the upper
right panel of Fig. 3� in ways that can be explained on the
basis of intrinsic fluctuations in the carrier masking or inter-
fering with the signal modulation. Plotted in the top panel of
Fig. 6 are the differences between monaural thresholds mea-
sured with the tonal carrier and those measured with the
30-Hz-wide noise �diamonds� and 300-Hz-wide noise �tri-
angles�, that is, the amount of masking in each case. In the
top panel of Fig. 7, average monaural envelope power spec-
tra for 1000 independent samples of narrowband Gaussian
noise �each 1 s in duration and windowed with 150-ms
raised-cosine on-off ramps� are shown for bandwidths of 30
and 300 Hz, with the total power equal at the two band-
widths. It can be seen that energy in the envelope spectrum is
concentrated below the frequency corresponding to the band-
width of the noise �which also can be demonstrated analyti-
cally, e.g., Lawson and Uhlenbeck, 1950�. �The specific
shape of the spectra in the top panel of Fig. 7 below about 5
Hz depends upon the form and duration of the onset-offset
ramps of the stimuli.� The crossover of the two functions in
the top panel of Fig. 6 occurs at approximately the modula-
tion frequency at which the envelope power spectra cross in
the top panel of Fig. 7. The intrinsic fluctuations in the noise
envelope presumably interfere with or mask the signal
modulation to the largest extent when the signal fm is less
than the bandwidth of the carrier �Dau et al., 1999�. As de-
scribed in Sec. I, an additional assumption of some type of
limited modulation-frequency selectivity must be made in
order to account for the form of the TMTFs on the basis of
masking by the intrinsic fluctuations of the noise carrier, re-

FIG. 5. The interaural TMTFs measured for the individual listeners for a
diotic 300-Hz-wide band noise carrier. Error bars represent standard errors
of the mean computed across four threshold estimates for each listener.
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sulting in more masking when masker energy is present in
the modulation spectrum near the modulation frequency of
the signal.

In order to assess the effects of intrinsic interaural fluc-
tuations of the carrier on the interaural TMTF for uncorre-
lated noise carriers, the differences between thresholds mea-
sured with correlated and uncorrelated 30- and 300-Hz-wide
noise carriers were computed and plotted in the bottom panel
of Fig. 6. The amount of masking was larger at frequencies
below fm=50 Hz for the 30-Hz-wide noise than for the 300-
Hz-wide noise, as was the case for the monaural TMTFs �see
the top panel of Fig. 6�, although the overall amount of
masking in the interaural conditions was less than in the
monaural conditions. The curves in the bottom panel of Fig.
7 represent the average spectra of the instantaneous ILD
functions for carrier bandwidths of 30 and 300 Hz. The spec-
tra were computed by generating two independent narrow-
band Gaussian noise samples �each 1 s in duration, win-
dowed with 150-ms raised-cosine on-off ramps�,
representing uncorrelated left- and right-ear noise carriers.
The instantaneous ILD function was computed from the Hil-
bert envelopes of the left- and right-ear carriers as described
by Eq. �1� and the spectrum of that function then was com-
puted via FFT. Spectra were computed in this way and aver-
aged for 1000 randomly generated pairs of noise yielding the
mean spectra plotted in the bottom panel of Fig. 7. The bot-
tom panel of Fig. 7 shows that, as was the case for intrinsic
fluctuations in monaural intensity, energy in the spectra of

the intrinsic interaural fluctuations is concentrated at fre-
quencies below the bandwidth of the carrier. For both the
monaural and interaural TMTFs, the amount of masking as a
function of fm �Fig. 6� appears to be related to the corre-
sponding spectrum of the intrinsic carrier fluctuations �Fig.
7�.

Comparison of the tonal and diotic noise interaural
TMTFs �shaded symbols, lower right panel of Fig. 3� seems
to reveal little effect of intrinsic monaural fluctuations in and
of themselves on the interaural TMTF for fm up to about 200
Hz. Thresholds are slightly elevated for the lower fm’s for the
diotic noise carriers relative to those for the tonal carrier, but
this small difference does not appear to depend on the fre-
quency range of the intrinsic monaural fluctuations in the
carrier, as shown in the top panel of Fig. 7. For example,
with the 30-Hz-wide correlated carrier, the effect of intrinsic
monaural fluctuations on interaural thresholds at low fm

where substantial energy exists in the spectrum of the carrier
envelope �shaded diamonds versus shaded circles in the
lower right panel of Fig. 3� is much smaller than that in the
corresponding monaural TMTF �diamonds versus squares in
the upper right panel of Fig. 3�.

These results suggest that intrinsic monaural or binaural
fluctuations due to a noise carrier exhibit the most masking
when those fluctuations occur in the same domain �monaural
or binaural� as the sinusoidal signal modulation. For the

FIG. 6. Top panel: Difference between monaural modulation-detection
thresholds measured with a narrowband-noise carrier �diamonds, 30-Hz
wide; triangles, 300-Hz wide� and those measured with a tonal carrier. Bot-
tom panel: Difference between interaural modulation-detection thresholds
measured with interaurally uncorrelated noise carriers and interaurally cor-
related noise carriers �diamonds, 30-Hz wide; triangles 300-Hz wide�. All
differences were computed on the mean data shown in Fig. 3.

FIG. 7. Top panel: Monaural envelope power spectra averaged over 1000
random noise samples for 30-Hz-wide noise �solid line� and 300-Hz-wide
noise �dashed line�, where the total power was equal at the two bandwidths.
Bottom panel: Spectra of instantaneous ILD functions averaged over 1000
samples of interaurally uncorrelated noise with bandwidths of 30 Hz �solid
line� and 300 Hz �dashed line�. Instantaneous ILD functions were computed
from the Hilbert envelopes of the left- and right-ear wave forms using Eq.
�1�. In all cases, the stimuli were 1 s in duration and were windowed with
150-ms raised-cosine on-off ramps. Spectra were obtained by computing
FFTs on digital waveforms sampled at 44.1 kHz.
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monaural TMTFs �top right panel of Fig. 3�, thresholds in-
crease by the largest amount for the noise carriers �relative to
those for the tonal carrier� over the range of fm in which
there are substantial intrinsic fluctuations in the carrier. For
the interaural TMTFs measured with uncorrelated noise car-
riers �open symbols, bottom right panel of Fig. 3�, the largest
change in thresholds �relative to those for the diotic carriers�,
or the most masking, occurs over the range of fm in which
there are intrinsic fluctuations in interaural level, although
the degree of “tuning” �represented by the variation in the
amount of masking with changes in fm� is much smaller than
for the monaural TMTFs. In particular, for the interaural
TMTF for the 30-Hz-wide noise, the amount of masking
remains nearly constant for modulation frequencies up to
about 70 Hz. The differences between the amounts of mask-
ing in the monaural and binaural conditions may be due in
part to the fact that for the 30-Hz bandwidth, the spectrum of
the instantaneous ILD function �bottom panel of Fig. 7� rolls
off more gradually than the monaural envelope power spec-
trum �top panel of Fig. 7� and nonzero ILDs are present at
frequencies well above the nominal bandwidth of the carrier.
In addition, the fact that the amount of masking remains high
well above the fm corresponding to the carrier bandwidth
may indicate that any frequency-selective mechanism in the
binaural domain may be more broadly tuned than that for
monaural modulation.

Grantham and Bacon �1991� performed a study of “Bin-
aural modulation masking” which is somewhat related to the
present experiment, but it does not address the issue of mask-
ing produced by intrinsic interaural fluctuations in the same
manner as the present experiment. They first measured
thresholds for detection of monaural signal modulation in the
presence of a monaural masker modulator, both modulating a
common broadband noise carrier. The masker fm was fixed at
16 Hz and the signal fm ranged from 2 to 512 Hz. They then
measured thresholds for detection of interaurally out-of-
phase modulation �relative to no signal modulator� in the
presence of a diotic masker modulator for an interaurally
uncorrelated broadband noise carrier. These monaural and
binaural conditions would correspond to the binaural
masking-level difference conditions NmSm and N0S�, respec-
tively, in the modulation domain. Both sets of thresholds
showed tuning in that the greatest amount of masking oc-
curred when the signal and masker modulation frequencies
were equal. In addition, a binaural MLD was observed in
that the mean N0S� thresholds were consistently lower than
the NmSm thresholds. While the data of Grantham and Bacon
�1991� show that thresholds for detection of dichotic modu-
lation depend upon the relative modulation frequencies of
the signal and masker modulation, it is difficult to relate their
N0S� thresholds to any of the conditions run in the present
experiment. The N0S� thresholds of Grantham and Bacon
�1991� involved detection of a dichotic modulator while the
binaural conditions of the present experiment involved dis-
crimination of interaural phase of the modulator. In other
words, in the present binaural conditions, there were no po-
tential monaural cues available which is not true in the
Grantham and Bacon �1991� experiment.

C. Role of center frequency in the measurement of
the interaural TMTF

Grantham �1984� measured TMTFs primarily with un-
correlated noise carriers for low- and high-frequency carriers
of varying bandwidths. However, Grantham �1984, footnote
2� did describe pilot data comparing thresholds gathered with
correlated and uncorrelated noise carriers centered at 1 kHz.
The forms of the interaural TMTFs measured here for the
diotic and uncorrelated noise carriers seem to differ from
those described by Grantham. Grantham states that the
TMTF for a diotic noise carrier centered at 1 kHz showed a
sharp upturn �decrease in thresholds� for fm�50 Hz. He con-
cluded that this was due to detection of the modulation on
the basis of interaural decorrelation of the stimulus for high
fm. In contrast, the interaural TMTFs measured with diotic
carriers centered at 5 kHz in the present experiment �shaded
symbols of Fig. 3� were nearly flat �within a few decibels�
for fm up to about 70 Hz, above which thresholds tended to
increase. Grantham �1984� also stated that there were little or
no differences between the TMTFs for diotic and uncorre-
lated noise carriers centered at 1 kHz for fm�50 Hz, while
in the present experiment the TMTFs for diotic and uncorre-
lated noise carriers centered at 5 kHz differed by more than
10 dB over the same range of fm.

The different center frequencies used by Grantham
�1984� to gather the data described above �from Grantham’s
footnote 2� and in the present experiment for a diotic noise
carrier may be important. Grantham’s diotic carrier centered
at 1 kHz was over 250 Hz wide �at its 3-dB bandwidth�.
Given that the equivalent rectangular bandwidth of the audi-
tory filter is about 130 Hz at 1 kHz �Glasberg and Moore,
1990�, this means that Grantham’s modulated stimuli
spanned several critical bands and, perhaps more important,
the modulation sidebands fell in a frequency region in which
listeners are sensitive to interaural phase differences in the
fine structure. For the results described by Grantham for a
diotic carrier, regardless of the modulation frequency, listen-
ers may have responded to interaural phase differences in the
fine structure of the modulation sidebands that are produced
when the phase of the signal modulator was interaurally
changed. Such cues were not available in the high-frequency
stimuli of the present experiment. This may account for the
sharply decreasing thresholds for fm�50 Hz reported by
Grantham, while in most cases in the present data thresholds
increased with increasing modulation frequency. However,
Grantham �1984� also reported almost no difference between
thresholds measured with correlated and uncorrelated carri-
ers for fm�50 Hz, while in the present experiment thresh-
olds were up to 10 dB lower for the correlated carriers rela-
tive to the uncorrelated carriers. The explanation put forth
above regarding sensitivity to interaural phase differences in
the fine structure of the sidebands would seem to predict the
opposite result: better diotic thresholds for the low-frequency
carriers of Grantham and no difference between diotic and
dichotic thresholds for the high-frequency carriers of this ex-
periment. Thus, although it is true that fine-structure cues
exist in the modulated low-frequency carriers but not the
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high-frequency carriers, this fact does not appear to account
for all differences between the data gathered with low- and
high-frequency carriers.

V. CONCLUSIONS

�1� Temporal resolution for fluctuating interaural intensity
differences was poorer than monaural temporal resolu-
tion for intensity fluctuations. For the present data, the
breakpoint of the interaural TMTF appeared to be about
a half-octave lower than the breakpoint of the monaural
TMTF for a 5-kHz pure-tone carrier. Breakpoints were
estimated for two subsets of the interaural and monaural
data and ranged from 79 to 85 Hz for the interaural
TMTF and from 116–121 Hz for the monaural TMTF.
Roll-off rates of the fitted functions were approximately
equal for the interaural and monaural TMTFs.

�2� The breakpoints and roll-off rates of the interaural
TMTFs measured with interaurally correlated narrow-
band noise carriers differed from those for the interaural
TMTF measured with a tonal carrier. The source of these
differences is not clear.

�3� Consistent with the results of previous research, the
monaural TMTFs measured with a noise carrier exhib-
ited higher thresholds �relative to monaural TMTFs mea-
sured with a pure-tone carrier� at modulation frequencies
at which there are intrinsic fluctuations in the envelope
of the carrier. In a similar way, the interaural TMTFs
measured with uncorrelated noise carriers showed effects
consistent with interference produced by intrinsic inter-
aural fluctuations in the noise carrier. Specifically,
thresholds were slightly elevated for fm’s at which there
are larger intrinsic fluctuations in the interaural intensity
differences of the carrier. The masking functions
�amount of masking produced by intrinsic fluctuations as
a function of signal modulation frequency� for the mon-
aural and interaural TMTFs differed in form. Intrinsic
monaural fluctuations generally produced more masking
than binaural fluctuations at lower signal modulation
frequencies.
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1The choice of which points of each TMTF would be included in each fit
was arbitrary to some extent. The stated criterion for data points to be
included was to include those points up to the fm at which the slope of the
TMTF changes from positive to negative. Strictly speaking, the slope of the
monaural and interaural TMTFs for the tone changed from positive to
negative at fm=20 Hz, while the slopes of the two correlated noise inter-
aural TMTFs changed sign at fm=10 Hz. In practice, the slope-change
criterion was applied to each TMTF above the fm at which each function

appeared to show a systematic rolloff or clear lowpass characteristic, de-
termined by eye. The fitted functions are plotted through only those points
used to obtain the fits in Fig. 4.

Bernstein, L. R., and Trahiotis, C. �1994�. “Detection of interaural delay in
high-frequency sinusoidally amplitude-modulated tones, two-tone com-
plexes, and bands of noise,” J. Acoust. Soc. Am. 95, 3561–3567.

Bernstein, L. R., and Trahiotis, C. �2005�. “Processing of interaural temporal
disparities with both ‘transposed’ and conventional stimuli,” in Auditory
Signal Processing: Physiology, Psychoacoustics, and Models edited by D.
Pressnitzer, A. de Cheveigne, S. McAdams, and L. Collet �Springer, New
York, in press�.

Culling, J. F., and Summerfield, Q. �1998�. “Measurements of the binaural
temporal window using a detection task,” J. Acoust. Soc. Am. 103, 3540–
3553.

Dau, T., Kollmeier, B., and Kohlrausch, A. �1997�. “Modeling auditory
processing of amplitude modulation. I. Detection and masking with
narrow-band carriers,” J. Acoust. Soc. Am. 102, 2892–2905.

Dau, T., Verhey, J., and Kohlrausch, A. �1999�. “Intrinsic envelope fluctua-
tions and modulation-detection thresholds for narrow-band noise carriers,”
J. Acoust. Soc. Am. 106, 2752–2760.

Glasberg, B. R., and Moore, B. C. J. �1990�. “Derivation of auditory filter
shapes from notched-noise data,” Hear. Res. 47, 103–138.

Goldstein, J. L. �1967�. “Auditory spectral filtering and monaural phase
perception,” J. Acoust. Soc. Am. 41, 458–479.

Grantham, D. W. �1984�. “Discrimination of dynamic interaural intensity
differences,” J. Acoust. Soc. Am. 76, 71–76.

Grantham, D. W., and Bacon, S. P. �1991�. “Binaural modulation masking,”
J. Acoust. Soc. Am. 89, 1340–1349.

Grantham, D. W., and Wightman, F. L. �1979�. “Detectability of a pulsed
tone in the presence of a masker with time-varying interaural correlation,”
J. Acoust. Soc. Am. 65, 1509–1517.

Joris, P. X. �1996�. “Envelope coding in the lateral superior olive. II. Char-
acteristic delays and comparison with responses in the medial superior
olive,” J. Neurophysiol. 76, 2137–2156.

Klumpp, R. G., and Eady, H. R. �1956�. “Some measurements of interaural
time difference thresholds,” J. Acoust. Soc. Am. 28, 859–860.

Kohlrausch, A., Fassel, R., and Dau, T. �2000�. “The influence of carrier
level and frequency on modulation and beat-detection thresholds for sinu-
soidal carriers,” J. Acoust. Soc. Am. 108, 723–734.

Kollmeier, B., and Gilkey, R. H. �1990�. “Binaural forward and backward
masking: Evidence for sluggishness in binaural detection,” J. Acoust. Soc.
Am. 87, 1709–1719.

Lawson, J. L., and Uhlenbeck, G. E. �1950�. Threshold Signals, Radiation
Laboratory Series, Vol. 24 �McGraw-Hill, New York�.

Levitt, H. �1971�. “Transformed up-down methods in psychophysics,” J.
Acoust. Soc. Am. 49, 467–477.

Lorenzi, C., Soares, C., and Vonner, T. �2001�. “Second-order temporal
modulation transfer functions,” J. Acoust. Soc. Am. 110, 1030–1038.

Nuetzel, J. M., and Hafter, E. R. �1976�. “Lateralization of complex wave-
forms: Effects of fine structure, amplitude, and duration,” J. Acoust. Soc.
Am. 60, 1339–1346.

Rickert, M. E., and Viemeister, N. F. �1998�. “Temporal versus spectral cues
in AM detection,” J. Acoust. Soc. Am. 103, 2842.

Stellmack, M. A., Viemeister, N. F., and Byrne, A. J. �2004�. “Monaural and
interaural intensity discrimination: Level effects and the ‘binaural advan-
tage’,” J. Acoust. Soc. Am. 116, 1149–1159.

Viemeister, N. F. �1979�. “Temporal modulation transfer functions based
upon modulation thresholds,” J. Acoust. Soc. Am. 66, 1364–1380.

Viemeister, N. F., Rickert, M., Law, M., and Stellmack, M. �2002�. “Psy-
chophysical and physiological aspects of auditory temporal processing,” in
Genetics and the Function of the Auditory System, Proceedings of the 19th
Danavox Symposium, edited by L. Tranebjaerg, J. Christensen-Dalsgaard,
T. Andersen, and T. Poulsen �Holmens Trykkeri, Denmark�, pp. 273–291.

Wiegrebe, L., and Patterson, R. D. �1999�. “Quantifying the distortion prod-
ucts generated by amplitude-modulated noise,” J. Acoust. Soc. Am. 106,
2709–2718.

Yin, T. C. T. �2002�. “Neural mechanisms of encoding binaural localization
cues in the auditory brainstem,” in Integrative Functions in the Mamma-
lian Auditory Pathway, edited by D. Oertel, R. R. Fay, and A. N. Popper
�Springer, New York�, pp. 99–159.

2518 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Stellmack et al.: Monaural and interaural temporal resolution



Consequences of cochlear damage for the detection of interaural
phase differences

Stéphane Lacher-Fougèrea� and Laurent Demanyb�
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146 rue Leo Saignat, F-33076 Bordeaux, France
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Thresholds for detecting interaural phase differences �IPDs� in sinusoidally amplitude-modulated
pure tones were measured in seven normal-hearing listeners and nine listeners with bilaterally
symmetric hearing losses of cochlear origin. The IPDs were imposed either on the carrier signal
alone—not the amplitude modulation—or vice versa. The carrier frequency was 250, 500, or 1000
Hz, the modulation frequency 20 or 50 Hz, and the sound pressure level was fixed at 75 dB. A
three-interval two-alternative forced choice paradigm was used. For each type of IPD �carrier or
modulation�, thresholds were on average higher for the hearing-impaired than for the normal
listeners. However, the impaired listeners’ detection deficit was markedly larger for carrier IPDs
than for modulation IPDs. This was not predictable from the effect of hearing loss on the sensation
level of the stimuli since, for normal listeners, large reductions of sensation level appeared to be
more deleterious to the detection of modulation IPDs than to the detection of carrier IPDs. The
results support the idea that one consequence of cochlear damage is a deterioration in the perceptual
sensitivity to the temporal fine structure of sounds.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2032747�

PACS number�s�: 43.66.Sr, 43.66.Mk, 43.66.Pn �AK� Pages: 2519–2526

I. INTRODUCTION

The response of an auditory nerve �AN� fiber to a pure
tone is normally phase-locked to the stimulus, as long as its
frequency does not exceed a few kilohertz �Rose et al.,
1967�. Owing to this phase-locking mechanism, information
on the temporal fine-structure of sounds is conveyed to
higher levels of the auditory system. Listeners with normal
hearing do process that information. This is most clearly
demonstrated by their ability to detect small interaural phase
differences in binaurally presented pure tones, even in the
absence of onset or offset cues �Hafter et al., 1979�. It is
believed that, in addition to its important role in the localiza-
tion of sounds, the peripheral encoding of temporal fine-
structure also plays a role in the perception of pitch �e.g.,
Moore, 1973� and the identification of spectral profiles such
as those of vowels �Young and Sachs, 1979�.

A few physiological studies have been devoted to the
consequences of cochlear damage for the phase-locking ca-
pacity of AN fibers. Woolf et al. �1981� produced substantial
destruction of outer hair cells in the cochleas of chinchillas,
and found that this reduced significantly the precision of
phase-locking in individual AN fibers. However, the results
of Woolf et al. are at odds with those reported by Harrison
and Evans �1979� and Miller et al. �1997�, who found no loss
in the quality of phase-locking following severe hair cell
lesions due to the injection of kanamycin in guinea pigs
�Harrison and Evans� or an acoustic trauma in cats �Miller et

al.�. From the physiological literature, therefore, it is far
from clear that human listeners with damaged cochleas
should have a subnormal perceptual sensitivity to the tempo-
ral fine structure of sound waveforms. Yet, several psycho-
physical studies have suggested that this is the case.

Part of the psychophysical evidence comes from experi-
ments on the detection of slow frequency modulation �Zurek
and Formby, 1981; Moore and Glasberg, 1986; Lacher-
Fougère and Demany, 1998; Moore and Skrodzka, 2002;
Buss et al., 2004�. For normal listeners, the perceptual detec-
tion of slow frequency modulation imposed on low-
frequency sinusoidal carriers seems to rest, at the AN level,
on temporal cues rather than on tonotopic cues �see Moore
and Sek �1996� or Lacher-Fougère and Demany �1998� for a
review of the psychophysical arguments supporting that
view�. In cases of cochlear damage, the detection thresholds
of such modulations are generally elevated, and this eleva-
tion is very pronounced if the damage is severe. Recently,
Moore and Moore �2003� have also argued that cochlear
damage has a deleterious effect on the ability to discriminate
the fundamental frequency of harmonic complex tones on
the basis of cues related to the temporal fine structure of the
waveform.

More direct evidence has been provided by two studies
on the detection of interaural time delays �ITDs� in binaural
stimuli �Hawkins and Wightman, 1980; Buus et al., 1984�. In
listeners with severe, wide-band, and bilaterally symmetric
hearing losses of cochlear origin, the detectability of an ITD
in a narrow-band noise centered at 500 Hz �Hawkins and
Wightman, 1980� or in a 500- or 1000-Hz tone burst �Buus et
al., 1984� is strongly impaired. For the same listeners, in
contrast, the detectability of an interaural intensity difference
can be normal, according to Hawkins and Wightman. More-
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over, according to Buus et al., the detectability of an ITD in
a 4000-Hz tone burst presented at a high SPL �100 dB� is in
general nearly normal. In agreement with the latter finding,
Smoski and Trahiotis �1986� reported that an ITD in a
narrow-band sound centered at 4000 Hz is generally not
harder to detect by impaired listeners than by normal ones
when the stimulus is presented at a constant sensation level
of 25 dB. In the case of a 500- or 1000-Hz tone burst, normal
listeners are sensitive to the ongoing interaural phase differ-
ence produced by an ITD; but this is no longer true at 4000
Hz, in which case an ITD is detectable only by virtue of the
delay in the amplitude envelope. Thus, the frequency-
selective detection deficit observed by Buus et al. �1984� in
listeners with cochlear damage suggests that such listeners
have a subnormal sensitivity to temporal fine structure per
se.

This suggestion is still not logically compelling, how-
ever. Besides, it should be noted that Hawkins and Wightman
�1980� did not find a stronger deficit of ITD detection at 500
Hz than at 4000 Hz in their hearing-impaired subjects, al-
though the audiometric deficit of some of these subjects was
larger at 500 than at 4000 Hz. We reasoned that a more
convincing demonstration might be provided by dissociating,
within a given set of binaural stimuli, the interaural relations
between the fine structures and the envelopes. In the present

study, binaural stimuli consisting of sinusoidally amplitude-
modulated pure tones were used and listeners had to detect
interaural phase differences �IPDs� imposed either on the
carrier signal alone—not the amplitude modulation—or vice
versa �see Fig. 1�. The carrier frequency was varied but kept
within the range for which the binaural system is normally
sensitive to fine-structure IPDs. The modulation frequency
was always low enough to preclude cochlear resolution of
the sounds’ three spectral components. In our main experi-
ment �experiment 1�, the performance of normal listeners in
the two tasks �carrier versus modulation, i.e., fine structure
versus envelope� was compared to that of sensorineurally
impaired listeners. Two additional experiments were con-
ducted to determine if the impaired listeners’ detection defi-
cits in experiment 1 could simply originate from the fact that,
for these listeners, the sensation level of the stimuli was ab-
normally low.

II. EXPERIMENT 1

A. Listeners

Sixteen listeners were tested. Seven of them �forming
the normal group; age range: 24–45 yr� had, for each ear,
absolute thresholds that did not exceed 20 dB HL �ISO 389
standard� from 250 to 8000 Hz. The other nine listeners
�forming the impaired group; age range: 42–68 yr� had
purely cochlear hearing losses which were similar for the
two ears. The cochlear origin of their auditory deficits was
established following a clinical examination including otos-
copy, tonal and speech audiometry with air/bone gap mea-
sures, immitance audiometry, and BER recording �or MRI in
one case�. Their audiograms are presented in Table I. Listen-
ers 1 and 5 were presbycusic. The hearing loss of Listeners 4
and 6 was congenital. The hearing loss of Listener 8 had
been of the ”sudden” type. For the remaining four impaired
listeners, the origin of hearing loss was unknown.

B. Stimuli

We used 500-ms stimuli which were gated on and off
with interaurally synchronous linear amplitude ramps of 50
ms. At each ear, before gating, the stimulus was an
amplitude-modulated sinusoid defined by

FIG. 1. Sinusoidally amplitude-modulated sinusoids. Two pairs of such
functions are shown. In the top part �a�, the two modulations are in phase
but there is a 90° phase difference between the two carriers. In the bottom
part �b�, the two carriers are in phase but there is a 90° phase difference
between the two modulations.

TABLE I. Audiograms of the hearing-impaired listeners. In columns 2–7, the two numbers in each cell are the
absolute thresholds for the left and right ears, in dB HL.

Listener �age� 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

1 �59� 5/10 10/15 20/20 15/25 45/65 65/90
2 �55� 15/20 20/20 20/20 30/25 45/35 50/30
3 �68� 25/20 30/20 35/30 45/30 55/50 55/40
4 �42� 30/20 30/30 40/40 50/55 60/65 70/60
5 �61� 20/20 25/35 45/50 70/60 65/55 75/65
6 �57� 30/25 50/35 65/55 65/70 70/95 80/100
7 �64� 25/35 35/35 40/40 35/35 35/25 35/20
8 �47� 45/40 50/40 40/45 45/45 50/60 50/60
9 �67� 40/45 55/50 55/60 50/45 25/15 35/20
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s�t� = sin�2� . Fcar . t + �car� · �1 + sin�2� . Fmod . t

+ �mod�� , �1�

in which Fcar represents the carrier frequency–250, 500, or
1000 Hz–, Fmod the modulation frequency–20 or 50 Hz–,
and t is time. The phases �car and �mod had a fixed value of
0° at the right ear. One of these two phases could be
different from 0° at the left ear. In this case, it was always
positive �without exceeding 180°�. During the measure-
ment of just-detectable IPDs, the sound pressure level was
75 dB at each ear. For the impaired listeners, this was
always sufficient to make the stimuli clearly detectable at
both ears �as confirmed by the listeners’ verbal reports�.
The stimuli were generated via 16-bit digital-to-analog
converters �Oros AU22�, at a sampling rate of 19 kHz, and
presented by means of TDH-39P earphones, in a double-
walled soundproof booth.

C. Procedure

Each listener took part in four experimental sessions of
about 1 h, on different days. At the beginning of every ses-
sion, before the measurement of just-detectable IPDs, the
listener was required to perform a series of �typically six�
across-ear intensity-matching trials. This test had two goals.
The first was to check that, when the stimulus was diotic, the
spatial position of the perceived sound was approximately
central �rather than lateralized on the left or right due to an
asymmetry of loudness�. The second goal was to obtain in-
formation on the listener’s sensitivity to interaural intensity
differences. In each intensity-matching trial, the listener was
repeatedly presented with a stimulus for which �car and �mod

were 0° at both ears, Fmod was 20 Hz, and Fcar was either
250, 500, or 1000 Hz. Consecutive stimulus presentations
were separated by a 500-ms silent interval. The SPL was
fixed at 75 dB at one ear �the left ear on about 50% of trials�
and was variable at the other ear. Initially, the variable SPL
differed from 75 dB by a random amount, within a range of
±10 dB. The listener’s task was to center the sound image, as
accurately as possible, by adjusting the variable SPL. This
could be done by steps of ±1 or 4 dB, using four labeled
buttons. The listener had an unlimited amount of time to
perform his or her adjustment, and pressed a fifth button to
record it when satisfied.

Detection thresholds for IPDs were then measured with
an adaptive forced-choice method, the SPL being 75 dB at
each ear. In a given block of trials, Fcar and Fmod were fixed.
On each trial, three successive stimuli separated by 500-ms
silent pauses were presented. There was an IPD in only one
of them: either the second or the third stimulus, at random
and equiprobably. The listener’s task was to identify the po-
sition of this stimulus by pressing one of two buttons. Visual
feedback was provided by means of light-emitting diodes.
Initially, the IPD was large. It was divided by the cube root
of 1.5 following every correct response. Following a wrong
response, it was multiplied by 1.5, or set to 180° if a multi-
plication by 1.5 produced an IPD exceeding 180°. Each
block of trials ended after 14 reversals in the IPD variation.
The geometric mean of the last 10 reversal points was taken

as an estimate of the just-detectable IPD. In the absence of
ceiling effects in the IPD variation, this threshold estimate
corresponded to the 75% correct point of the psychometric
function �Kaernbach, 1991�. Overall, 24% of the threshold
measurements forming the impaired listeners’ raw data were
biased by ceiling effects. Such effects occurred more fre-
quently when the IPD was imposed on �car �30.5% of thresh-
old measurements� than when the IPD was imposed on �mod

�17.0%�.
Thresholds were mainly measured for three combina-

tions of Fcar and Fmod:500/20 Hz �in which case data were
obtained from each listener�, 1000/20 Hz �data obtained
from four normal listeners and the entire impaired group�,
and 500/50 Hz �five impaired listeners and the entire normal
group�. Two normal and two impaired listeners were also
tested using the 250/20-Hz combination. For a given
Fcar /Fmod combination and a given type of IPD ��car or
�mod�, the total number of threshold estimations per subject
was typically equal to 7; however, it was sometimes smaller;
its mean value was 6.3. As a rule, when more than four
estimates had been obtained, only the last four were consid-
ered in the data analysis; their geometric mean was taken as
the listener’s threshold. For one impaired listener, however,
only the last two estimates were averaged owing to the ex-
istence of a very strong practice effect �improvement of
thresholds� in all conditions.

D. Results

The data collected during the intensity-matching trials
are summarized in Fig. 2. For a given listener and Fcar, we
computed: �i� the absolute value of the mean of the adjusted
interaural intensity differences—an index called “absolute
shift” �from 0, i.e., no ear asymmetry�; �ii� the standard de-
viation of the adjusted interaural intensity differences—an
index called “random error.” The top panel of Fig. 2 displays
the mean value of the absolute shifts measured in the normal
group �open circles� and the impaired group �closed circles�,
as a function of Fcar. What must be noted here is the absence
of a definite difference between the two groups. A two-way
analysis of variance �ANOVA� with listeners as the random
factor confirmed that the “group” factor had no significant
main effect �F�1,42��1� and did not interact significantly
with the ”frequency” factor �F�2,42��1�. This outcome im-
plies that, as we wished, the detection of IPDs by the
hearing-impaired listeners was not liable to be significantly
disrupted by abnormal asymmetries in loudness. The appar-
ent absence of such asymmetries is not very surprising since,
up to 2000 Hz, the two monaural audiograms of the impaired
listeners were closely matched: the average interaural differ-
ence between the absolute thresholds at a given frequency
was only 5 dB �cf. Table I�.

In the bottom panel of Fig. 2, it can be seen that there
was also no pronounced difference between the two groups
with respect to the within-subject variability of the adjust-
ments. An ANOVA performed on these data showed that the
main effect of group was only marginally significant
�F�1,42�=2.92; P=0.095�. This result is consistent with
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Hawkins and Wightman’s �1980� finding of normal interaural
intensity difference thresholds in listeners with sensorineural
hearing loss.

In Fig. 3, we have plotted the mean IPD thresholds mea-
sured in the normal group. For the fine-structure task �detec-
tion of interaural differences in �car�, the mean thresholds
increased very slightly from 250 to 500 Hz, and to a larger
extent from 500 to 1000 Hz; at 500 Hz, no effect of Fmod was

found. As shown in Fig. 3, our results are similar to those
reported by Durlach and Colburn �1978� for unmodulated
pure tones at 50 dB SL. For the envelope task �detection of
interaural differences in �mod�, the effect of Fcar on thresh-
olds was different: thresholds were highest at 250 Hz and
almost the same at 500 and 1000 Hz; but at 500 Hz, again,
no marked effect of Fmod was found. At 1000 Hz, essentially
identical mean thresholds were obtained for the two tasks.

Figure 4 shows the IPD thresholds measured for each
member of the two groups of listeners. The four panels cor-
respond to the four combinations of Fcar and Fmod. Open and
closed symbols, respectively, represent normal and impaired
listeners. Diamonds symbolize pairs of thresholds �fine-
structure and envelope� which are both underestimated due
to ceiling effects �cf. Sec. II C�. When only the fine-structure
threshold is underestimated, the symbol used is a triangle
pointing to the right. Globally, thresholds were poorer in the
impaired group than in the normal group for both tasks, but
the impaired listeners’ deficit was larger for the fine-structure
task. This was true for every Fcar /Fmod combination. In each
panel is drawn an oblique line which has a slope of 1 and
goes through the centroid of the normal listeners’ data. If the
impaired listeners had been equally deficient in the fine-
structure task and the envelope task, then their data points
would have fallen equally often above and below the oblique
lines. It can be seen that this was not the case. Overall, out of
the 25 relevant data points, only three fall above the line.
This asymmetry is statistically significant �P�0.001, bino-
mial test�. Moreover, 7 times out of 25, an impaired listener’s
fine-structure performance was strongly subnormal while his
or her envelope performance was normal. The converse was

FIG. 2. Results of the intensity-matching test. Open and closed circles,
respectively, represent normal and hearing-impaired listeners. Top panel:
mean absolute shifts. Bottom panel: mean random errors. The error bars
represent standard deviations.

FIG. 3. IPD thresholds measured for normal listeners in experiment 1. For
comparison, the fine-structure IPD thresholds displayed by Durlach and Col-
burn �1978, p. 417� are also plotted; these thresholds represent a synthesis of
data published by Klumpp and Eady �1956� and Zwislocki and Feldman
�1956�. A logarithmic scale is used on both axes.

FIG. 4. IPD thresholds measured in experiment 1 for each member of the
two groups of listeners. The four panels correspond to the four combinations
of Fcar and Fmod. Open and closed symbols, respectively, represent normal
and impaired listeners. Diamonds symbolize pairs of thresholds which are
both underestimated due to ceiling effects. When only the fine-structure
threshold is underestimated, the symbol used is a triangle pointing to the
right. The oblique line displayed in each panel has a slope of 1 and goes
through the centroid of the normal listeners’ data.
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never observed. For each task and Fcar /Fmod combination,
we indicate in Table II the geometric mean of the thresholds
measured in each group, as well as the ratio of the two means
�impaired/normal�. The ratios have a geometric mean of 9.9
for the fine-structure task, and 3.6 for the envelope task.

For the three main Fcar /Fmod combinations �500/20,
500/50, and 1000/20 Hz�, the impaired listeners’ IPD
thresholds are replotted in Fig. 5 as a function of the absolute
threshold �for the ear with greater loss in case of inequality�
at Fcar. Here, digits identify the listeners. In the upper left
panel, it can be seen that the fine-structure IPD threshold
measured in a given listener for the 500/50-Hz combination
�small digits� was generally similar to his or her fine-
structure threshold for the 500/20-Hz combination �large
digits�. There was also a within-subject similarity of the en-
velope thresholds measured for these two Fcar /Fmod combi-
nations �lower left panel�. However, the fine-structure thresh-
olds were not significantly correlated with the absolute
thresholds at 500 Hz �r=0.09 for Fmod=20 Hz; r=0.26 for
Fmod=50 Hz�. This result conflicts with the rather high �ap-
proximately 0.7� correlations between ITD thresholds and
absolute thresholds observed by Hall et al. �1984� for
500-Hz tone bursts at 70 dB SPL and by Hawkins and
Wightman �1980� for 85-dB narrow-band noises in the same

spectral region. On the other hand, our data confirm previous
evidence �Hawkins and Wightman, 1980; Smoski and Trahi-
otis, 1986� that, in listeners with bilateral cochlear hearing
losses at high frequencies but normal absolute thresholds at
low frequencies, the ITD threshold at low frequencies may
be abnormally large: at 500 Hz, Listener 1 had abnormal
fine-structure IPD thresholds, but normal absolute thresholds
and normal envelope IPD thresholds. At 1000 Hz, however,
we found a higher and significant correlation �r=0.68, P
=0.04� between fine-structure IPD thresholds and absolute
thresholds. Similar correlations were found, at 500 and 1000
Hz, between the envelope IPD thresholds and the absolute
thresholds �average r :0.62�. Note finally that there was no
significant correlation between the impaired listeners’ ages
and their fine-structure thresholds �average r : 0.35� or enve-
lope thresholds �average r :0.32�.

III. EXPERIMENTS 2 AND 3

A. Rationale and method

In experiment 1, the hearing-impaired listeners showed a
larger deficit for the fine-structure task than for the envelope
task. Could this be due to the fact that the sensation level of
the stimuli �which had a fixed SPL, 75 dB� was generally
lower for the impaired listeners than for the normal ones? To
answer that question, we performed two experiments assess-
ing, in normal listeners, the effect of a reduction in sensation
level on the detectability of fine-structure and envelope IPDs.

The stimuli used in experiment 2 were identical to those
used in the 500/20-Hz condition of experiment 1. They thus
had a fixed SPL of 75 dB. They were presented either alone
or together with a masker which reduced their sensation
level. The masker was a diotic and continuous white noise
low-pass filtered at 1250 Hz. It was produced by an analog
generator �Brüel & Kjaer, WB 1314� and presented at an
SPL of 69.5 dB. In the presence of this masker, for the au-
thors, the sensation level of the stimuli was about 22 dB.
Three listeners were tested. Two of them—the authors—had
previously served as subjects in experiment 1. The third
listener—a student with normal hearing—was trained during
four 1-h sessions before data collection began.

In experiment 3, one of the two conditions of testing was
again identical to the 500/20-Hz condition of experiment 1.
In the other condition, the sensation level of the stimuli was
reduced not by the addition of noise but simply by a 40-dB
decrease of intensity: the stimuli were presented at 35 dB
SPL. The three listeners who served as subjects included
author L.D. and two audiometrically normal students, who
were initially trained for 3–4 h.

TABLE II. Geometric means of the individual thresholds measured �in degrees� for the two groups of listeners,
and ratios of the two means �impaired/normal� obtained for each condition.

Fine-structure thresholds Envelope thresholds

Fcar /Fmod 250/20 500/20 500/50 1000/20 250/20 500/20 500/50 1000/20

Normal-hearing group 3.37 3.75 3.82 7.89 19.79 7.80 9.72 7.36
Impaired-hearing group 66.28 24.50 34.35 67.30 68.54 22.25 39.29 29.85

Ratio 19.7 6.5 9.0 8.5 3.5 2.9 4.0 4.1

FIG. 5. IPD thresholds of the impaired listeners as a function of their abso-
lute threshold �for the ear with greater loss in case of inequality� at Fcar.
Each listener is identified by a digit consistent with Table I. Large digits are
used for Fmod=20 Hz, smaller digits for Fmod=50 Hz.
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B. Results

The data collected in experiment 2 consisted of five
threshold estimates in each cell of the design �3 subjects
�2 IPD types �fine structure versus envelope��2 contexts
�no noise versus noise��. The geometric means of these esti-
mates are displayed in the top panel of Fig. 6. Adding noise
to the stimuli had similar consequences for the three listen-
ers. This produced a degradation of thresholds for the enve-
lope task, but had no effect for the fine-structure task. A
three-way ANOVA performed on the logarithms of the
threshold estimates confirmed the existence of a significant
interaction between the “IPD type” and “context” factors
�F�1,48�=36.3, P�0.001�.

In experiment 3, ten threshold estimates were obtained
for each cell of the design �3 subjects�2 IPD types �fine
structure versus envelope� �2 intensities�. The results, dis-
played in the bottom panel of Fig. 6, were similar to those of
experiment 2: reducing the sensation level of the stimuli did
not markedly affect performance for the fine-structure task,
but was definitely deleterious for the envelope task. An
ANOVA confirmed the existence of a significant interaction
between the “IPD type” and “intensity” factors �F�1,108�
=56.2, P�0.001�.

C. Discussion

In a previous study by Smoski and Trahiotis �1986�, the
ability of normal listeners to detect ITDs has been assessed
using narrow-band sounds spectrally centered at 500 or 4000

Hz and presented either at 80 dB SPL—i.e., about 60 dB
SL—or at 25 dB SL. At both frequencies, it was found that
detection thresholds were poorer for the lower SL. However,
the SL effect appeared to be markedly larger at 4000 than at
500 Hz. The latter finding is qualitatively consistent with our
own results insofar as ITDs at 4000 and 500 Hz are, respec-
tively, detected on the basis of envelope and fine-structure
cues.

From the present results, two conclusions can be drawn
with regard to the source of the hearing-impaired listeners’
deficits observed in experiment 1. First, their deficit in the
detection of envelope IPDs is probably due, at least in part,
to the fact that the stimuli had, for them, a lower SL than for
the normal group. Second, their larger deficit in the detection
of fine-structure IPDs must originate, at least in part, from
factors other than the elevation of their absolute thresholds.

IV. GENERAL DISCUSSION

The aim of this study was to test the hypothesis that one
consequence of cochlear damage is a deficit in the sensitivity
to the temporal fine structure of sounds. This hypothesis was
tested by comparing the effects of cochlear damage on the
detection of fine-structure IPDs and envelope IPDs. By mak-
ing such comparisons in common spectral regions, using
identical standard stimuli, we ensured that the two detection
tasks would recruit the same cochlear cells for a given lis-
tener. In addition, it is reasonable to conjecture that the cen-
tral mechanisms involved were also the same for both tasks.
In support, two points should be made. First, at least for
normal listeners and near threshold, the subjective cue per-
mitting identification of the target stimulus presented on a
given trial was spatial position for both tasks—a lateraliza-
tion of the target on the left. Second, Colburn and Esquissaud
�1976� and Bernstein and Trahiotis �2002� have explicitly
suggested that ITDs in the fine structure of sound wave
forms and in their envelopes are processed by one and the
same binaural mechanism. Bernstein and Trahiotis �2002�
argued that the detection of both types of ITDs can be ac-
counted for by a model based on normalized interaural cor-
relations computed subsequent to known stages of peripheral
auditory processing �augmented by a realistic low-pass filter-
ing of envelopes�. It should be pointed out, however, that
Stellmack et al. �2005� recently questioned the validity of
this model for the detection of envelope IPDs.

In our group of hearing-impaired listeners, we found a
large variability of performance, in line with previous studies
of binaural processing by similar populations �e.g., Hawkins
and Wightman, 1980; Gabriel et al., 1992�. We also found a
global deficit in the detection of envelope IPDs, which could
be ascribed in part to the elevation of these listeners’ absolute
thresholds. However, a markedly larger deficit was observed
for the detection of fine-structure IPDs, and this was not
expected on the basis of the elevation in absolute threshold.
Therefore, it does seem warranted to conclude from the
present research that cochlear damage produces, indepen-
dently of its deleterious effect on absolute thresholds, a de-
terioration in the monaural encoding of temporal fine-
structure. A similar suggestion had been made before, on the

FIG. 6. IPD thresholds measured in experiment 2 �upper panel� and experi-
ment 3 �lower panel�. The five listeners are represented by different symbol
shapes.
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basis of different data and more speculatively �Hall et al.,
1984; Buus et al., 1984; Lacher-Fougère and Demany, 1998;
Moore and Skrodzka, 2002; Buss et al., 2004�.

In our experiments, the IPD-type factor �fine structure
versus envelope� was combined with a periodicity factor: the
fine-structure cycles �1–4 ms� were always shorter than the
envelope cycles �20–50 ms�. This was essentially unavoid-
able. Should one interpret the main finding as an effect of
periodicity rather than as an effect of IPD type? Against such
a view, the deficits observed in the impaired listeners for the
detection of fine-structure IPDs were not stronger at 1000 Hz
than at 500 or 250 Hz �see Fig. 4 and Table II�. This suggests
that the crucial factor was IPD type per se. In cases of co-
chlear damage, presumably, pure tones tend to have an ab-
normal temporal representation at the AN level.

How could this happen? A straightforward idea is that,
in consequence of cochlear damage, the precision of phase-
locking in individual AN fibers is reduced. However, as
pointed out in Sec. I, the results of two physiological studies
�Harrison and Evans, 1979; Miller et al., 1997� do not sup-
port this notion. Thus, another possible scenario should be
looked for. In this regard, Buss et al. �2004� suggested that
cochlear damage is rather often associated with a reduction
in the number of inner hair cells that are responsive to sound,
and that reductions in performance are due to the fact that
there are fewer channels providing information. A decrease
in the number of responsive AN fibers could indeed lead to a
poorer sensitivity to temporal fine structure because the re-
sponses of distinct AN fibers to a tone are statistically inde-
pendent point processes �Johnson and Kiang, 1976�: if, for
instance, one fiber does not respond to a given cycle of the
tone, a neighboring fiber may not miss this cycle. The inputs
to the binaural neurons do not come from AN fibers but from
the anteroventral cochlear nuclei. At this level, remarkably,
Joris et al. �1994� have found that phase-locking is typically
more accurate than in AN fibers. This improvement presum-
ably requires a convergence of AN inputs, which might be
reduced in case of damage to the inner hair cells.

In addition, as pointed out by Moore and Skrodzka
�2002�, an optimum combination of the fine-structure tempo-
ral information conveyed by separate AN fibers may require
a specific traveling wave pattern on the basilar membrane,
and cochlear damage is liable to modify significantly the
normal pattern. The second part of this hypothesis is consis-
tent with the results of recent studies concerning the conse-
quences of cochlear damage for the masking of pure tones by
harmonic complexes with low fundamental frequencies
�Summers and Leek, 1998; Oxenham and Dau, 2004�. In
normal listeners, the magnitude of masking is strongly de-
pendent on the relative phases of the masker’s components,
and the phase relationships producing maximum and mini-
mum masking apparently correspond to uniform phase cur-
vatures of the masker. In cochlear hearing-impaired subjects,
on the other hand, the effect of masker phase curvature on
the magnitude of masking is much weaker. This might sim-
ply originate from a reduction of cochlear compression in
case of cochlear damage. However, Oxenham and Dau
�2004� proposed an interesting alternative interpretation.
They argue that, in hearing-impaired listeners, the phase re-

sponse of the cochlea itself could be markedly nonuniform.
If this were true, large variations in masking would not be
expected from maskers with variable but always uniform
phase curvatures.

The validity of the above-mentioned hypotheses is un-
certain. Further research is obviously needed to determine
precisely why cochlear lesions affect the perceptual sensitiv-
ity to the temporal fine structure of sounds.
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Two experiments on the discrimination of time-varying tactile stimuli were performed, with
comparison of stimulus delivery to the distal pad of the right index finger and to the right wrist
�palmar surface�. Subjects were required to perceive differences in short sequences of
computer-generated stimulus elements �experiment 1� or differences in short tactile stimuli derived
from a speech signal �experiment 2�. The pulse-train stimuli were distinguished by differences in
frequency �i.e., pulse repetition rate� and amplitude, and by the presence/absence of gaps ��100-
ms duration�. Stimulation levels were 10 dB higher at the wrist than at the fingertip, to compensate
for the lower vibration sensitivity at the wrist. Results indicate similar gap detection at wrist and
fingertip and similar perception of frequency differences. However, perception of amplitude
differences was found to be better at the wrist than at the fingertip. Maximum information transfer
rates for the stimuli in experiment 1 were estimated at 7 bits s−1 at the wrist and 5 bits s−1 at the
fingertip. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2031979�

PACS number�s�: 43.66.Wv, 43.71.Ma �RAL� Pages: 2527–2534

I. INTRODUCTION

In recent years there has been increased interest in tactile
perception in the context of information transfer in touch-
based human-machine interaction �Tan et al., 2000; van Erp
and van Veen, 2001; Bach-y-Rita and Kercel, 2003;
Cholewiak and Collins, 2003; Murray et al., 2003; Jansen et
al., 2004; van Erp and Verschoor, 2004�. Earlier studies on
tactile information transfer were often related to sensory sub-
stitution devices for the hearing or visually impaired, with
many of these devices involving spatially distributed stimu-
lation �Pickett and Pickett, 1963; Bliss, 1970; Clements et
al., 1982; Kirman, 1974; Snyder et al., 1982; Bach-y-Rita,
1983; Boothroyd, 1985; Brooks et al., 1985�. As might be
expected, the literature for basic studies of tactile perception
is dominated by studies on the hand, particularly the finger-
tip. This part of the skin is particularly sensitive in terms of
detection threshold. However, in applications such as tactile
communication with drivers or pilots �Raj et al., 1998; Tan et
al., 2000; van Erp and van Veen, 2001�, it may be advanta-
geous to use stimulation sites other than the hand: for ex-
ample, the forearm or torso. Similarly, of the vibrotactile
devices which have been designed to provide sensory substi-
tution for the hearing impaired, some of the most successful
have been designed for the wrist �Thornton and Phillips,
1992�. There is some anecdotal evidence to suggest these
alternative, less sensitive, sites are less effective for tactile
information transmission. �For example, users of wrist-worn
tactile devices have been observed using the fingers of their
“free” hand to rest on the output vibrator, in an attempt to

gain more information.� It has generally been assumed that,
even if the lower sensitivity at these alternative sites is com-
pensated by the use of stronger stimuli, other aspects of tac-
tile perceptual acuity are reduced in comparison to the more
sensitive sites, but there is no direct evidence for this from
previous studies. The present investigation addresses this is-
sue with measurements on vibrotactile stimuli presented
equivalently at the fingertip and at the wrist.

Only a small proportion of the substantial literature on
vibrotactile perception is related to the perception of time
variations in vibrotactile stimuli �e.g., Rothenberg et al.,
1977; Weisenberger, 1986; Formby et al., 1992�. Similarly,
the literature contains few studies which compare acuity of
vibrotactile perception between body sites. Verrillo, in sepa-
rate investigations �Verrillo, 1963, 1966, 1971�, measured
detection thresholds as a function of frequency for sinusoidal
stimulation at the thenar eminence, the volar forearm, and
the middle fingertip. His results show the fingertip to be the
most sensitive of these sites and the forearm to be the least
sensitive. Perception of changes in stimulation amplitude
across different sites has been investigated by Verrillo and
Chamberlain �1972�, who found that subjective intensity
magnitude grows more rapidly with vibration amplitude at
less sensitive sites such as the forearm, as compared to more
sensitive sites such as the fingertip. Similarly, Cholewiak
�1979� reported a rapid growth of sensation magnitude for
stimulation on the thigh, which is a less sensitive site.
�Gescheider �1990� measured the just-noticeable-difference
�jnd� for stimulus intensity at the thenar eminence and found
that subjects could detect increments of 0.7 dB, superim-
posed on a continuous background “pedestal” of vibration,
although larger jnd’s were observed under less favorable ex-a�Electronic mail: i.r.summers@exeter.ac.uk
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perimental conditions.� Perception of changes in stimulation
frequency at the forearm was investigated by Rothenberg
et al. �1977�, for sinusoidal and pulse stimuli over the fre-
quency range 20 to 300 Hz, with a comparison to results
from earlier measurements at the fingertip. Perception at the
two sites was found to be broadly similar, with jnd’s in fre-
quency corresponding to a Weber fraction ��f / f� of around
0.2. Similar results for frequency discrimination at the fin-
gertip have been reported by Goff �1967�. �Sherrick �1985�
reported that perceived frequency grows much less rapidly
with actual frequency in the frequency range above 100 Hz,
as compared to below 100 Hz.�

In the present study, two experiments on the perception
of time-varying tactile stimuli were performed, the first using
closely controlled computer-generated stimuli and the second
using stimuli with inherent variability, derived from a speech
input. The methodology is broadly the same as that described
in a previous paper �Summers et al., 1997� on perception at
the fingertip only.

II. EXPERIMENT 1

A. Stimuli

As in the previous experiment �Summers et al., 1997�,
the computer-generated stimuli were short sequences of
quasi-steady elements, overall duration 480 ms, intended as
a simplified representation of the longer sequences of stimu-
lus elements that might be used in a practical tactile-
communication device. Stimuli were presented as a
frequency-modulated signal �monophasic pulses� with a dy-
namic range for frequency �i.e., pulse repetition rate� of
25–400 Hz. Each stimulus comprised three 160-ms ele-
ments, with each element selected from nine possible fre-
quencies �at steps of 0.5 oct across the 25–400 Hz range�. In
an “odd-one out” task, each test item comprised three 480-
ms stimuli, separated by pauses of 1520 ms, including one
stimulus which differed in terms of the second of its three
elements. A typical test item might be

7 1 5 7 1 5 7 4 5

�see Fig. 1�a�� where the nine possible frequencies from
25 to 400 Hz are labeled by integers from 0 to 8. �In this
example the contrast between the stimuli is 1.5 oct, be-
tween 35 and 100 Hz.� The rationale for selecting frequen-
cies for the “context” elements �first and third elements
within the stimuli� and the “target” elements �second ele-
ments within the stimuli�, in order to give a representative
variety of test discriminations, is the same as has been
described previously �Summers et al., 1997�.

A redundant combination of frequency modulation and
amplitude modulation has previously been demonstrated to
provide an effective strategy for tactile information transmis-
sion �Summers et al., 1994, 1997�. For a tactile signal with
pulse waveform �but not for one with sinusoidal waveform�
the subjective intensity at constant pulse amplitude is rela-
tively independent of pulse frequency, for frequencies below
approximately 500 Hz �Rothenberg et al., 1977; Bernstein
et al., 1986�. The addition of amplitude modulation to a
frequency-modulated signal is therefore likely to give addi-

tional cues to discrimination of signal contrasts. However,
there is a suggestion from the previous investigation �Sum-
mers et al., 1997� that high levels of amplitude modulation
within a sequence of stimulus elements may result in the
masking of weaker stimulus elements by preceding or fol-
lowing stronger elements, and so may not produce the in-
tended enhancement of information transfer. In order to in-
vestigate such an effect, the present study includes stimulus
sets at three degrees of amplitude modulation �in combina-
tion with the frequency modulation outlined above�: in the
“no-AM” condition, the stimulus amplitude was held con-
stant at 24 dB sensation level �SL�; in the “half-AM” condi-
tion the stimulus amplitude was covaried redundantly with
frequency, in the same sense, with a dynamic range of
19–29 dB SL �2.5 dB amplitude change for each 1 oct
change of frequency�; in the “full-AM” condition the stimu-
lus amplitude was covaried redundantly with frequency, in
the same sense, with a dynamic range of 14–34 dB SL �5 dB
amplitude change for each 1 oct change of frequency�.

In addition to frequency and amplitude modulation of
suprathreshold signals, information can be transmitted sim-
ply in terms of the presence/absence of the tactile signal.
This aspect of information transfer �not covered in the pre-
vious investigation �Summers et al., 1997�� was incorporated
into the experiment by including short gaps within the
stimuli. The gaps were implemented by eliminating a se-
quence of consecutive pulses from the stimulus waveform.
With stimulus elements at frequencies labeled 0–8, as de-
scribed above, gaps were included within elements at fre-
quencies 1, 3, 5, 7 but not within elements at frequencies 0,
2, 4, 6, 8 �see Fig. 1�b��. The intention was to enhance the
discrimination of the 0.5-oct contrasts between “nearest
neighbors” within the frequency set—these contrasts are
very difficult to discriminate on the basis of frequency/
amplitude information alone. �Note that this strategy inciden-
tally also provides a “gap/no-gap” cue for the other “half-
integer” contrasts of 1.5, 2.5, and 3.5 oct. There is no such
cue for the “integer” contrasts of 1.0, 2.0, 3.0, and 4.0

FIG. 1. Schematic diagrams of the variation of stimulus frequency over the
time course of typical test items: �a� stimuli without gaps and �b� stimuli
with gaps. The nine possible stimulus frequencies are indicated on the ver-
tical axes. In �b�, gaps are indicated by breaks in the lines representing the
stimulus elements. In the “half-AM” and “full-AM” conditions the stimulus
amplitude is covaried redundantly with frequency �see main text for details�.
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oct—in fact the stimulus gaps that may occur in these cases
are expected to hinder discrimination by reducing the dura-
tion of frequency and amplitude cues�.

A typical test item with gaps might be

6 2 5* 6 3* 5* 6 3* 5*

where the asterisks indicate elements with gaps. Gaps were
positioned at the midpoint of the 160-ms element. Four dif-
ferent gap durations were used: 0 �i.e., no gap�, 40, 80,
and 120 ms. There are thus 24 test conditions in all: three
levels of amplitude modulation and four levels of gap du-
ration at two stimulation sites.

The stimulus delivery system, based around a Bruel &
Kjaer type 4810 vibrator which drives a 2-cm2 circular con-
tactor with no surround, has been described previously
�Summers et al., 1997�. Stimuli were presented at the finger-
tip and at the wrist—more precisely, to the distal pad of the
right index finger and to the palmar surface of the right distal
forearm. Subjects were instructed to rest the finger or wrist
lightly on the contactor, whose surface was horizontal. �The
static contact force was not controlled. In principle, conse-
quent variation of subjective intensity might lead to weak
stimulus elements being lost in some cases. However, this is
not expected to be a problem in the present study since all
stimulus elements are well above the nominal detection
threshold.� Noise masking via headphones was used to elimi-
nate acoustic cues from the vibrator. The stimulus waveform
was trains of Gaussian-like pulses, obtained by passing
1-ms rectangular pulses through a fourth-order low-pass
Bessel filter at 500 Hz. Sensation levels were calculated
from the baseline-to-peak pulse amplitude, with respect to
nominal thresholds of 0.5 �m for the fingertip and 1.6 �m
for the wrist. The latter figure is higher because of lower
sensitivity to vibration at the wrist. The figure of 0.5 �m for
the fingertip was taken from the previous investigation
�Summers et al., 1997�, where the nominal threshold was set
slightly above the estimated threshold of 0.3 �m, obtained
from preliminary measurements. In informal preliminary ex-
periments for the present study it was established that abso-
lute levels around 10 dB higher at the wrist than at the fin-
gertip are required to produce equal subjective intensity for
suprathreshold stimuli at the two sites. Hence the choice of
1.6 �m as the nominal threshold for the wrist, so that stimuli
at the wrist and at the fingertip with this 10-dB difference in
absolute level are calculated to have the same sensation
level.

B. Subjects

These were 12 normally hearing adults �age range
20 to 57 years�, 5 male and 7 female, including authors
DAG, PM, and BHB. They were not paid for their participa-
tion in the experiment. All but two had previous experience
with tactile tests. One subject became unavailable at the mid-
point of testing. A similar replacement subject was used to
complete the data. In both this experiment and experiment 2,
described below, the age range of subjects was such that
some variation in performance might be expected due to age-
related changes in tactile acuity �Van Doren et al., 1990�. In

practice it was not possible to separate any such age-related
effects from the intersubject variability typically observed in
experiments of this type.

C. Procedure

Subjects were presented with test items, each containing
three stimuli, and required to identify the “odd one out.”
Response �forced choice� was by keyboard entry. Each test
sequence �24 in all: one for each test condition� included 25
such discriminations, the last 20 of which were scored. There
was no specific training for the test, as the test protocol was
designed to avoid the necessity for this. However, at the start
of the experiment there was a short explanation and demon-
stration session lasting approximately five minutes. Subjects
with no previous experience of tactile experiments were
given additional time for demonstrations and familiarization
before their first test session. Each subject attended for 12
test sessions, with two test sequences �i.e., two test condi-
tions� in each session. The order of test conditions was per-
mutated across the subject group to balance any learning
effects, except that testing with 0- and 40-ms gaps was per-
formed some weeks before testing with 80- and 160-ms
gaps. �The original �balanced� experimental design involved
only 0- and 40-ms gaps, but longer gaps were added in the
light of results obtained with the shorter gaps. Fortunately,
observed learning effects were small, with equivalent test
items in the first and second rounds of tests producing scores
around two percentage points higher in the latter case�.

D. Results

Figure 2 shows mean scores for each of the 24 test con-
ditions. The “no AM” scores, for stimuli with frequency
modulation only, are generally well above the chance score
of 33% and are similar for the two stimulation sites. The
addition of amplitude modulation �“half AM” and “full AM”
data� results in increased mean scores, with greater enhance-
ment at the wrist than at the fingertip, and hence correspond-
ing mean scores for stimuli with both frequency and ampli-
tude modulation are generally higher for the wrist than for
the fingertip.

Analysis of variance �ANOVA� indicates a significant
effect of site �p=0.019�, a significant effect of amplitude
modulation �p=0.001�, and a significant interaction between
site and amplitude modulation �p=0.011�. There is also a
significant effect of gap duration �p=0.001�, corresponding
to the general rising trend observed for all six lines in Fig. 2.
This rising trend appears to be maintained across the full
range of gap durations, i.e., the enhancement due to gaps
outweighs the fact that gaps degrade other aspects of the
stimulus, even for the longer gaps.

As a consequence of the experimental design �see
above� the presence of gaps is expected to enhance discrimi-
nation of half-integer stimulus contrasts only. Gaps offer no
additional cue in the case of integer contrasts and are ex-
pected to hinder discrimination by reducing the duration of
frequency and amplitude cues. This is confirmed by the ex-
perimental data: When the effect of gap duration is consid-
ered separately for half-integer contrasts and for integer con-
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trasts, the overall rising trend observed in Fig. 2 �around 9
percentage points across the range at each stimulation site,
for data pooled over the various AM conditions� is seen to be
a combination of two effects: There is a larger rising trend
�around 20 percentage points across the range� for the half-
integer contrasts, and a smaller falling trend �around 2 per-
centage points across the range� for the integer contrasts,
approximately half of which include gaps of no utility.

A closer examination of the experimental data shows
that the gap-related enhancement of discrimination �i.e., the
difference between scores in the absence of gaps and in the
presence of the longest, 120-ms, gaps� varies across the set
of half-integer contrasts �0.5, 1.5, 2.5, and 3.5 oct�. The en-
hancement is greatest for the 0.5-oct contrasts and is progres-
sively reduced for contrasts of 1.5, 2.5, and 3.5 oct—to the
extent that there is typically no enhancement for the 3.5-oct
contrasts. This may be explained in terms of the gaps pro-
viding a direct positive effect �via the gap/no-gap cue� but an
indirect negative effect �because frequency and amplitude
cues are reduced by the 120-ms gaps within the 160-ms
stimulus elements�. For the larger frequency contrasts there
is expected to be a greater negative effect �because the dis-
rupted frequency and amplitude cues are greater� and a
smaller positive effect �because discrimination of the gap/no-

gap cue is presumably more difficult between stimulus ele-
ments which differ significantly in frequency, or in both am-
plitude and frequency�.

A more detailed picture of the information provided by
frequency and amplitude modulation is obtained from error
patterns in the “no-gap” data �i.e., gap duration of 0 ms�.
Figure 3 shows values of discrimination index d�, derived
from mean scores using the conversion table given by Cra-
ven �1992�, plotted as a function of the frequency contrast
between the stimuli. Data are shown for stimuli with fre-
quency modulation only �“no AM”� and for stimuli with both
frequency modulation and maximum amplitude modulation
�“full AM”�, at both stimulation sites. �Results for the “half
AM” conditions follow the same general pattern but, for the
sake of clarity, are not shown here.� The best-fit line to each
set of data is also shown, from whose gradient may be cal-
culated the discrimination index d� across the full range of
stimulus contrast �4 oct, or 4 oct and 20 dB�. As noted above,
discrimination of frequency modulation is similar at the two
sites, and this is seen in full-range d� values for the no-AM
case of 2.9±0.6 at the wrist and 2.9±0.7 at the fingertip.
Similarly, the ANOVA results �see above� indicate that am-
plitude modulation is more effective at the wrist than at the
fingertip, and this is seen in full-range d� values for the
full-AM case of 5.5±0.6 �wrist� and 3.9±0.7 �fingertip�.
These data compare well with data from the previous inves-

FIG. 2. Mean scores from experiment 1 plotted as a function of gap duration
for the three AM conditions: �a� stimulation at the wrist and �b� stimulation
at the fingertip. The standard error in each score is typically 3 or 4 percent-
age points. The horizontal axis is positioned at the chance score of 33%.

FIG. 3. Discrimination index d� for the stimuli in experiment 1, plotted as a
function of the contrast in frequency between the stimuli: �a� stimulation at
the wrist and �b� stimulation at the fingertip. In the “full AM” condition the
stimuli are distinguished by a contrast in amplitude as well as a contrast in
frequency �5 dB amplitude change per octave of frequency change�; in the
“no AM” condition the stimuli are distinguished by a contrast in frequency
only. Straight-line fits to the data are also shown.
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tigation �Summers et al., 1997� in which full-range d� at the
fingertip for the full-AM case was found to be around 4.5. As
a further comparison, the maximum gap-related enhance-
ment to discrimination is for 120-ms gaps with 0.5-oct con-
trasts �see above�, and may be calculated as equivalent to an
increase of d� by 1.8 on average, from around 0.8 to around
2.6.

There is some evidence �Summers et al., 1997� that the
stimulus dimensions of frequency and amplitude are per-
ceived as orthogonal in this context and hence their corre-
sponding d� values combine vectorially, in which case it is
possible to estimate full-range d� values relating to ampli-
tude modulation alone �full AM� of 4.7 �wrist� and 2.6 �fin-
gertip�. These may be compared to the values for frequency
modulation alone �2.9 in each case� indicating that amplitude
and frequency cues are roughly equal on the fingertip, for the
dynamic ranges of 20 dB and 4 oct used here, but amplitude
cues dominate at the wrist.

�Note that the conversion table given by Craven �1992�
assumes a model of the task in which the subject holds a
“mental image” of all three stimuli for simultaneous com-
parison. In practice, each subject applies his/her own strategy
to the task, and this may not correspond to Craven’s model.
The computed d� values in Fig. 3 are subject to some uncer-
tainty because of this.�

III. EXPERIMENT 2

A. Rationale

In situations where it is required to tactually transmit
information derived from human or environmental sources
the tactile signal will be less closely specified than a
computer-generated signal, with more inherent variability.
This may lead to difficulties in interpretation. This problem
has been encountered, for example, in the context of tactile
transmission of speech to the hearing impaired �Summers
et al., 1996; Galvin et al., 2000; see also Summers �1992�,
for a general review of this topic�. Discrimination of this
type of signal is investigated in experiment 2, which involves
the same wrist/fingertip comparison as experiment 1 but uses
stimuli which are derived from a speech signal. �These
stimuli are chosen as an example of the broad class of stimuli
which might be directly derived from human or environmen-
tal sources. The intention is not to focus particularly on an
application to speech transmission�.

B. Stimuli

Stimuli were derived from vowel-consonant-vowel non-
sense syllables �e.g., ama, asa, ata—always the same vow-
els but various consonants� recorded from a female speaker.
The tactile signal, with the same pulse waveform as in ex-
periment 1, was frequency and amplitude modulated accord-
ing to the zero-crossing frequency of the speech signal. A
PIC microprocessor was programmed to map the nominal
range of zero-crossing frequency, 800–6400 Hz, onto the
same dynamic ranges in the tactile signal that were used in
experiment 1: frequency range 25–400 Hz; amplitude fixed
at 24 dB SL �“no AM”�, amplitude range 19–29 dB SL
�“half AM”�, or amplitude range 14–34 dB SL �“full AM”�.

Silences in the speech signal, including small silences within
some syllables, were mirrored by gaps in the tactile signal. In
an “odd-one out” task, each test item comprised three
stimuli, separated by pauses of around 1.5 s, including one
stimulus which differed in terms of the choice of consonant.
A typical test item might be

aka ana aka

In the tactile signal, the target is indicated by frequency/
amplitude features relating to differences in zero-crossing
frequency and by short gaps ��100-ms duration� relating to
silences which precede some consonants �e.g., in ada,
aka�. It can be seen that there is a close correspondence
between the test items in experiment 1 and in experiment
2—in each case a test item comprises three stimuli, each
with three elements, with the target stimulus distinguished
by a contrast in the second element. The contrast is indi-
cated by differences in stimulus frequency, differences in
amplitude, and/or the presence of gaps. Stimuli were de-
rived from speech recordings used in a previous investi-
gation of tactile speech transmission to the hearing im-
paired. A more detailed discussion of the speech material,
the contrasts within the test items, and the procedure for
extracting zero-crossing frequency is available in relation
to that study �Summers et al., 1996�. There were multiple
recordings of each syllable and the two “same” syllables
in each set of three were different utterances. Thus the
experimental task was, as intended, affected by the inher-
ent variability of the stimuli �at least in principle�.

There are six test conditions in experiment 2: three de-
grees of amplitude modulation at two stimulation sites.
Stimulus delivery was identical to experiment 1, with abso-
lute levels of stimulation 10 dB higher on the wrist in order
to compensate for reduced sensitivity compared to the fin-
gertip.

C. Subjects

These were 12 normal-hearing adults �age range
20 to 57 years�, 5 male and 7 female, including authors
BHB, DAG, PM, and JCS. They were not paid for their
participation in the experiment. All had previous experience
of tactile tests.

D. Procedure

Subjects were presented with test items, each containing
three stimuli, and required to identify the “odd one out.”
Response �forced choice� was oral, recorded on a response
sheet by the experimenter. Each test sequence included 15
such discriminations, the last 12 of which were scored �cov-
ering 12 consonant contrasts: b /m, b / p, d /k, d /n, f /v, g /k,
k /n, l /n, r /w, s /sh, s / t, and s /z�. �For the purposes of the
previous investigation of tactile speech transmission �Sum-
mers et al., 1996�, the consonant pairs chosen for discrimi-
nation were selected from viseme groups �i.e., groups within
which the member consonants are difficult to discriminate by
speechreading� on the basis of frequency of occurrence in
standard English.� The six test conditions were tested sepa-
rately in six test sessions, each including two test sequences
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�i.e., 24 scored test items�. The order of test conditions was
permutated across the subject group to balance any learning
effects. Other details are similar to experiment 1.

E. Results

Overall discrimination scores in the six test conditions
are relatively modest: around 50% in each case, with stan-
dard errors typically 3%, against a chance score of 33%.
However, a detailed inspection of the data suggests that the
12 consonant contrasts fall into two groups: 4 “best” con-
trasts �b /m, d /n, k /n, and s / t� which produce scores averag-
ing around 70%, and 8 “worst” contrasts which produce
scores averaging around 40% �see Fig. 4�. Examination of
stimulus waveforms shows that the four higher-scoring con-
trasts are those which are reliably indicated by a gap/no-gap
cue. It thus appears that, in this experiment, subjects rely
almost entirely on gap cues and are able to make little use of
the zero-crossing information which is presented as fre-
quency and amplitude modulation. With hindsight, it is clear
that the experiment would be improved by the inclusion of
consonant contrasts with more accessible frequency/
amplitude cues. �For example, asa and ama have consonants
of relatively long duration, distinguished by zero-crossing
frequencies which fall towards the high and low extremes of
the range, respectively. Although these syllables are present
in the speech material used for experiment 2, the asa /ama
contrast was not included in the test material.� It seems likely
that performance differences between stimulation sites would
be observed with such test items, similar to those seen in
experiment 1, i.e., an advantage for the wrist.

The data in Fig. 4 show that the addition of amplitude
modulation results in a reduction of scores for the four “best”
items—i.e., any enhancement to perception of the �less im-
portant� zero-crossing information is outweighed by interfer-
ence to perception of the �more important� gap cues by vary-
ing the amplitude of the tactile signal.

Analysis of variance �ANOVA� on the complete data set
indicates the effect of site is not significant �p=0.128� and
the effect of amplitude modulation is also not significant �p
=0.510�. Analysis of variance on the data for only the best
four consonant contrasts indicates the effect of site is not
significant �p=0.082� but there is a significant effect of am-
plitude modulation �p=0.001� relating to the higher scores in
the “no-AM” condition.

IV. DISCUSSION

Results from both experiments are consistent with �a�
similar gap detection at wrist and fingertip, �b� similar per-
ception of frequency modulation at each site, and �c� better
perception of amplitude modulation at the wrist than at the
fingertip. In experiment 1, cues of all three types contribute
to subjects’ performance and hence there is an overall advan-
tage for perception at the wrist. Experiment 2 is dominated
by cues from gaps in the stimuli, with subjects apparently
making little use of cues from amplitude modulation or fre-
quency modulation; hence performance is similar for the two
stimulation sites. The negative effect of amplitude modula-
tion in experiment 2 may be explained in terms of gap de-
tection being easier within a signal of constant
amplitude—as discussed above, a similar effect is seen in
experiment 1, where gap-related information is seen to be
less effective in the context of the larger contrasts of fre-
quency or frequency and amplitude. However, amplitude
modulation is seen to have a generally positive effect in ex-
periment 1: there is no evidence for the masking effect pro-
posed above, i.e., the masking of weaker stimulus elements
by preceding or following stronger elements.

Compared to quasi-steady stimuli, the stimuli used in the
present study are more difficult to perceive because of sen-
sory constraints �e.g., larger jnd’s for shorter stimuli, mask-
ing between successive stimulus elements�, and presumably
also because of cognitive constraints �e.g., problems in inter-
preting the structures of stimuli and holding these for com-
parison in short-term memory�. However, within a given ex-
periment it seems likely that cognitive constraints are similar
between test conditions, and so differences in subjects’ per-
formance between test conditions are largely attributable to
sensory constraints.

The apparently enhanced perception of amplitude modu-
lation at the wrist is an unexpected finding: initial predictions
�see above� were that the more sensitive fingertip would of-
fer better transmission of information. This advantage for the
wrist can be interpreted in terms of the just noticeable differ-
ence �jnd� for amplitude being larger at the fingertip than at
the wrist. �There is arguably a correspondence here with the
finding of Verrillo and Chamberlain �1972� that subjective
intensity magnitude grows more rapidly with vibration am-
plitude at less sensitive sites such as the forearm, as com-
pared to the fingertip.� The estimated values from experiment
1 for full-range d� relating to amplitude modulation alone
�20-dB range� are 4.7 at the wrist and 2.6 on the fingertip.
These may be interpreted as jnd’s for amplitude �defined by
d�=1� of 4.3 dB at the wrist and 7.7 dB at the fingertip, i.e.,
around 1.8 times larger at the fingertip. Some additional evi-

FIG. 4. Variation of mean discrimination scores across the three AM con-
ditions in experiment 2. Data are shown for each of the two stimulation sites
and pooled over all 12 test items, over the best 4 test items s / t k /n d /n and
b /m, and over the remaining 8 test items. Typical standard errors are around
3 percentage points for the 12-item data, around 4 percentage points for the
8-item data, and around 5 percentage points for the 4-item data. The hori-
zontal axis is positioned at the chance score of 33%.
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dence for a difference in jnd’s for amplitude between the two
stimulation sites comes from informal measurements on five
subjects at a stimulation frequency of 100 Hz, taken during a
previous investigation �Summers et al., 1994�. These gave
jnd values of 1.4 dB at the wrist and 1.9 dB at the fingertip,
i.e., around 1.4 times larger at the fingertip. However, these
previous data are for quasi-steady stimuli and hence do not
correspond well to the case in experiment 1, where stimulus
elements have a duration of only 160 ms and the perception
task is also hindered by the presence of other elements with
different amplitude within the same stimulus.

The available information transfer �IT� for the stimulus
elements used in experiment 1 may be estimated from the
values of full-range d� �for the “no-gap” cases, as in Fig. 3�,
using the technique of Braida and Durlach �1972�. This gives
IT values at the wrist of 0.6 and 1.05 bits, respectively, for
frequency modulation alone �“no AM”� and frequency
modulation plus amplitude modulation �“full AM”�. Corre-
sponding IT values at the fingertip are 0.6 and 0.8 bits, re-
spectively. Since these figures represent the IT for a 160-
ms stimulus element, the corresponding available informa-
tion transfer rates may be estimated. For example, for the
“full AM” conditions the estimated IT rate is around
7 bits s−1 at the wrist and 5 bits s−1 at the fingertip. Tan et al.
�1999� have measured an information transfer rate of
12 bits s−1 for three-channel tactile and kinesthetic stimula-
tion on the thumb and two fingers, corresponding to a rate
per channel in the range 7–9 bits s−1 �Tan, 1997�. The esti-
mates from the present study compare well with this, bearing
in mind that the present experiment involves tactile stimula-
tion only. Blamey and Clark �1987� and Blamey et al.
�1990�, using electrotactile stimulation of the digital nerve,
measured an IT of around 1.5 bits with variation of stimulus
intensity, and around 1 bit with variation of stimulus repeti-
tion rate. Rabinowitz et al. �1987�, using vibrotactile stimuli
on the middle fingertip which differed in terms of frequency,
intensity, and/or contactor area, measured an information
transfer of 1–2 bits for each dimension and 4–5 bits for all
three dimensions. These values are somewhat larger than
those obtained in the present study, presumably because the
stimuli in the two previous studies were simpler than the
time-varying sequences used in the present study.

The presence/absence of gaps in the stimuli provides
binary information which might be expected to contribute an
additional IT of 1 bit. However, reliable transmission of bi-
nary information requires a d� of at least 5.0 for discrimina-
tion of the binary alternatives �Braida and Durlach, 1972�. In
experiment 1, for 0.5-oct contrasts where the effect of gap-
related information is seen most clearly, scores for test items
cued by 120-ms gaps convert to d� values of around 2.6 only.
In experiment 2, where results appear to be dominated by
cues from gaps in the stimuli of �100-ms duration, the high-
est discrimination scores �over 80% for the four best test
items in the absence of amplitude modulation; see Fig. 4�
convert to a d� of around 3.4 only. Thus reliable transmission
of the gap/no-gap distinction is not observed in either experi-
ment, although better results would presumably be obtained
if the information were presented via gaps of greater dura-
tion. Discrimination of gap-related information does not ap-

pear to be more difficult in experiment 2, suggesting that the
inherent variability of the speech-derived stimuli has no ad-
verse effects on this aspect of subjects’ performance. �As
mentioned above, the choice of test material for experiment
2 did not, in the event, allow a full investigation of the effect
of stimulus variability on discrimination of frequency and
amplitude modulation.�

In the strategy adopted for stimulus design, amplitude
modulation has been used to provide a possible enhancement
of the perceived stimulus variations due to frequency modu-
lation, i.e., amplitude is covaried redundantly with frequency.
In principle, amplitude modulation might be used in a differ-
ent way—to provide a second, independent channel for in-
formation transfer, running alongside the information trans-
fer from frequency modulation. However, the full-range d�
values obtained in experiment 1 indicate that tactile fre-
quency and amplitude are not very effective means for infor-
mation transfer and �bearing in mind also the cognitive prob-
lems of dealing with two independent “messages” delivered
via a single site� it seems unlikely that a system based on
independent frequency and amplitude modulation would be
workable in practice.

V. CONCLUSION

It may be concluded that, provided correction is made
for reduced sensitivity, perception at the underside of the
wrist is not inherently worse than at the fingertip. Indeed,
there is evidence that perception of certain stimuli can be
better at the wrist than at the fingertip. These findings sug-
gest that data in the literature relating to the hand or finger do
not necessarily represent an overestimate of perceptual capa-
bilities at less-sensitive sites such as the forearm or torso. For
some types of tactile communication devices the wrist may
be a good choice of stimulation site, since it offers advan-
tages of convenience and cosmetic acceptability.

However, it is clear that single-channel transmission of
information of the type described here has severe limitations.
In particular, tactile frequency and intensity—individually or
in combination—offer very limited information transfer of
around 1 bit at a single site �or, equivalently, around two
reliably discriminable categories only�. It is probable that
greater information capacity may be obtained by using mul-
tiple stimulation sites so as to involve the spatial aspects of
tactile perception �Szaniszlo et al., 1998; Taylor et al., 1998;
Vega-Bermudez and Johnson, 1999; Summers and Chanter,
2002; see also earlier studies involving spatially distributed
stimulation which are cited in the Introduction�. As a coda to
the present study, a brief experiment �Whybrow, 2002� was
carried out to explore the possibilities of spatial coding. A
100-contactor stimulator array covering 1 cm2 on the finger-
tip �Summers and Chanter, 2002� allowed a speech-derived
signal �in this case, the voice-pitch contour� to be presented
as a spatial variation of 320-Hz vibrotactile stimulation. A
“moving-bar” display �1-cm line of stimulation traversing
the fingertip with a dynamic range of 0.9 cm� proved no
more effective for information transfer than single-channel
delivery of the same signal �equivalent to the “full-AM” pre-
sentation used in the main part of this study�. However, a
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“variable area” display �square zone of stimulation with a
dynamic range from 0.01 to 1 cm2� produced significantly
better results �mean score of 91±3% in a two-alternative
identification task, chance score 50%, compared to 74±5%
for the single-channel system�, suggesting that stimulator ar-
rays may have some utility in this context.
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This study investigates cross-speaker differences in the factors that predict voicing thresholds during
abduction–adduction gestures in six normal women. Measures of baseline airflow, pulse amplitude,
subglottal pressure, and fundamental frequency were made at voicing offset and onset during
intervocalic /h/, produced in varying vowel environments and at different loudness levels, and
subjected to relational analyses to determine which factors were most strongly related to the timing
of voicing cessation or initiation. The data indicate that �a� all speakers showed differences between
voicing offsets and onsets, but the degree of this effect varied across speakers; �b� loudness and
vowel environment have speaker-specific effects on the likelihood of devoicing during /h/; and �c�
baseline flow measures significantly predicted times of voicing offset and onset in all participants,
but other variables contributing to voice timing differed across speakers. Overall, the results suggest
that individual speakers have unique methods of achieving phonatory goals during running speech.
These data contribute to the literature on individual differences in laryngeal function, and serve as
a means of evaluating how well laryngeal models can reproduce the range of voicing behavior used
by speakers during running speech tasks. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2033572�

PACS number�s�: 43.70.Aj, 43.70.Gr �ARB� Pages: 2535–2550

I. INTRODUCTION

The goal of this work is to investigate cross-speaker
variation in the conditions under which sustained vocal-fold
vibration �voicing� ceases and begins again during
abduction–adduction gestures in running speech. Our mea-
surements, made on noninvasively obtained aerodynamic
signals from six women, sample across the range of factors
that are known to affect voicing thresholds. Our analyses are
designed to determine the factors most responsible for sus-
taining and/or achieving voicing in individual speakers.

Since van den Berg �1958�, researchers have recognized
that voicing depends upon achieving a balance among vocal-
fold parameters and aerodynamic forces. Vocal-fold param-
eters include thickness, degree of adduction, glottal shape,
and tissue characteristics �longitudinal tension, damping�;
aerodynamic forces include the transglottal pressure and the
Bernoulli effect. In recent decades, theoretical and modeling
studies have formalized the requirements for voicing in la-
ryngeal models of varying complexity, capturing many fea-
tures of human vocal behavior and providing estimates of the

quantities involved in achieving and sustaining phonation
�e.g., Ishizaka and Flanagan, 1972; Stevens, 1977; Titze,
1988, 1989, 1992�.

Yet, relatively few data exist on the aerodynamic and
laryngeal conditions at voicing offset and onset in living hu-
mans performing connected speech tasks involving abduc-
tion as well as adduction. Empirical investigations of phona-
tion have frequently relied on measurements made from
nonhuman �typically, canine� larynges �e.g., Alipour et al.,
1997; Alipour-Haghighi and Titze, 1991; Berke et al., 1989;
Finkelhor et al., 1987; Saito et al., 1983; Titze et al., 1993;
Yumoto et al., 1993� or from excised human larynges �e.g.,
Baer, 1975; Matsushita, 1975; van den Berg and Tan, 1959�.
Such experiments elucidate general principles of vocal-fold
vibration, but there are also limitations: Laryngeal geometry
and histology differ across species �Cox et al., 1999; Jiang et
al., 2001; Kim et al., 2004�, and excised larynges lack natu-
ral patterns of muscle contraction. The position of the human
larynx is such that direct measurement of phonation during
running speech requires using patients who have had surgical
alterations such as tracheostomy or hemilaryngectomy �e.g.,
Hirano et al., 1991, Jiang and Titze, 1993� or performing
invasive techniques including tracheal puncture and/or in-
serting cameras and light sources into the pharynx �e.g., Baer
et al., 1983; Hertegård and Gauffin, 1995; Hertegård et al.,
1995; Plant et al., 2004; Timcke et al., 1958�. Investigations
using such methods typically record data from few speakers

a�Portions of this work were presented at the 3rd and 4th International Con-
ferences on Voice Physiology and Biomechanics �Denver, September,
2002, and Marseille, August, 2004�.

b�Author to whom correspondence should be addressed. Electronic mail:
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d�Electronic mail: lucero@mat.unb.br
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�often, only one�, making it difficult to ascertain the degree
of cross-speaker variation. Less invasive observation of la-
ryngeal function via the oral cavity �e.g., Kitzing and Son-
neson, 1974� permits recording a larger number of speakers,
but imposes strict limitations on the speech task �usually to
sustained low vowels�. To complement this work, many re-
searchers have relied on indirect measurements made on
acoustic, electroglottographic, or oral airflow signals �e.g.,
Behrman and Baken, 1997; Childers and Lee, 1991; Dromey
et al., 1992, Hanson, 1997; Higgins and Saxman, 1993;
Holmberg et al., 1988, 1989, 1994; Löfqvist et al., 1995; Ní
Chasaide and Gobl, 1993; Price, 1989; Rothenberg, 1973�.
These methods facilitate measurement of multiple speakers,
and also allow for recording protected populations such as
children. These studies have provided much information on
phonatory behavior in steady-state �adducted� conditions,
again contributing to our general understanding of vocal-fold
vibration. With a few exceptions �Löfqvist et al., 1995;
Löfqvist and McGowan, 1992; Ní Chasaide and Gobl, 1993�,
however, this literature has typically considered sustained
vowels or the vocalic portions of repetitive CV syllable pro-
ductions. In naturalistic, running speech, the larynx alter-
nates between adducted and abducted postures. Thus, to un-
derstand fully how speakers control phonation during
speech, we also need to consider voicing characteristics in
the vicinity of an abduction gesture.

Past work on phonation threshold pressures �Pth; Ish-
izaka and Flanagan, 1972; Titze, 1992� provides insight into
the factors that speakers can manipulate to achieve phonation
offsets and onsets. Variations in Pth reflect changes in the
conditions that make phonation more or less likely. For the
body-cover model of the vocal folds �Titze, 1988�, Pth is
defined as follows:

Pth =
cBx0kt

T
, �1�

where c=the mucosal wave velocity in the vocal-fold
cover; B=tissue damping; x0=glottal half-width; kt is a
translaryngeal pressure coefficient; and T is the thickness
of the vocal folds. From this equation, we infer that the
likelihood of phonation will vary with changes in transla-
ryngeal pressure, abduction degree, longitudinal tension
of the vocal folds �which affects the tissue compliance
and, consequently, the mucosal wave velocity; cf. Titze,
1992�, tissue damping, and vocal-fold thickness. Both tis-
sue damping and vocal-fold thickness may vary with la-
ryngeal setting.

Since the parameters that affect phonation thresholds are
relatively independent of each other, it follows that speakers
can satisfy the physical requirements for phonation offset
and onset in a variety of ways. One question raised in past
work is whether speakers actively increase longitudinal ten-
sion of the vocal folds to suppress voicing during speech.
Halle and Stevens �1971� proposed that voiceless consonants
such as �p, ph, h� are characterized by stiff vocal folds,
whereas voiced consonants such as �b, q� have slack vocal
folds. Authors investigating laryngeal muscle activity in the
vicinity of voiced and voiceless consonants �e.g., Dixit and
MacNeilage, 1980; Kagaya and Hirose, 1975; Löfqvist et al.,

1989� have obtained conflicting findings. One possible ex-
planation for the disagreement across studies is that individu-
als vary in whether or not they supplement abduction with
increased vocal-fold tension. Cross-speaker variation in voic-
ing and devoicing strategies would be consistent with the
larger literature on speech production, where researchers
have observed that different speakers may produce the same
consonant or vowel with different muscle activation patterns
�Raphael and Bell-Berti, 1975� and/or articulatory postures
�Borden and Gay, 1979; Johnson et al., 1993�. Although
some studies of glottal function have described speaker dif-
ferences �e.g., Hanson, 1997; Löfqvist et al., 1995�, these
have not explicitly considered cross-speaker variability in the
presence or absence of phonation, or in the methods speakers
use to control voicing offsets and onsets.

The focus of our analysis is specifically on the factors
that relate to the timing of phonation offset and onset. This
emphasis is based on the extensive literature indicating that
voice timing differentiates phonologically voiced and voice-
less consonants across diverse languages �e.g., Abramson
and Lisker, 1970, 1985; Lisker and Abramson, 1964, 1970�.
Whereas most of the work on contrastive voicing has inves-
tigated obstruent consonants, our work investigates phona-
tion offsets and onsets in the context of /h/. Since /h/ in-
volves abduction in the context of a relatively open vocal
tract, it provides a convenient method of assessing phonatory
behavior via easily obtained oral airflow signals. It is true
that supraglottal conditions differ between /h/ and oral ob-
struents; in particular, supraglottal pressure does not vary
much during the production of /h/, whereas obstruents in-
volve a pressure buildup in the supraglottal vocal tract,
which affects the transglottal pressure differential and, pos-
sibly, aspects of glottal geometry �Bickley and Stevens,
1986�. Despite these differences, there is evidence that analy-
sis of /h/ can provide insight into phonatory behavior for
other voiceless consonants. First, most speakers systemati-
cally produce /h/ with a vocal-fold abduction gesture �e.g.,
Koenig, 2000; Klatt et al., 1968; Löfqvist et al., 1995�, and
measures of voice source features surrounding /h/ are often
qualitatively similar to those features measured before and
after other voiceless consonants �Löfqvist et al., 1995�. Fur-
ther, within speakers, the voicing characteristics of /h/ and
those of contrastively voiceless stops show significant corre-
lations �Koenig, 2000�. Thus, laryngeal behavior in /h/ can
serve as a foundation for understanding voicing control in
consonants for which voicing is contrastive. For comparison
with the results of modeling, /h/ data are also useful in that
we can consider phonatory behavior free of the complicating
effects of upper vocal-tract constrictions.

As part of characterizing phonation offset and onsets, we
consider how the two conditions differ. Several past studies
have indicated that the requirements for initiating phonation
are more stringent than those for sustaining it �e.g., Baer,
1975; Berry et al., 1995, Chan et al., 1997, Hirose and
Niimi, 1987; Lindqvist, 1972; Lisker et al., 1970; Munhall et
al., 1994, Titze et al., 1995�. The physical principles under-
lying this hysteresis phenomenon have been described in
some detail for simple laryngeal models �e.g., Lucero, 1995,
1999�. By quantifying the differences between voicing off-
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sets and onsets in our data, we hope to inform future studies
of hysteresis using more complex laryngeal models.

In general, then, we seek to provide detailed data on
phonatory behavior in multiple speakers, to elucidate the
range of strategies that individuals use to achieve phonatory
goals, and to serve as a reference for evaluating how accu-
rately laryngeal models reproduce the voicing patterns of
normal speakers performing connected speech tasks. The
data presented here are drawn from a larger study comparing
voicing behavior for /h/ in several male and female speakers.
Theoretical considerations and our past work �Koenig, 2000;
Lucero and Koenig, 2005� suggest that women are more
likely to devoice during an abduction gesture than men are.
In this paper, we focus on female speakers who devoice at
least 25% of their /h/ productions. In future manuscripts, we
will undertake comparisons between men and women, and
between speakers who produce mostly voiced /h/ vs those
who produce a mixture of voiced and voiceless /h/.

II. METHODS

A. Speakers

Data were obtained from six adult females, who pro-
vided informed consent to take part in the experiment. All
spoke American English as their native language; none had a
strong regional accent. Participants were nonsmoking, in
good health at the time of recording, reported no history of
speech-, language-, or hearing disorders, and had vocal
qualities within normal limits as judged informally by the
first author. To restrict variation in vocal parameters as a
function of aging, speakers were required to be between 20
and 40 years of age. Studies of laryngeal changes across the
life span �Hirano et al., 1983; Kahane, 1987, 1988� show
little change in either the vocal folds or the laryngeal carti-
lages over this age range. Since the present analysis sought
to quantify the conditions around voicing offset and onset, a
final selection criterion was that speakers show a voicing
break in 25% or more of their /h/ productions, to ensure that
at least 50 tokens were available for statistical comparison of
voicing offsets vs onsets. Table I shows speaker information
and the percentage of devoiced /h/ produced by each speaker.

B. Speech materials

Speakers were recorded producing the following utter-
ances, in three blocks of normal, loud, and soft speech:

A Papa Hopper �.ophÄp.‘hÄpÑ� ,

A Papa Hippie �.ophÄp.‘h(pi� ,

A Papa Hooper �.ophÄp.‘hupÑ� .

The focus of analysis was the intervocalic /h/ initiating the
fourth, primary stressed syllable. The target /h/ was placed at
the beginning of a stressed syllable to decrease the likelihood
that it would be lenited or deleted �Pierrehumbert and Talkin,
1992�. The differing vowel contexts were intended to induce
variation in supraglottal resistance. Small variation in f0
might also occur due to intrinsic f0 effects �e.g., Whalen and
Levitt, 1995�. The loudness conditions were intended to
yield a range of subglottal pressures for each speaker.

Participants were asked to use their typical conversa-
tional speech rate throughout the experiment. During record-
ing, the investigator or an assistant presented each utterance
orally, and the speaker then repeated it five times. Each ut-
terance appeared five times per loudness block, with utter-
ances randomized within block. Thus, for each speaker, ap-
proximately 225 tokens of /h/ were collected: Five
repetitions per 45 input trials �3 utterances�3 loudness
conditions�5 presentations per loudness block�. The first
block of utterances was produced at normal loudness, de-
scribed as “What you would use for normal conversation.”
The second block was produced in loud voice, described as
“What you would use for a person in the next room.” To
encourage louder speech, the investigator or assistant stood
several feet away from the speaker throughout this condition
and provided the utterances in a loud voice. The soft condi-
tion was recorded last. Here, speakers were asked to talk in a
voice that they would use with “a person sitting with his/her
ear very close to your mouth.” Subjects were explicitly asked
not to whisper in this condition. To elicit soft speech, the
investigator/assistant sat close to the subject and presented
the utterances in a soft voice.

For one participant �F1�, a fourth block was recorded,
consisting of a longer carrier phrase �“Mama Papa Hopper/
Hippie/Hooper”� produced at normal loudness. The purpose
of this manipulation was to determine whether /h/ voicing
varied as a function of position in utterance. Although this
speaker demonstrated lower subglottal pressures in this block
than in her first block at normal loudness, there were no
significant differences in the voice timing measures, so the
two blocks were combined for the analyses reported here.

C. Equipment and recording

Three signals were recorded for each utterance. An
acoustic signal was recorded using a directional microphone
�Sennheiser MKH816T� positioned approximately 2 feet
from the speaker. The acoustic signals were low-pass filtered
at 9.5 kHz and sampled at 20 kHz. Two aerodynamic signals
were collected, filtered at 4.8 kHz, and sampled at 10 kHz.
Oral airflow was collected using a Rothenberg mask and
Glottal Enterprises hardware �MSIF-2�. Speakers were re-
minded throughout recording to keep the mask pressed
firmly to the face to prevent leaks, and the investigator or
assistant visually assessed mask fit throughout recording. An

TABLE I. Speaker information.

Speaker
Age

�years�
Grew up
where?

Devoiced
/h/ �%�

F1 32 ME 52.3
F2 22 IA 37.1
F3 22 CT 28.1
F4 26 NY 56.3
F5 34 NY 54.8
F6 28 NY 85.9
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intraoral pressure signal was obtained using a catheter-tip
pressure transducer �Gaeltek CT/S� positioned within a piece
of medical tubing fed through one of the holes in the mask’s
front. A plastic clamp was screwed tightly to the distal end of
the tube, securing the transducer inside the tube and ensuring
an airtight seal. Tube length and angle were adjusted at the
beginning of the experiment so that the tube was positioned
just inside the oral cavity, past the teeth, but not so far as to
interfere with articulation. Occasionally, a speaker noted that,
even after adjustment, she could still feel the tube during
production of the high vowels, especially /(/. In these cases,
tube position was considered acceptable when �a� the speaker
was not uncomfortable; �b� she felt that the tube did not alter
her speech patterns; and �c� the pressure signal showed ex-
pected shape variations during oral closures.

Calibration signals were obtained immediately after
each input session using a rotameter for the flow and a
standing-water manometer for the pressure. Straight-line fits
were obtained from these signals and the slope coefficient
was applied to the raw signals as the first step in data pro-
cessing. To correct for low-level drift in the signals over the
course of the recording session, a unique baseline �intercept�
was obtained for each pressure and flow signal �five repeti-
tions in response to one utterance presentation�. The /p/ clo-
sures �during which there is no airflow� were used to set the
zero flow level for each signal, whereas the stressed vowels
�when the vocal tract is most open� were used to set the
zero-pressure level.

D. Signal processing

Signals were transferred to a VAX computer for analy-
sis. The acoustic signal was used only for auditory assess-
ment of the productions; all measurements were performed
on the airflow, air pressure, or signals derived from them.
Processing involved the following steps:

�a� The calibrated flow signals were lightly smoothed with
a 5-point triangular window �0.5 ms� to remove low-

amplitude, high-frequency noise in the signals. Hence-
forth, we will refer to these lightly smoothed signals as
the “original flow signals.”

�b� Smoothed versions of the flow and pressure were ob-
tained by smoothing the signals twice with a 133-point
triangular window. This process obliterated all or most
evidence of glottal pulses. The smoothed flow signal
shows low-frequency variation over the course of the
utterance, reflecting articulatory movements, including
vocal-fold abduction. For ease of reference, we will
also refer to this smoothed, slowly varying signal as the
DC flow, to contrast it with the rapidly varying AC flow
signal that reflects vocal-fold vibration.

�c� AC flow signals were generated by subtracting the
smoothed flow signal from the original �lightly
smoothed� flow signal, and smoothing the result with a
25-point triangular window.

�d� First time derivatives �velocity signals� were estimated
from the smoothed flow and pressure signals using a
3-point difference algorithm, and smoothed iteratively
�typically twice� with a 133-point triangular window
until zero crossings for major aerodynamic events could
be easily obtained.

E. Measurements

The following measures were made for each token �see
Fig. 1�:

�a� Peak airflow during abduction for /h/ �hPk� was defined
by the zero crossing in the first derivative of the
smoothed flow signal �Fig. 1, panels �b� and �c��. In the
simple case of nonrotational flows through an open vo-
cal tract, the baseline or DC flow signal at the mouth
provides a good approximation to the low-frequency
flow at glottal exit, which is in turn proportional to glot-
tal area when other factors �chiefly, air density and sub-
glottal pressure� are held constant �Titze, 1988�. Thus,
the baseline flow variation during /h/ reflects changes in
glottal cross-sectional area, and the hPk measure pro-

FIG. 1. One token from speaker F1,
showing events used in measurement.
The token shown here has a voicing
break of approximately 70 ms. Panel
�a� Original flow signal �lightly
smoothed to remove noise�. Panel �b�
Smoothed or DC flow signal. Panel �c�
First derivative �velocity� of the
smoothed flow. Panel �d� Smoothed
pressure signal. Panel �e� First deriva-
tive �velocity� of smoothed pressure.
Panel �f� A short segment of the origi-
nal flow signal expanded to show
voicing offset and onset. Panel �g� The
AC flow signal for the same time
frame shown in panel �f�.
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vides an estimate of maximum glottal abduction. We
discuss factors that affect the accuracy of this estimate
below in Sec. II F.

�b� Peak pressures were measured during the second and
third /p/ closures �i.e., those preceding and following
the /h/�. As with hPk, these were obtained via zero
crossings in the first derivative of the smoothed pres-
sure signal �see Fig. 1, panels �d� and �e��. The two
values were averaged to provide an estimate of subglot-
tal pressure, or Psub �cf. Löfqvist et al., 1982; Smitheran
and Hixon, 1981�.

�c� Times of voicing offset and onset were determined by
visual inspection of the AC flow signals, with reference
to the original flow signals �Fig. 1, panels �f� and �g��.
Voicing was defined as periodic oscillation in the AC
flow signal. Some tokens in some speakers showed AC
flow variations around the /h/ flow peak that were
highly irregular in frequency and amplitude. These were
considered to represent unstable, chaotic movements of
the vocal folds rather than the sustainable, regular vi-
bration characteristic of voicing. An example of such
chaotic oscillation is shown in Fig. 2, along with a fully
voiced /h/ from the same speaker.

Two duration measures were calculated from the
voicing offset and onset times: Voicing offset to hPk
�VOffTh� and hPk to voicing onset �VOTh�. VOTh is
analogous to the voice onset time �VOT; Lisker and
Abramson, 1964� in an aspirated stop consonant, in
which the peak abduction occurs at approximately the
time of oral release �cf. Löfqvist, 1992 for some quali-
fications�. For tokens of /h/ with a voicing break, VOTh
and/or VOffTh were positive. For cases of fully voiced
/h/, both VOTh and VOffTh were approximately 0; spe-
cifically, the voicing offset and onset labels were placed
within one glottal pulse of the hPk, as described below.

Presence or absence of a voicing break was also de-
termined based on the times of voicing offset and onset.
The automatic measurement routines for f0 and pulse
�AC� amplitude required a whole number of glottal

pulses before and after voicing offset/onset, or, in cases
of fully voiced /h/, the time of peak abduction �hPk�.
Glottal pulses whose open phase coincided with the hPk
label were thus not measured. Such tokens had a mea-
sured “voicing break” duration of about a pulse period.
To prevent counting these tokens as instances of de-
voiced /h/, a two-pulse-period criterion was defined for
each subject, based on the session average of her f0
values at voicing offset and onset �an average of three
pulses, as described below�. Tokens with a voicing
break two periods or longer were labeled as “devoiced.”

�d� Flow amplitudes in the smoothed �DC� signal were
measured at the times of voicing offset and onset
�DCOff, DCOn�. These are the amplitude values that
correspond to the voicing offset and onset times indi-
cated in Fig. 1, panel �f�.

�e� Fundamental frequency �f0� at the times of voicing off-
set and onset �f0Off, f0On� was obtained from zero
crossings in the phonated regions of the AC flow signal
�Fig. 1, panel �g��. Two measures of f0 were obtained at
both offset and onset: The f0 of the last/first pulse, and
an average of the last/first three pulses. As discussed
below, the average measures proved to be more reliable,
and were therefore used for the final statistical analyses.

�f� Glottal pulse �AC flow� amplitudes immediately before/
after voicing offset/onset �ACOff, ACOn� were ob-
tained by performing peak picking in the AC flow signal
�Fig. 1, panel �g��. As with f0, two measures were ob-
tained at offset and onset: The amplitude of the last/first
pulse, and an average of the last/first three pulses; the
statistical analyses ultimately included only the average
measures.

In summary, the measures provide information on �a� the
degree of abduction during /h/ �hPk�; �b� the subglottal pres-
sure level during the utterance �Psub�; �c� voice timing
�VOffTh, VOTh�; �d� the degree of abduction at which voic-
ing stopped and started �DCOff, DCOn�; �e� changes in pas-
sive and actively induced longitudinal tension within the
folds, as reflected by f0 measures �f0Off, f0On�; and �f� the
vibratory amplitude of the vocal folds �ACOff, ACOn�.

F. Accuracy of estimated measures

As noted in the previous section, we use the hPk mea-
sure as an estimate of the extent of glottal abduction during
/h/, and the average of the intraoral pressure peaks for the
two /p/’s flanking the VhV sequence as an estimate of sub-
glottal pressure �Psub�. Two factors limit the precision of
these estimates.

In the case of hPk, the qualification involves the extent
to which Psub remains constant during abduction. When Psub

is stable, airflow varies in proportion to the extent of glottal
opening, and variations in hPk directly reflect changes in
glottal opening. In fact, Psub may decrease somewhat when
the glottis opens and the vocal tract is open �Löfqvist, 1975;
Ohala, 1990�; as a result, the airflow changes may underes-
timate glottal area change. Few direct measurements exist to
quantify the extent of such a decrease across speakers, but in
our recent modeling work �Lucero and Koenig, 2005� we

FIG. 2. Two signals from speaker F2, showing the original flow signals
�above� and the AC flow signals �below�. The token at left shows irregular
flow variations around the /h/ flow peak. The voicing offset �vcoff� and
onset �vcon� labels mark the region considered devoiced in this token. The
token at right shows an /h/ with regular voicing continuing throughout.
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used Psub as a control parameter for reproducing voicing pat-
terns in intervocalic /ÄhÄ/ produced by eight speakers �in-
cluding some of the women analyzed here�. The results of
those simulations showed an average Psub decrease across
speakers of about 2 cm H20 during the /h/ compared to the
neighboring vowel. The corresponding value obtained by
Löfqvist �1975� was about 1.2 cm H20.

In the case of Psub, it should be noted that the /h/ in our
utterances introduced a stressed syllable, whereas the pres-
sure peaks were measured during /p/ closures initiating un-
stressed syllables. One effect of stress is to increase subglot-
tal pressure momentarily. Past studies on subglottal pressure
variation as a function of stress suggest that stressed syl-
lables are typically produced at pressures 1–2 cm H20
higher than unstressed syllables �Brown and McGlone, 1974;
Dixit and Brown, 1978; Dixit and Shipp, 1985; McGlone and
Shipp, 1972�.

Decreases of Psub as a function of abduction and in-
creases as a function of stress are thus similar in magnitude.
In combination, therefore, the two factors should roughly
balance out in our data. We note two additional points about
these measures. In the case of hPk, the effect of a subglottal
pressure decrease during abduction should become more ex-
treme as abduction extent becomes larger. The implication is
that the hPk measure should be considered a conservative
measure of abduction degree; in other words, the hPk varia-
tion in our data is probably more limited than the actual
variation in abduction degree. As for Psub, our intent was to
capture major variations in pressure as a function of loudness
condition, and the statistical analyses generally show the ex-
pected pressure variation across loudness conditions.

G. Statistics

Paired t-tests were used to test for offset–onset differ-
ences. To explore the effects of vowel and loudness condi-
tion on measured variables, analyses of variance �ANOVAs�
and �2 analyses were performed. Finally, simple correlations,
multiple regression, and principal components analyses were
performed for each subject in order to clarify the relation-
ships among correlated variables. For these relational analy-
ses, the loudness condition was recoded into a quasicontinu-
ous variable with loud=1, normal=0, soft=−1; the vowel
variable was recoded into two variables, one with /Ä / =1,
/u / = / ( / =0 �“/Ä/-ness”� and one with /( / =1, /Ä / = /u / =0
�“/(/-ness”�. An alpha level of 0.01 was set as the significance
criterion for all analyses.

H. Measurement reliability

A subset of the data was remeasured by the same inves-
tigator �the first author� several weeks after the original mea-
surements were completed �for some subjects, a duration of
several months�. Specifically, voicing offsets and onsets,
which were determined visually, were remeasured for the
third repetition �out of five� in the even-numbered input trials
�22 of 45� for each speaker. The set of remeasured data com-
prised 128 tokens, or approximately 9% of the data. All mea-
sures associated with voicing offsets and onsets �DC and AC
flow, f0� were also derived again. Pressure peaks during /p/

and flow peaks during /h/ were not remeasured because they
were defined automatically rather than visually. The original
and remeasured values were compared by performing a cor-
relation on the two sets of data, and by calculating means
and standard deviations of the differences between each pair
of measurements.

The correlations between the original and the remea-
sured data were highly significant, with p�0.001 for all
measures, but some differences were observed between the
single and the three-pulse averaged measures performed for
AC flow and f0. In the case of AC flow, the two measure-
ment sets were similar, with all r values between 0.8 and
0.92. However, the r values for the single-pulse f0 measures
were considerably lower than those for the three-pulse aver-
aged measures: Single-pulse r values were 0.56 for offsets
and 0.69 for onsets, but 0.91 for offsets and 0.82 for onsets in
the averaged measures. In order to maintain high reliability
across measures, we opted to use the averaged measures in
all subsequent analyses. The reliability results for the final
set of measures are given in Table II.

Because laryngeal conditions change rapidly in the vi-
cinity of an abduction gesture, the three-pulse average mea-
sures do represent some loss of information on conditions
around voicing thresholds. To determine how closely the av-
eraged measures captured the patterns of the single-pulse
measures, we also computed correlations between the single-
pulse and averaged measures for the entire dataset �all pro-
ductions, all speakers�. All correlations were significant at
p�0.001; r values ranged from 0.8–0.87. When the correla-
tions were run within single speakers, the r values varied
from 0.53–0.92, but all were again highly significant at p
�0.001.

III. RESULTS

A. Offset–onset differences

Past work has indicated that vocal-fold vibration is sub-
ject to a hysteresis effect, whereby voicing offsets and onsets
occur under different conditions. To investigate offset–onset
differences in the current data, paired t-tests were performed

TABLE II. Results of reliability analyses: r- and p values from the correla-
tion analysis, and the average and standard deviation �SD� of the differences
between the original and remeasured data sets. Durational measures
�VOffTh, VOTh� are in ms; flow values �DCOff/On, ACOff/On� are in
1/m; f0 values are in Hz. VOffTh=time of voicing offset, relative to the
peak flow in /h/; VOTh=time of voicing onset relative to the peak flow in
/h/; DCOff and DCOn refer to the baseline, or DC, flow values at voicing
offset and onset; ACOff and ACOn refer to the pulse amplitudes at offset
and onset; f0Off and f0On refer to the f0 values at offset and onset.

Variable r p Mean diff. SD of diff.

VOffTh 0.95 �0.001 −0.56 4.61
VOTh 0.95 �0.001 0.12 6.30
DCOff 1.00 �0.001 0.03 2.37
DCOn 0.99 �0.001 �0.01 3.22
ACOff 0.91 �0.001 0.10 0.85
ACOn 0.92 �0.001 0.08 1.01
f0Off 0.91 �0.001 −0.42 11.05
f0On 0.82 �0.001 −0.51 19.37
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on the following sets of measures in tokens with voicing
breaks: VOffTh vs VOTh; DCOff vs DCOn; f0Off vs f0On;
and ACOff vs ACOn. Results, given in Table III, indicate
that, for all speakers �a� voicing offsets occurred significantly
closer in time relative to the flow peak than voicing onsets
�VOffTh�VOTh�; �b� voicing offsets occurred at signifi-
cantly higher DC flow amplitudes than voicing onsets
�DCOff�DCOn�; and �c� voicing began at significantly
higher levels of f0 than it ceased �f0Off� f0Off�. Qualita-
tively, five of the six speakers had lower AC flows at voicing
offset than onset, but the difference was only significant in
three speakers. It may be that the use of the three-pulse av-
erage measure masked short-term changes in pulse amplitude
near voicing offset and onsets. The results for voice timing
and DC flow amplitudes at voicing offset and onset are con-
sistent with our expectations of a hysteresis effect. In these
data, the higher f0 following /h/ most likely reflects the
stress pattern of the utterance, namely the fact the target /h/
initiated a stressed syllable.

A final observation from Table III is that standard devia-
tions �SDs� tended to be higher overall for voicing onsets
than for offsets. The t-tests on the 6 SDs for each measure-
ment pair showed that the difference was significant for
VOffTh vs VOTh �t�5�=11.795, p�0.0001; mean
difference=4.25�. Given the small number of data points for
each comparison, however, the results of these analyses must
be considered preliminary.

B. Categorical effects of loudness and vowel on
devoicing

Figure 3 shows the percentage of devoiced /h/ for each
speaker as a combined function of vowel and loudness. The
statistical tests for loudness- and vowel-related changes are
summarized in Table IV. Full results of the ANOVAs, with
means and standard deviations for the measures, are given in

the Appendixes. In the following section, we present an over-
view of the results; individual patterns are considered in
more detail below.

Figure 3 and Table IV indicate that the vowel and loud-

TABLE III. Offset–onset differences in tokens with voicing breaks for all speakers F1–F6: Means, SDs, and
results of two-tailed t-tests. Temporal measures �VOffTh, VOTh� are in ms; amplitude �DC, AC� measures are
in 1/m; f0 is in Hz.

F1 F2 F3 F4 F5 F6

VOffTh means �SD� 9.3 �14.3� 6.5 �13.3� 8.7 �13.0� 4.0 �7.2� 15.2 �14.4� 22.0 �13.9�
VOTh means �SD� 45.9 �18.8� 33.1 �18.1� 27.5 �16.7� 24.5 �10.0� 39.9 �18.8� 47.0 �19.2�
t −18.64 −9.83 −5.59 −21.04 −11.03 −12.62
p �0.001 �0.001 �0.001 �0.001 �0.001 �0.001
DCOff means �SD� 60.4 �12.9� 51.6 �19.0� 15.5 �5.2� 35.0 �16.8� 17.5 �7.5� 37.3 �13.6�
DCOn means �SD� 43.2 �13.4� 42.3 �20.3� 13.6 �5.7� 23.5 �16.1� 11.6 �7.9� 27.6 �11.9�
t 20.85 8.48 4.04 15.30 14.15 13.40
p �0.001 �0.001 �0.001 �0.001 �0.001 �0.001
f0Off means �SD� 175.2 �12.0� 195.7 �17.1� 184.0 �15.9� 209.4 �14.4� 135.8 �19.4� 208.3 �16.4�
f0On means �SD� 204.3 �14.5� 216.0 �15.7� 205.1 �15.1� 243.5 �16.6� 179.5 �25.7� 257.8 �32.1�
t −20.82 −10.25 −9.02 −20.18 −18.61 −18.44
p �0.001 �0.001 �0.001 �0.001 �0.001 �0.001
ACOff means �SD� 1.8 �0.9� 3.4 �2.0� 0.9 �0.6� 3.2 �1.9� 2.6 �1.1� 1.3 �1.1�
ACOn means �SD� 2.9 �1.6� 3.6 �1.9� 1.1 �0.7� 4.3 �2.8� 2.3 �1.1� 1.8 �1.6�
t −8.33 −0.93 −2.56 −5.6 2.08 −5.63
p �0.001 0.357 0.013 �0.001 0.040 �0.001

FIG. 3. Percentage of voiceless /h/ as a function of loudness condition and
vowel for each speaker. L=loud; N=normal; S=soft.
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ness conditions had different effects on devoicing across
speakers. To understand these effects, we must consider how
the vowel and loudness manipulations affected underlying
production parameters. The loudness manipulation was
chiefly intended to yield variation in subglottal pressure
�Psub�. To determine whether this was achieved, ANOVAs
were run on Psub as a function of loudness level �L=loud,
N=normal, S=soft�. The results �summarized in Table IV�
showed that Psub varied significantly �p�0.001� across loud-
ness condition for all speakers. Five of the six speakers pre-
sented the expected pattern of L�N�S, although not all
pairwise tests were significant. In one speaker �F5�, average
Psub’s were higher in both the loud and soft conditions than
in normal loudness �L ,S�N�. This pattern is discussed fur-
ther in Sec. III D below.

Dromey and Ramig �1998� have demonstrated that
speakers may change articulatory patterns as well as subglot-
tal pressure in varying loudness conditions. To investigate
whether the speakers recorded here varied their degree of
abduction as loudness changed, ANOVAs were run on hPk
measures as a function of loudness condition. The results
�see Table IV� indicated that loudness had significant effects
on hPk for four speakers, but the direction of the effect was
inconsistent: One speaker �F6� showed decreasing hPk flows
as loudness decreased; two �F2, F5� showed higher hPk
flows for the loud condition only; and one �F4� had the high-
est hPk values in the soft condition.

To determine whether speakers altered Psub in response
to changing vocal-tract �vowel� postures, ANOVAs were run
on Psub as a function of vowel. The results �see Table IV�
were significant for three speakers �F2, F3, F5�, but the di-
rection of the effect varied across speakers. Further, Psub

showed significant interactions between loudness and vowel
for three speakers �F4, F5, F6; results are again summarized

in Table IV�. We will return to these data below, and inte-
grate them with the results of the relational analyses.

C. Predicting VOffTh and VOTh from measured
variables

1. Correlations

As indicated above, interrelationships among many vari-
ables were expected. For example, loudness condition was
expected to affect Psub, but might also affect f0, via changes
in Psub and/or laryngeal setting. To quantify the relationships
among the experimental variables, and to determine which
variables were most strongly correlated with the voice timing
variables �VOffTh, VOTh�, simple regression analyses were
performed. The occurrence of both voiced and voiceless /h/
meant that there were two populations of data points for both
VOTh and VOffTh �zero vs a range of positive values�; thus,
two separate analyses were performed: One including the full
data set, and another including the voiceless tokens only.
Comparison of the results with and without fully voiced /h/
suggested that the pattern of results was similar across the
two analyses. To formally quantify the relationship between
the two datasets, we performed an r-to-z transform, correct-
ing for non-normality of r-value distributions, and ran a cor-
relation on the data from the full and the voiceless-only
analyses. Results indicated high correlations for all data ana-
lyzed together �r=0.900, p�0.0001� and for offsets and on-
sets analyzed separately �offsets, r=0.918, p�0.0001; on-
sets, r=0.879, p�0.0001�. These high correlations indicate
that the variables associated with voicing vs devoicing also
tend to predict the duration of devoicing when it occurs.

Table V presents the correlation matrices for the full
data set �including both voiced and voiceless /h/�. These data
reveal some consistencies across speakers, and provide fur-

TABLE IV. Summary of vowel and loudness effects. Percentage of devoicing across conditions was assessed using �2 analyses; effects of loudness and vowel
on Psub and hPk measures were assessed using ANOVAs. Asterisks indicate significance at p�0.01. The results of the post-hoc tests are summarized in cases
of significant p-values. For example, speaker F1 had significant Psub differences among all 3 of her loudness conditions; for F2, loud and normal were not
significantly different from each other, but both were significantly different from the soft condition.

Speaker

% devoicing
as a function
of loudness

% devoicing
as a function

of vowel

Psub as a
function

of loudness
condition

hPk as a
function of
loudness
condition

Psub as a
function of

vowel

Psub

vowel-by-loudness
interaction

F1 � �

L�N�S
F2 � � � �

L ,N�S L�N ,S /Ä ,u / � / (/
F3 � � � �p=0.012�

L�N ,S /u / � /Ä , (/ Average pressure pattern /u / � /Ä , (/
true of loud and normal; in the soft
condition, /u/ had the lowest pressure,
and /(/ had the highest.

F4 �p=0.02� � � �

L�N�S S�N ,L Steeper pressure decrease for /(/ from
loud to normal than for /Ä, u/

F5 � � � � �

L ,S�N L�N ,S /( ,u / � /Ä/ L�S�N differences smaller for /u/
F6 �p=0.02� � � � �

L ,N�S L�N�S L�N�S for /(/ and /u/; for /Ä/,
�L=N�S�.
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TABLE V. Correlation matrices for all tokens �voiced and voiceless� in all subjects. For the sake of compactness, the left column serves both offset and onset
matrices; the offset variables �VOffTh, DCOff, f0Off, ACOff� refer to the left matrix, and the onset variables refer to the right matrix. Ellipses indicate
correlations that were not significant at p�0.01.

Voicing offset Voicing onset

VOffTh /Ä/ /(/ Ld DCOff hPk Pres f0Off ACOff VOTh /Ä/ /(/ Ld DCOn hPk Pres f0On ACOn

F1
VOffTh/VOTh 1.00 ¯ ¯ ¯ 0.15 0.26 ¯ ¯ ¯ 1.00 ¯ ¯ −0.43 −0.52 0.21 −0.16 0.72 0.27
/Ä/-ness 1.00 −0.49 ¯ −0.31 −0.31 ¯ ¯ ¯ 1.00 −0.49 ¯ −0.22 −0.31 ¯ ¯ −0.15
/(/-ness 1.00 ¯ 0.26 0.27 ¯ ¯ ¯ 1.00 ¯ ¯ 0.27 ¯ ¯ 0.27
Loudness 1.00 ¯ ¯ 0.59 ¯ 0.19 1.00 0.23 ¯ 0.59 −0.28 ¯

DCOff/On 1.00 0.99 ¯ ¯ ¯ 1.00 0.63 ¯ −0.33 −0.16
hPk 1.00 ¯ ¯ ¯ 1.00 ¯ 0.30 0.15
Pres 1.00 −0.18 ¯ 1.00 ¯ ¯

f0Off/On 1.00 ¯ 1.00 0.30
ACOff/On 1.00 1.00

F2
VOffTh/VOTh 1.00 ¯ 0.25 ¯ 0.24 0.32 ¯ ¯ ¯ 1.00 −0.24 ¯ ¯ −0.28 ¯ ¯ 0.39 ¯

/Ä/-ness 1.00 −0.50 ¯ ¯ ¯ ¯ ¯ −0.25 1.00 −0.5 ¯ ¯ ¯ ¯ −0.20 ¯

/(/-ness 1.00 ¯ 0.42 0.42 −0.21 ¯ ¯ 1.00 ¯ 0.34 0.42 −0.21 ¯ 0.20
Loudness 1.00 0.52 0.50 0.22 0.32 0.42 1.00 0.56 0.50 0.22 0.25 0.40
DCOff/On 1.00 0.98 ¯ 0.19 0.39 1.00 0.89 ¯ ¯ 0.38
hPk 1.00 ¯ 0.19 0.37 1.00 ¯ 0.22 0.37
Pres 1.00 ¯ 0.23 1.00 ¯ 0.21
f0Off/On 1.00 0.25 1.00 0.20
ACOff/On 1.00 1.00

F3
VOffTh/VOTh 1.00 ¯ 0.45 ¯ ¯ 0.27 ¯ ¯ ¯ 1.00 ¯ 0.19 ¯ ¯ 0.20 ¯ 0.28 ¯

/Ä/-ness 1.00 −0.47 ¯ −0.60 −0.61 ¯ −0.27 −0.37 1.00 −0.47 ¯ −0.58 −0.61 ¯ −0.29 −0.25
/(/-ness 1.00 ¯ 0.44 0.53 ¯ ¯ 0.41 1.00 ¯ 0.46 0.53 ¯ 0.28 0.54
Loudness 1.00 ¯ ¯ 0.75 0.48 ¯ 1.00 ¯ ¯ 0.75 0.49 ¯

DCOff/On 1.00 0.95 ¯ 0.24 0.60 1.00 0.91 ¯ ¯ 0.48
hPk 1.00 ¯ 0.23 0.61 1.00 ¯ 0.27 0.54
Pres 1.00 0.67 ¯ 1.00 0.57 ¯

f0Off/On 1.00 0.29 1.00 0.32
ACOff/On 1.00 1.00

F4
VOffTh/VOTh 1.00 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 1.00 ¯ ¯ ¯ −0.48 ¯ ¯ 0.68 0.26
/Ä/-ness 1.00 −0.49 ¯ ¯ ¯ ¯ 0.21 −0.16 1.00 −0.49 ¯ ¯ ¯ ¯ ¯ ¯

/(/-ness 1.00 ¯ ¯ ¯ ¯ ¯ 0.10 1.00 ¯ ¯ ¯ ¯ ¯ ¯

Loudness 1.00 −0.70 −0.70 0.93 ¯ 0.28 1.00 −0.61 −0.70 0.93 0.34 0.25
DCOff/On 1.00 0.99 −0.61 ¯ −0.30 1.00 0.85 −0.53 −0.43 −0.44
hPk 1.00 −0.60 ¯ −0.31 1.00 −0.60 ¯ −0.31
Pres 1.00 0.22 0.23 1.00 0.41 0.22
f0Off/On 1.00 −0.36 1.00 ¯

ACOff/On 1.00 1.00

F5
VOffTh/VOTh 1.00 ¯ ¯ ¯ −0.27 ¯ −0.22 ¯ ¯ 1.00 ¯ ¯ −0.27 −0.64 ¯ −0.25 0.31 −0.21
/Ä/-ness 1.00 −0.49 ¯ −0.47 −0.49 −0.29 ¯ −0.35 1.00 −0.49 ¯ −0.30 −0.49 −0.29 ¯ −0.30
/(/-ness 1.00 ¯ 0.43 0.50 ¯ 0.19 0.32 1.00 ¯ 0.36 0.50 ¯ ¯ 0.23
Loudness 1.00 0.30 0.27 ¯ 0.72 0.40 1.00 0.39 0.27 ¯ 0.58 0.55
DCOff/On 1.00 0.95 0.30 0.26 0.45 1.00 0.76 0.35 ¯ 0.41
hPk 1.00 0.22 0.23 0.44 1.00 0.22 0.25 0.42
Pres 1.00 0.19 0.25 1.00 ¯ 0.27
f0Off/On 1.00 0.70 1.00 0.58
ACOff/On 1.00 1.00
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ther evidence for offset–onset differences. First, in five of six
speakers �all but F3�, VOTh had a significant negative cor-
relation with DCOn. This reflects the fact that a longer
VOTh corresponds to voicing occurring later in the adduc-
tion gesture, and at lower flow rates. Correlations between
VOffTh and DCOff were weaker and significant for only
three of six speakers. However, DCOff and hPk were highly,
significantly correlated for all speakers: For both the full and
the voiceless-only analysis, all r values were above 0.89.
�Recall that in tokens with no voicing break the times of
voicing “offset” and “onset” were set within a pulse of the
/h/ flow peak, so that offset, onset, and peak values were
virtually identical; for this analysis, therefore, the voiceless-
only dataset is more valid.� These high correlations were also
expected given that voicing offset typically occurred very
close in time to the peak abduction in /h/. The comparable
onset correlations �DCOn–hPk� were significant for all
speakers, but the r values were lower than for offsets �0.63–
0.89 in the voiceless-only analysis�.

Apart from these consistencies, the variables correlated
with VOffTh and VOTh to different degrees across speakers.
For example, VOTh in speaker F4 correlated with DCOn,
f0On, and, to a lesser degree, ACOn. For F5, VOTh corre-
lated with loudness, DCOn, pressure, f0On, and ACOn; note

that the direction of the AC effect is the opposite of that for
F4. Speaker F6 showed no effect of loudness, pressure,
f0On, or ACOn; instead, VOTh values correlated with the /(/
context along with DCOn.

2. Multiple regression

To determine how strongly each of the experimental
variables predicted voice timing in each speaker, within-
subject multiple regression �MR� analyses were performed,
with dependent variables of VOffTh and VOTh. Table VI
shows the results for the full data set �voiced and voiceless
tokens�. As with the correlational analyses, results were simi-
lar for the full dataset as compared to the voiceless-only
analysis, although the F values were lower for the smaller
�voiceless only� data set. These analyses supplement the
principal components analysis �discussed below�, which is
not inferential and does not provide statistical significance
levels.

Table VI indicates that the measured variables signifi-
cantly predicted the times of voicing offset and onset in all
speakers, but the r values and F values were in all cases
higher for voicing onset than voicing offset. The t-tests on
the log-transformed r values indicated that these offset–onset

TABLE V. �Continued.�

Voicing offset Voicing onset

VOffTh /Ä/ /(/ Ld DCOff hPk Pres f0Off ACOff VOTh /Ä/ /(/ Ld DCOn hPk Pres f0On ACOn

F6
VOffTh/VOTh 1.00 0.35 ¯ 0.20 ¯ 0.19 0.21 ¯ ¯ 1.00 ¯ −0.47 ¯ −0.48 ¯ ¯ ¯ ¯

/Ä/-ness 1.00 −0.49 ¯ −0.42 −0.29 ¯ ¯ ¯ 1.00 −0.49 ¯ −0.21 −0.29 ¯ ¯ ¯

/(/-ness 1.00 ¯ 0.37 0.36 ¯ ¯ ¯ 1.00 ¯ 0.65 0.36 ¯ ¯ ¯

Loudness 1.00 0.51 0.59 0.51 −0.24 ¯ 1.00 0.42 0.59 0.51 ¯ ¯

DCOff/On 1.00 0.93 0.44 −0.30 ¯ 1.00 0.74 0.36 0.18 ¯

hPk 1.00 0.48 −0.28 ¯ 1.00 0.48 ¯ ¯

Pres 1.00 −0.18 0.23 1.00 0.38 0.33
f0Off/On 1.00 ¯ 1.00 0.44
ACOff/On 1.00 1.00

TABLE VI. Results of multiple regression analyses for the full data set �voiced and voiceless tokens together�, with VOffTh and VOTh as dependent
variables. Double asterisks ���� indicate cases of p�0.001; single asterisks ��� indicate p�0.01; tildes ��� indicate p�0.05.

F1 F2 F3 F4 F5 F6

Off On Off On Off On Off On Off On Off On

Overall r 0.66 0.89 0.58 0.9 0.74 0.91 0.67 0.94 0.69 0.9 0.74 0.86
Overall F 28.49 144.57 13.36 110.48 29.83 110.37 21.49 194.59 24.02 111.86 31.23 72.14
p value �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001 �0.001
Intercept �� ��

/Ä/-ness �� � � � � � ��

/(/-ness �� �� �� �� �� � �

Loud �� ��

DCOff/On �� �� �� �� �� �� �� �� �� �� �� ��

hPk �� �� �� �� �� �� �� �� �� �� �� ��

Pres ��

f0Off/On � �� � �� ��

AC3Off/On � ��
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differences were significant �t�5�=6.836, p=0.001; mean
difference=0.283�. Again, given the small number of data
points for these tests, the conclusions must be considered
tentative. The multiple regression also shows that the contri-
butions of DCOff/DCOn and hPk were significant in all
cases. The universal significance of DCOff and DCOn as
predictors of VOffTh and VOTh �respectively� implies that,
as one would expect, the degree of abduction is a major
factor in determining voice timing. Otherwise, the results are
mixed, suggesting that other variables contribute to voicing
control to differing degrees across subjects.

3. Principal components analysis „PCA…

The general goal of principal components analysis is to
determine the underlying dimensionality among a large num-
ber of correlated variables. Loadings on a single factor rep-
resent variables that are intercorrelated; conversely, correla-
tions are minimized across factors �Dunteman, 1989�. Thus,
the PCA results provide greater insight into how variables
associated with voicing control are interrelated within a
speaker.

Table VII presents the orthogonal solutions yielded by
principal components analysis, showing the results for all
data �voiced and voiceless tokens�. The factors were rotated
using the Varimax procedure. The number of factors retained
for each analysis was determined using a composite proce-
dure, in order to minimize dependence upon a single method
and criterion. Specifically, factors were retained depending
on the larger of two values as determined by �a� the change
point on a scree plot �Cattell, 1966� and �b� a 75% total
variance criterion �cf. Dunteman, 1989; Jackson, 1991�.

The factor solutions effectively characterized the data
sets for all subjects �all �2 significant at p�0.001�. This was
true when the analysis was run on the entire data set and
when voiced tokens were removed, though the �2’s were
lower in the latter case. In both the full and voiceless-only
analyses, four factors were extracted for all subjects except
F3, for whom three factors characterized her dataset. Table
VII indicates that certain factors group together across sub-
jects: In particular, all subjects have at least one factor with
moderate to heavy loadings of hPk and DCOff/On, for both
voicing offsets and onsets. Other variables loading on these
factors differ across speakers. For example, speaker F1 �fac-
tor 1, voicing offsets� has DCOff and hPk combined with AC
flow only, whereas in F4 �factor 1, voicing offsets� this factor
includes loudness and pressure. Cross-speaker differences
are also observed in the variables that load together with the
voice timing variables �VOffTh, VOTh�, in the number of
factors the voice timing variables are loaded on, and in the
factor groupings for voicing offsets vs onsets. For speaker
F2, for example VOffTh loads with vowel quality �/(/-ness�,
DCOff, and hPk, whereas for speaker F3, the factor that
includes VOffTh loads only on vowel quality �/(/-ness�, with
no other contributing factors.

Overall, the results of the relational analyses reveal a
few consistencies across speakers in the variables associated
with voice timing; specifically, voice timing was found to be
related to the DC flow variables in all speakers, and the DC
flow variables were highly correlated with each other �i.e.,

they loaded on common factors in the PCA�. At the same
time, the data indicate considerable interspeaker variability
in the other factors expected to affect voicing thresholds. We
explore this variability in more detail in the next section.

D. Individual speaker patterns

In this section, we bring together all the data and attempt
a detailed explanation of voicing behavior in three of the six
speakers �F1, F3, F5�. These speakers, chosen arbitrarily
from among the six, illustrate some of the ways in which
speakers can differ in phonatory function.

Speaker F1 had a significant effect of loudness on de-
voicing, with more devoicing as loudness and Psub decreased
�see Fig. 3 and Table IV�. The MR analysis showed vowel
quality, loudness, and f0 to contribute to voicing onset along
with DCOn and hPk. The PCA showed that loudness and
pressure loaded on a single factor, with no other contributing
variables. The vowel variables loaded together with AC flow,
and the factors that included VOffTh and VOTh also in-
cluded f0. Taken together, these results suggest that the loud-
ness manipulation had the simple effect of increasing sub-
glottal pressures in this speaker; that the vowel manipulation
affected the amplitude of vocal-fold vibration; and that f0
made an independent contribution to voice timing.

Speaker F3 showed significant vowel effects on devoic-
ing, and Psub varied with vowel as well as loudness condi-
tion. In the loud and normal conditions, she had the least
devoicing in the /u/ context �see Fig. 3�, whereas in the soft
condition this vowel showed the most devoicing. The de-
voicing pattern follows the Psub data for this speaker; al-
though her loudness-by-vowel interaction did not reach sig-
nificance �p=0.012; cf. Table IV�, qualitatively /u/ had the
lowest Psub’s in the soft condition, whereas it had the highest
Psub’s in the normal and loud conditions. Vowel effects are
also evident in the MR results, where voice timing was pre-
dicted by vowel quality along with the usual hPk and DC
flow. In the PCA �a� loudness, Psub, and f0 loaded on a single
factor; �b� the vowel variables loaded with AC flow as well
as hPk and DC flows; and �c� the voice timing variables load
with vowel �offsets� and f0 �onsets�. The PCA loadings sug-
gest that, for this speaker, varying vowel quality affected
laryngeal abduction for /h/ �measured by DC flow� as well as
on vocal-fold vibratory amplitudes �AC flow�, which to-
gether yielded the significant vowel effects on phonation.
The factor loadings also suggest that the loudness manipula-
tion may have affected voicing partly via effects on f0.

Speaker F5 was distinguished by an unusual pattern of
pressure variation in which the loud and soft conditions had
higher pressures than normal loudness �Fig. 3, Table IV�. Her
higher amount of devoicing in the normal condition follows
from the lower pressures. In the PCA, loudness is grouped
together with f0 and AC flow, and the MR analysis shows
that f0 and AC flow variables predicted voicing onsets along
with DC flow and hPk. For this speaker, the loudness ma-
nipulation appears to have had complex effects on glottal
function, affecting f0 and vibratory amplitudes along with
simple driving pressures. In the soft condition, this speaker
may have increased Psub in response to greater glottal leak-
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TABLE VII. Results of principal components analysis, including all tokens �voiced and voiceless� in the
analysis. For clarity, only loadings of 0.4 or greater are shown.

Voicing offset Voicing onset

Factor 1 Factor 2 Factor 3 Factor 4 Factor 1 Factor 2 Factor 3 Factor 4

F1
VOffTh/VOTh 0.76 0.91

/Ä/-ness −0.74 −0.75
/(/-ness 0.79 0.86

Loudness 0.89 0.86
DCOff/On 0.93 −0.45 0.85

hPk 0.94 0.90
Pres 0.88 0.90

f0Off/On −0.67 0.89
ACOff/On −0.40 0.52 0.41 0.54

F2
VOffTh/VOTh 0.74 0.78

/Ä/-ness −0.90 −0.83
/(/-ness 0.75 0.47 0.83

Loudness 0.82 0.72
DCOff/On 0.64 0.67 0.95

hPk 0.62 0.71 0.89
Pres 0.44 −0.70 0.83

f0Off/On 0.46 0.74 0.86
ACOff/On 0.73 0.41 0.62

F3
VOffTh/VOTh 0.94 0.92

/Ä/-ness −0.76 −0.73
/(/-ness 0.55 0.64 0.73

Loudness 0.88 0.90
DCOff/On 0.93 0.90

hPk 0.91 0.93
Pres 0.93 0.92

f0Off/On 0.78 0.73 0.45
ACOff/On 0.72 0.66

F4
VOffTh/VOTh 0.99 0.92

/Ä/-ness −0.86 −0.87
/(/-ness 0.83 0.84

Loudness 0.93 0.96
DCOff/On −0.89 −0.66 0.56

hPk −0.89 −0.79 0.43
Pres 0.88 0.94

f0Off/On 0.87 0.87
ACOff/On −0.73 −0.88

F5
VOffTh/VOTh 0.86 −0.93

/Ä/-ness −0.68 −0.47 −0.75 −0.43
/(/-ness 0.79 0.86

Loudness 0.86 0.85
DCOff/On 0.82 0.51 0.77

hPk 0.87 0.78
Pres 0.91 0.93

f0Off/On 0.94 0.89
ACOff/On 0.40 0.70 0.76
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age; visual inspection of averaged DC flow signals over the
entire VCV sequence for her three loudness conditions
showed higher flows during the unstressed vowel preceding
the /h/ in the soft condition than for the normal or loud
conditions. The soft condition also tended to have low-
amplitude, sinusoidal pulse shapes, suggestive of incomplete
glottal closure.

IV. DISCUSSION

A. Differences between voicing offset and onset

As expected, voicing offsets occurred closer in time to
the peak abduction, and at greater degrees of abduction
�higher DC flows� than voicing onsets in all speakers. This
finding is consistent with a hysteresis effect, in which the
requirements for initiating phonation are more stringent than
those for sustaining it �e.g., Lucero, 1999; Lucero and
Koenig, 2005�. However, speakers varied in the extent of this
effect. Across the six speakers, offset–onset differences in
voice timing relative to peak abduction showed a range of
19–37 ms, with VOTh durations two to six times longer
than VOffTh durations. Offset–onset differences in DC flow
levels varied from 2–18 l /m; DCOff values were 1.15–1.51
times greater than DCOn values. Plant et al. �2004�, using
tracheal puncture to assess subglottal pressures at phonation
offset and onset, have also reported variability in the degree
of hysteresis across speakers; in their study, some subjects
did not demonstrate hysteresis at all.

Several factors may contribute to this variation. One
possibility is that speakers differ in anatomical parameters
such as tissue damping or vocal-fold thickness. Other con-
tributors may be the degree to which the speakers vary their
subglottal pressure and/or longitudinal vocal-fold tension for
the stressed syllable. The speech context used here was nec-
essarily asymmetrical; the /h/ followed an unstressed syllable
and initiated a stressed one, to ensure that the /h/ would not
be lenited or deleted �Pierrehumbert and Talkin, 1992�. In-
creased Psub as a function of syllable stress should lead to a
shorter VOTh �earlier phonation onset�, yielding a smaller
hysteresis effect. On the other hand, greater longitudinal ten-
sion to achieve elevated f0 in a stressed syllable should have

the effect of postponing voicing. As noted in the Introduc-
tion, past studies have found inconsistent results on whether
speakers use longitudinal tension as one means of suppress-
ing voicing. For four of the six speakers presented here �F1,
F2, F3, F4�, the PCA results showed f0 loading on the fac-
tor�s� that included VOffTh and/or VOTh, suggesting that
longitudinal tension of the vocal folds correlated with voice
timing in these speakers. The relationship between f0 and
offset–onset differences is not entirely straightforward, how-
ever, a post hoc review of each speaker’s f0 data for stressed
and unstressed syllables indicated that neither the absolute f0
difference nor the relative f0 increase �as a percentage of the
unstressed vowel f0� showed a clear relationship with the
degree of offset–onset differences. A final explanation for the
variability in offset–onset differences across speakers might
be found in the work of Ní Chasaide and Gobl �1993�. In a
cross-language study of voice source characteristics around
intervocalic consonants, these authors argued that voice off-
sets are by nature gradual, but that speakers have some lee-
way in whether they initiate phonation rapidly or more
slowly, and further that there may be variation across lan-
guages in the manner of voicing onset �rapid vs slow�. Inter-
estingly, the five �British� English speakers in their study had
greater interspeaker variability in their voice source onset
patterns than the speakers of Swedish, German, Italian, and
French. Hanson �1997� has also noted considerable cross-
speaker variability in voice source characteristics among 22
female speakers, and suggested that women may demon-
strate greater interspeaker differences than men with respect
to glottal settings. It is a question for further research to what
extent the variations in onset–offset differences here reflect
language effects, context effects, speaker-specific variations,
and/or gender differences. Combining these data with mod-
eling work �cf. Lucero and Koenig, 2005� may help clarify
this issue.

Three other general differences between voicing offsets
and onsets were observed. First, there was a greater spread of
values �higher within-subject SDs� for measures taken at
voicing onset than voicing offset. Second, higher r- and F
values for voicing onsets in the multiple regressions indi-
cated that the independent measures were more successful in

TABLE VII. �Continued.�

Voicing offset Voicing onset

Factor 1 Factor 2 Factor 3 Factor 4 Factor 1 Factor 2 Factor 3 Factor 4

F6
VOffTh/VOTh 0.41 0.62 −0.93

/Ä/-ness 0.83 −0.95
/(/-ness −0.74 0.69 0.61

Loudness 0.78 0.87
DCOff/On 0.77 −0.47 0.62 0.70

hPk 0.88 0.85
Pres 0.74 0.66 0.47

f0Off/On 0.94 0.81
ACOff/On 0.95 0.84
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predicting voicing onsets than offsets. Finally, VOffTh and
VOTh did not always group with the same variables in the
principal components analysis. For example, in speaker F3,
VOffTh and vowel quality �/(/-ness� loaded together,
whereas the factor that included VOTh had contributions
from f0 but not from vowel quality. This suggests that, for
this speaker, measures of voicing offsets were highly corre-
lated with vowel quality, whereas variation in voicing onsets
was more closely related to changes in f0. In other words,
voicing offsets and onsets may be subject to somewhat dif-
ferent patterns of control within an individual speaker.

B. Cross-speaker similarities

Along with the offset–onset differences described above,
some patterns were consistent across speakers. Most notably,
hPk and DCOff/On loaded together on at least one factor in
the PCA solutions for all speakers. These variables also sig-
nificantly predicted VOffTh and VOTh in the multiple re-
gression analysis. The consistency of the MR results across
speakers implies that, as one might have suspected, all
speakers used abduction degree as one way of achieving de-
voicing.

C. Cross-speaker differences

Apart from the DC flow variables
�DCOff, DCOn, hPk�, the variables that significantly pre-
dicted voice timing in the multiple regressions differed
across speakers. Further, the factors that were grouped with
VOffTh and VOTh in the principal components analyses dif-
fered across speakers. They frequently included f0 and the
vowel factors, but the direction of vowel effects differed
across speakers. This kind of variability is precisely what we
would expect in a situation where phonatory timing is deter-
mined by a balance among several factors, and where speak-
ers have a variety of options for achieving or sustaining voic-
ing.

The loudness condition also yielded differing effects on
the degree of devoicing across speakers. These results are
consistent with those of Holmberg and colleagues �1988�,
who argued that speakers produce changes in loudness via a
combination of respiratory and laryngeal adjustments. Vowel
and loudness variations also interacted significantly for some
speakers in their effects on the frequency of devoicing, sug-
gesting that individual speakers make unique laryngeal
and/or respiratory adjustments �or, possibly, show unique
patterns of source–tract interaction� in response to changes in
supraglottal postures. These contextual changes may affect
not only aspects of phonation such as fundamental frequency
or voice quality, but the likelihood of phonation itself.

All in all, the results reported here indicate that, while
abduction degree �as measured by DCOff/On and hPk� is a
major contributing factor to phonation offset and onset, the
contributions of other factors vary across speakers. Thus, to
some degree, individual speakers appear to develop unique
means of achieving voicing and devoicing in running speech.
Given the relatively small number of subjects in the current
study, we cannot make conclusions about which of the ob-
served patterns may be more common, but the data do give

some indication of the possible range of variation among a
group of normal female speakers. This variation has impli-
cations for understanding the nature of speech production as
well as for modeling work that aims to reproduce natural
speech behavior and formalize the underlying physical prin-
ciples of voice production. Since individual speakers satisfy
the requirements for voicing in different ways, verifying that
a laryngeal model can reproduce the range of normal human
vocal behavior requires comparison data from numerous
speakers.

As indicated earlier, the current analyses are intended, in
part, to provide input to modeling work in which we explore
both individual and gender differences in voicing behavior in
connected speech. Recently �Lucero and Koenig, 2005�, we
attempted to reproduce a range of data from male and female
speakers using a two-mass model of the vocal folds coupled
to a two-tube representation of /Ä/. The simulation results
generally yielded good fits to the data for this vowel context,
suggesting that the model does capture a variety of phona-
tory patterns. The data presented here will permit modeling
of phonatory behavior under different supraglottal �vowel�
conditions. In future work, we will expand our measured
database to include male and female speakers who show
little or no devoicing in typical productions of /h/. An addi-
tional feature we plan to include in future analyses is voice
source measures. These may provide additional information
on individual patterns of voicing control, especially in those
cases where the current factor analysis did not combine any
other variables with the voice timing measures.
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Appendix A

Effect of loudness condition on subglottal pressure �Psub� measures: Means
and standard deviations �cm H20�; ANOVA results; and p-values of post-hoc
Scheffé tests. L=Loud; N=Normal; S=Soft.

Means �SD�
�cm H20� ANOVA results Post-hoc p-values

Speaker L N S F �df=2� p L vs N L vs S N vs S

F1 6.2 5.4 4.4 81.67 �0.001 �0.001 �0.001 �0.001
�0.5� �1.1� �0.3�

F2 7.0 6.9 6.2 6.77 0.001 0.876 0.003 0.015
�1.5� �1.3� �1.7�

F3 7.9 6.2 5.9 199.31 �0.001 �0.001 �0.001 0.011
�0.8� �0.5� �0.5�

F4 10.6 7.5 4.9 745.46 �0.001 �0.001 �0.001 �0.001
�0.8� �1.3� �0.3�

F5 8.3 6.5 7.7 23.95 �0.001 �0.001 0.054 �0.001
�2.0� �2.3� �1.7�

F6 9.7 9.0 7.1 43.88 �0.001 0.088 �0.001 �0.001
�1.6� �2.0� �1.8�
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Appendix B

Effect of loudness condition on hPk values: Means and standard deviations
�l/m�; ANOVA results; and p-values of post-hoc Scheffé tests. L=Loud; N
=Normal; S=Soft. Post-hoc results of n/a indicate cases where the post-hoc
analyses were not run because the F-test was not significant.

Means �SD�
�l/m� ANOVA results Post-hoc p-values

Speaker L N S F �df=2� p L vs N L vs S N vs S

F1 57.9 57.6 61.6 1.97 0.140 n/a n/a n/a

�14.0� �16.4� �12.3�
F2 64.2 41.9 40.5 50.80 �0.001 �0.001 �0.0001 0.863

�18.4� �15.3� �14.5�
F3 14.2 15.7 13.7 2.33 0.100 n/a n/a n/a

�5.7� �6.9� �4.7�
F4 27.8 27.9 55.3 174.20 �0.001 0.998 �0.001 �0.001

�9.5� �12.5� �8.5�
F5 23.0 18.0 17.9 11.03 �0.001 �0.001 �0.001 0.998

�7.3� �7.5� �7.6�
F6 52.3 43.8 30.4 59.40 �0.001 �0.001 �0.001 �0.001

�12.7� �16.1� �7.0�

Appendix C

Effect of vowel on subglottal pressure �Psub� measures: Means and standard
deviations �cm H20�; ANOVA results; and p-values of post-hoc Scheffé
tests.

Means �SD�
�cm H20� ANOVA results Post-hoc p-values

Speaker /Ä/ /(/ /u/ F �df=2� p /Ä/ vs /(/ /Ä/ vs /u/ /(/ vs /u/

FD1 5.1 5.3 5.4 3.10 0.047 0.283 0.034 0.594

�0.9� �1.0� �1.1�
FD2 7.0 6.2 6.8 5.79 0.004 0.005 0.659 0.057

�1.2� �2.1� �1.1�
FD3 6.4 6.5 6.9 6.81 0.001 0.721 �0.001 0.002

�0.9� �0.9� �1.2�
FD4 7.5 7.6 7.7 0.48 0.621 0.903 0.374 0.622

�2.5� �2.6� �2.4�
FD5 6.7 7.4 8.4 20.51 �0.001 0.045 �0.001 0.001

�2.0� �2.3� �1.4�
FD6 8.4 8.9 8.4 1.82 0.164 0.315 1.000 0.329

�2.2� �2.2� �1.9�
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Nonlinear dynamic methods and perturbation methods are compared in terms of the effects of signal
length, sampling rate, and noise. Results of theoretical and experimental studies quantitatively show
that measurements representing frequency and amplitude perturbations are not applicable to chaotic
signals because of difficulties in pitch tracking and sensitivity to initial state differences.
Perturbation analyses are only reliable when applied to nearly periodic voice samples of sufficiently
long signal lengths that were obtained at high sampling rates and low noise levels. In contrast,
nonlinear dynamic methods, such as correlation dimension, allow the quantification of chaotic time
series. Additionally, the correlation dimension method presents a more stable analysis of nearly
periodic voice samples for shorter signal lengths, lower sampling rates, and higher noise levels. The
correlation dimension method avoids some of the methodological issues associated with
perturbation methods, and may potentially improve the ability for real time analysis as well as
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I. INTRODUCTION

Acoustic perturbation measures such as jitter and shim-
mer describe the frequency and amplitude perturbation char-
acteristics of voices. They have been applied to noninva-
sively and objectively assess laryngeal function and voice
quality since the 1960s.1,2 Recently, methodological issues
regarding these perturbation measures have received consid-
erable attention. It has been suggested that systems employed
to calculate perturbation measures are only reliable for nearly
periodic voice signals and cannot reliably analyze strongly
aperiodic signals.3–6 Furthermore, jitter and shimmer have
been found to be sensitive to variations in microphone type
and placement,7 recorder and tape types,8,9 sampling size or
signal length,10 noise,11 extraction algorithm,12 and analysis
systems.13,14 The errors introduced by factors such as signal
length, sampling rate, and environmental as well as measure-
ment noise affect the perturbation values.

Nonlinear dynamic methods such as the correlation di-
mension and Lyapunov exponents are quantitative measures
that can be applied to aperiodic and chaotic behaviors gen-
erated by deterministic systems.15 The application of nonlin-
ear dynamic methods to laryngeal systems has received re-
cent interest. Nonlinear dynamic methods have shown
potential value for describing disordered voices from laryn-
geal pathologies,16–19 diagnosing laryngeal pathologies,20,21

and assessing the effects of clinical treatments.22 However,
until now there have not been quantitative voice studies to
investigate how signal length, sampling rate, and noise affect
nonlinear dynamic measures of voices, although a qualitative
study by Behrman and Baken18 showed that nonstationarity,
noise, and finite signal length might affect the correlation
dimension estimate of electroglottographic data. In addition,
there has been no quantitative comparison of traditional per-
turbation methods and nonlinear dynamics methods in terms
of the effects of signal length, sampling rate, and noise.

The purpose of this study is to compare nonlinear dy-
namic analysis and perturbation analysis of voices in terms
of the effects of signal length, sampling rate, and noise. In
the theoretical analysis section, the Lorenz model is used to
demonstrate the difficulties in tracking the pitch of aperiodic
or chaotic signals. Furthermore, test signals from the asym-
metric two-mass model of Steinecke and Herzel23 are ana-
lyzed to investigate the variances of nonlinear dynamic mea-
sures and perturbation measures in response to different
initial conditions, and to show the effects of signal length,
sampling rate, and noise amplitude. In the experimental
study section, sustained vowels from normal subjects and
patients with laryngeal pathologies are analyzed using corre-
lation dimension, jitter, and shimmer. For a nearly periodic
voice and an aperiodic voice, the time variances of correla-
tion dimension, jitter, and shimmer are compared. The ef-
fects of signal length, sampling rate, and noise amplitude are
investigated to evaluate the usefulness of the correlation di-
mension for practical voice analysis.
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II. METHODS

Theoretically, the dynamics of a vibratory system such
as the vocal folds can be described by the equation

dx

dt
= v ,

dv

dt
= F�x,v,�� , �1�

where x and v are the displacement and velocity vectors,
respectively, F denotes the force vector applied to the sys-
tem, and � is the system parameter vector. In lump param-
eter models of the vocal folds,23–25 � includes the mass M,
damping D, and stiffness K parameter vectors. The time evo-
lution of the equation solution produces a continuous time
series x�t�. Nonlinear dynamic methods, including phase
space, Poincaré map, generalized dimensions �Hausdorff di-
mension, information dimension, correlation dimension,
etc.�, generalized entropies �Kolmogrov entropy, etc.�, and
Lyapunov exponents, can describe irregular or chaotic
activities.15 In a vibratory system, such as the vocal folds,
phase space is a space defined by multiple dynamic variables
composed of positions and velocities. With time evolution,
vocal fold vibration can be shown as a trajectory in a phase
space. After an initial transient, a trajectory in phase space
asymptotically approaches an invariant set, termed an attrac-
tor.

In practical application, nonlinear time series analysis of
voices also has received recent interest.6,16–22 The time delay
technique has been applied to reconstruct the dynamics from
measured experimental data. For a time series x�ti��R, ti

= t0+ i�t �i=1,2 , . . . ,N�, sampled at the time interval �t
=1/ fs �fs is the sampling rate�, a phase space can be recon-
structed with a time delay vector, X�t�= �x�t� ,x�t
−�� , . . . ,x�t− �m−1���� where � is the time delay and m is
the embedding dimension.26 It is important to choose an ap-
propriate time delay � when reconstructing a phase space. If
� is too small, the lagged coordinates will be too strongly
correlated, such that the reconstructed attractor will be
stretched around a diagonal line. If � is too large, the recon-
structed attractor will produce self-intersection. An appropri-
ate � can be estimated by using the mutual information
method proposed by Fraser and Swinney.27 The first mini-
mum value of the mutual information function provides an
effective criterion for choosing the time delay �. Takens28

has demonstrated that when m�2D+1, where D is the di-
mension of the attractor, the reconstructed phase space with
the lagged coordinates is topologically equivalent to the
original phase space with physical coordinates. Thus, the dy-
namics of a voice signal can be studied in its reconstructed
phase space; a closed periodic trajectory in a phase space is
closed in its reconstructed phase space, whereas a chaotic
trajectory in phase space is noiselike in its reconstructed
phase space.

The correlation dimension proposed by Grassberger and
Procaccia29 quantitatively measures the complexity of a dy-
namic system. A system with a higher dimension may need
more degrees of freedom to describe the system’s dynamics.

Detailed descriptions of the nonlinear dynamic methods are
widely found.6,15–22,29–32 In this study, our calculations were
based on the numerical algorithms that we previously ap-
plied to analyze human voices19,21,22 and excised larynx
phonations.6 Briefly, the correlation dimension can be calcu-
lated as29

D2 = lim
r→0

log C�r�
log r

, �2�

where r is the radius around Xi. The correlation integral C�r�
of the time series with length N can be obtained using the
formula by Theiler:30

C�W,N,r� =
2

�N + 1 − W��N − W� �
n=W

N−1

�
i=0

N−1−n

��r − �Xi − Xi+n�� ,

�3�

where ��x� is the Heaviside step function defined by

��x� = 	1, x � 0,

0, x � 0.



This formula eliminates all sets of vectors that lie within W
of each other, and, in this study, W was set to be the proper
time delay �. In the curve of log C�W ,N ,r� vs. log r, if the
radius r were too small, random noise would be dominant
so that the estimate of D2 would continue to increase with
m. On the other hand, if r were too large �about the overall
size of the attractor�, all dot pairs in the reconstructed
phase space would be smaller than r so that the estimate
of D2 would approach zero. There is a finite region be-
tween these two regions, termed the scaling region,29 in
which the slopes of log C�W ,N ,r� vs. log r curves in-
creases at first but eventually converge with the increase
of m. The dimension estimate and its standard deviation
were derived using a linear curve fit to the curve of
log2 C�r� vs. log2 r in this scaling region. For the substan-
tially large embedding dimension m, a small standard er-
ror of the slope within the scaling region leads to a reli-
able dimension estimation of a chaotic time series.

Jitter and shimmer are measures of the frequency and
amplitude perturbations of a voice. Jitter is a cycle-to-cycle
frequency perturbation measure and shimmer is a cycle-to-
cycle amplitude perturbation measure. Traditionally, jitter
and shimmer have been used to objectively evaluate patients
with laryngeal pathologies as well as to track improvements
after treatment. Abnormal jitter and shimmer values may be
associated with laryngeal pathologies. There are quite a few
algorithms, including Multi-Dimensional Voice Program
�MDVP�3 and Cspeech 4.0,33,34 to measure jitter and shim-
mer. All these methods require that the voice period be ac-
curately extracted. Thus, although MDVP and Cspeech were
applied in our study to show the limitation of pitch extrac-
tion, the principle and results can be generalized to other
algorithms for calculating jitter and shimmer. In addition,
MDVP and Cspeech as commercial products have been
widely applied in clinical practice and research labs. The
results based on these two analysis systems might be com-
parable with previous study.3–14 In this study, Jit�MDVP,
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Shim�MDVP, Jit�Cspeech, and Shim�Cspeech correspond to
the jitter estimated with MDVP, shimmer estimated with
MDVP, jitter estimated with Cspeech, and shimmer esti-
mated with Cspeech, respectively.

III. THEORETICAL ANALYSIS

For a nearly periodic scalar time series x�t� obtained
from theoretical models or experimental measurements, the
maximal amplitude A�ti� and the corresponding period Ti

= ti− ti−1 can be determined using waveform matching, peak-
picking, and zero-crossing methods.12 The waveform match-
ing method applies a least squared error criterion to deter-
mine the minimal value of the adjacent waveforms, the peak-
picking method applies peak-picking to a signal, and the
zero-crossing method is used on a signal having two zero
crossings each cycle, where positive zero-crossing is located
between consecutive markers. Theoretically, the peak-
picking method and the zero-crossing method are equivalent.
The maximal amplitude A�ti� and the period Ti of the dis-
placement signal x�t� determined in the peak-picking proce-
dure correspond to its zero velocity v�ti�=0 and v̇�ti��0
determined in the zero-crossing procedure according to the
second derivative test for local extreme value �see Fig. 1�.
x1L�t� and v1L�t� represent the displacement and velocity of
the left-lower mass in the asymmetric two-mass vocal fold
model of Steinecke and Herzel,23 which was proposed to
simulate the vibrations of vocal folds with superior nerve
paralysis. The subglottal pressure is 0.0145, the tension im-
balance parameter is Q=0.6, and the other model parameters
are the default values.23,24 The waveform matching method
requires a signal to be decomposed into periodic and aperi-
odic components.33 The aperiodic component is assumed to
be mean square stationary and mean zero, and the consecu-
tive aperiodic components are uncorrelated. From a nonlin-
ear dynamic point of view, these methods provide three ways
of arriving at the Poincaré map, in which a continuous time
series x�t� is projected onto a series of points of amplitude
A�ti� and period Ti. For example, a two-dimensional next-
period-map or next-maximal-map composed of the maximal
amplitude A�ti� versus its previous maximal A�ti−1� can be
derived from the amplitude or fundamental frequency con-
tour of a signal.16,17,23 A topologically equivalent method25

based on inverse interpolation has also been applied in vocal
fold models to exactly determine the Poincaré map at a zero
velocity plane.

Based on the amplitude A�ti� and time interval Ti series
of a voice signal, jitter and shimmer have been used to de-
scribe the short-term variations from cycle to cycle in ampli-
tude and frequency, respectively. In MDVP, jitter and shim-
mer are typically defined as

�1/�K − 1���i=1

K−1
�Ti − Ti+1�

�1/K��i=1

K
Ti

and

�1/�K − 1���i=1

K−1
�A�ti� − A�ti+1��

�1/K��i=1

K
A�ti�

,3

respectively, where i=1,2 , . . . ,K and K equals the number
of pitch periods. For a nearly periodic signal, small varia-
tions in amplitude and pitch period can be measured by using
these two perturbation measures since �Ti−Ti+1� /Ti�1 and
�A�ti�−A�ti+1�� /A�ti��1. However, if a signal is chaotic or
aperiodic, it is difficult to produce reliable estimates of jitter
and shimmer using MDVP. One important reason is that the
signal period Ti is difficult to track using waveform match-
ing, peak-picking, and zero-crossing methods because period
markers may not be appropriately placed for an aperiodic
signal. The fundamental assumption of the waveform match-
ing method is also difficult to satisfy because a chaotic sys-
tem does not possess the property of superposition and a
chaotic time series cannot be independently decomposed into
a periodic component and an aperiodic component. Other
algorithms designed to calculate these perturbation measures
are also fundamentally limited since they depend on accurate
extraction of fundamental frequency and amplitude.8,12,14

Nonlinear dynamic methods, including correlation dimen-
sion and Lyapunov exponents, do not require the determina-
tion of pitch period and are not restricted by this limitation of
the perturbation methods. Figure 2 presents a typical ex-
ample revealing how pitch tracking can complicate perturba-
tion analysis. The chaotic waveform with length 2 s and
sample frequency fs=44.1 kHz is from the Lorenz chaotic
system35 whose dynamics satisfy ẋ=10�y−x�, ẏ=x�28−z�
−y, and ż=xy−8z /3. Figures 2�a� and 2�b� show the cha-
otic time series and the corresponding frequency spec-
trum. There is not a stable fundamental period or a strong
frequency component that can be found in this signal with
a continuous spectrum. The waveform matching, peak-
picking, and zero-crossing methods cannot stably estimate
the signal period, and thus jitter and shimmer cannot reli-
ably analyze this aperiodic signal. In contrast to this, cor-
relation dimensions and Lyapunov exponents are both ca-
pable of describing this chaotic time series. The
correlation dimension D2 converges to 2.05±0.01 in the
scaling region when the embedding dimension m is suffi-
ciently large, as shown in the graph of the estimated D2

vs. log2 �r� of Fig. 2�c�. With the increase of time, the
Lyapunov exponents of the Lorenz system converge to

FIG. 1. The maximal amplitude A�ti� and the period Ti of a periodic signal,
where x1L�t� and v1L�t� represent the displacement and velocity of the left-
lower mass in the asymmetric two-mass vocal fold model, respectively.
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�1�0.91, �2�0, and �3�−14.58 �see Fig. 2�d��. Both
these nonlinear dynamic methods give effective descrip-
tions of the chaotic system.

Furthermore, even if the maximal amplitude A�ti� and
time interval Ti of a chaotic signal can be determined using a
Poincaré map, the large variances of �Ti−Ti+1� /Ti and �A�ti�
−A�ti+1�� /A�ti� prevent stable estimates of jitter and shimmer.
Such large variances attribute to the extreme sensitivity to
initial conditions and local instabilities of chaotic systems,
which are characterized by at least one positive Lyapunov
exponent. The extreme sensitivity causes any slight error in
the estimation of the state or pitch to be exponentially am-
plified so that a totally different estimate of the perturbation
measures will be obtained. The local instability causes �Ti

−Ti+1� /Ti and �A�ti�−A�ti+1�� /A�ti� to change rapidly and un-

predictably, resulting in unstable estimates of jitter and shim-
mer. To demonstrate this, we compare the Jit�MDVP,
Shim�MDVP, and D2 analysis results for 20 time series of
the left-lower mass amplitude x1L�t� from the asymmetric
two-mass vocal fold model,23 where each time series was
sampled at 44.1 kHz and has a length of 2 s. The initial
amplitude x1L�0� of each time series was randomly chosen
within �−0.1,0.1� and 1-s transient processes of x1L are
skipped. When the tension imbalance parameter Q=0.6, a
periodic vibration x1L�t� with Lyapunov exponents �1�0,
�2�−0.049, �3�−0.138, �4�−0.148, �5�−0.201, �6�
−0.201, �7�−0.399, and �8�−0.400 and Kaplan-Yorke
dimension25 DL�1 is observed in the vocal fold model. Fig-
ure 3�a� shows the distributions of Jit�MDVP, Shim�MDVP,
and D2 of 20 periodic signals with randomized initial condi-
tions. Jitter �0.031�, shimmer �0.002�, and D2 �1.000� all dis-
play small variances and give stable analyses for the periodic
signals. However, when the tension imbalance parameter Q
=0.529, a chaotic vibration with Lyapunov exponents �1

�0.012, �2�0, �3�−0.123, �4�−0.139, �5�−0.154, �6

�−0.269, �7�−0.341, and �8�−0.454 and Kaplan-Yorke
dimension DL�2.1 occurs. For 20 chaotic x1L�t� signals with
randomized initial condition x1L�0�, jitter �18.6±6.3� and
shimmer �19.9±8.0� in Fig. 3�b� both show large variances,
indicating their extreme sensitivities to changes in initial
conditions. In Fig. 3, the line inside the box marks the me-
dian, whiskers show 10th and 90th percentiles, and the dots
are the outlying points. Also, the large variances in the jitter
and shimmer measurement dynamically changes because of
the unstable pitch extraction. Such unstable variances pre-
vent quantitatively reliable measurements of jitter and shim-
mer for aperiodic voices. In contrast to this, correlation di-
mension D2 �2.06±0.02� gives comparatively stable
estimates, demonstrating that it is less sensitive to initial con-
dition differences and better suited to provide an effective
measure of such an ergodic system. Similar results also can
be found in Fig. 3�c� where we added Gaussian noise with a
mean value of 0 and a standard deviation of 	=0.08 to the
normalized periodic signal from Fig. 3�a� within �−0.5,0.5�.
For the randomized initial conditions x1L�0�, jitter
�3.71±0.31� and shimmer �5.24±0.44� show a lack of con-
sistency; however, the correlation dimension D2 gives a more
consistent estimate �1.55±0.01�. The increased D2 value is
associated with noise.36,37 Thus, these results suggest that if a
signal is periodic or nearly periodic, perturbation methods
and nonlinear dynamic methods are both capable of voice
analysis. However, if the analyzed signal is chaotic or aperi-
odic, jitter and shimmer may not be capable of presenting a
stable analysis, while nonlinear dynamic methods may rep-
resent more reliable analysis methods.

Signal length, sampling frequency or rate, and noise
may affect the measurements of jitter and shimmer for peri-
odic signals. Sinusoidal waves, triangular waves, and syn-
thetic vowels have been previously applied as test signals.12

In this study, the vibratory signal produced by a vocal fold
model is applied as a test signal. For the sample in Fig. 1,
which has a length of 1 s and was sampled at 44.1 kHz,
when the embedding dimension m is increased from 1 to 10,
the correlation dimension approaches 1.0 within the scaling

FIG. 2. �a� The time series x�t� of the Lorenz chaotic time series. �b� Fre-
quency spectrum. �c� The estimated correlation dimension versus log2�r�, in
which the curves correspond to the embedding dimension m=1,2 , . . . ,15,
respectively.
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region �26�r�214�, as shown in Fig. 4�a�. For this voice
sample, jitter and shimmer were both estimated at 0.0 using
Cspeech, and 0.051 and 0.002, respectively, using MDVP.
For the 50-ms signal in Fig. 4�b�, which was sampled at
44.1 kHz, Jit�Cspeech �0.0� and Shim�Cspeech �0.0� gave
the expected estimates; however, when sampling frequency

is decreased to 2 kHz and signal length is 1 s in Fig. 4�c�,
Jit�Cspeech �57.8� and Shim�Cspeech �27.8� are abnormally
high. Jit�MDVP and Shim�MDVP cannot analyze voice sig-
nals with a length less than 200 ms or sampling rate smaller
than 25 kHz, and thus these measures were not calculated for
Figs. 4�b� and 4�c�. For the signal with a noise amplitude of
0.02, which has a signal length of 1 s and was sampled at
44.1 kHz, Jit�MDVP �3.17�, Shim�MDVP �1.87�,
Jit�Cspeech �0.25�, and Shim�Cspeech �0.39� all show sig-
nificant distortions. For correlation dimension analysis of the
test signal, short signal length, low sampling rate, and large
noise amplitude smear out the scaling property at small r,
causing the scaling region to shrink. The scaling regions in
Figs. 4�b�, 4�c�, and 4�d� are reduced to �210�r�214�, �210

�r�214�, and �212�r�213.8�, respectively. Despite this, the
scaling law characteristics are still revealed in these scaling
regions. Although jitter and shimmer sufficiently change
when the sampling rate is decreased and noise amplitude is
increased, the correlation dimension continues to yield stable
estimates.

For continuous increases in signal length, sampling fre-
quency, and noise, Figs. 5�a�, 5�b�, and 5�c� show the results
of Jit�MDVP, Shim�MDVP, Jit�Cspeech, Shim�Cspeech, and
D2 analyses. In Fig. 5�a�, the signal length is increased from
20 to 2000 ms. The minimal signal lengths N of MDVP and
Cspeech are 200 and 50 ms, respectively, which correspond
to 18.6 and 4.7 cycles for the test signal with a fundamental
frequency f0=93 Hz. When the length of the periodic signal
decreases, the estimates of Jit�MDVP and Shim�MDVP in-
crease, while the estimates of Jit�Cspeech and Shim�Cspeech
remain consistent until the signal length exceeds 50 ms. Us-
ing correlation dimension analysis, the minimal signal length
of this periodic signal is reduced to 20 ms �1.9 cycles�. For a
signal of 20 ms, the scaling law characteristic is still clearly
revealed in its scaling region. Eckmann and Ruelle38 have
given a low bound for the signal length N for a
D-dimensional attractor as: N���1/
�D/2. � is the sampling
time and should not be very small in order to avoid the
correlation of temporally close points in a reconstructed
phase space. We set � as the proper time delay estimated
using the mutual information method.27 For the periodic test
signal, � is estimated as 112/ fs. 
 is the ratio between the
scaling at which the dimension is estimated and the diameter
of the attractor. Using the formula of Eckmann and Ruelle,38

for 
=5% and D�1, the minimal signal length of the peri-
odic test signal is about 11 ms �one cycle�. This length esti-
mate is reasonable since one cycle length is long enough for
a periodic signal to form a closed trajectory in the recon-
structed phase space, while more cycles repeatedly recon-
struct the same periodic attractor. The correlation dimension
method allowed a shorter signal length for the analysis of a
nearly periodic signal as compared to jitter and shimmer cal-
culated using MDVP and Cspeech.

To investigate the effects of sampling frequency, the sig-
nal with 44.1 kHz was downsampled from 44.1 to 2 kHz.
The minimal sampling rate required by MDVP is 25 kHz for
perturbation analysis. Cspeech analyzed the voices sampled
at frequencies ranging from 44.1 to 2 kHz. However, at
some low sampling frequencies �2 and 6 kHz�, Jit�Cspeech

FIG. 3. The distributions of Jit�MDVP, Shim�MDVP, and D2 of the vibra-
tory signals from the vocal fold model under 20 randomized different initial
states, where the line inside the box marks the median, whiskers show 10th
and 90th percentiles, and the dots are the outlying points. �a� Periodic signal.
�b� Chaotic signal. �c� Periodic signal with additive noise, where a Gaussian
noise with mean value 0 and standard deviation 	=0.08 is added to the
normalized periodic signal.
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and Shim�Cspeech show abnormally high values. Sampling
noise from low sampling frequencies may disrupt pitch
tracking. Figure 5�b� shows that in order to obtain depend-
able estimates of jitter and shimmer, the sampling frequency
must be sufficiently high. Unlike the perturbation measures,
correlation dimension yields a very consistent estimate for
the periodic test signal when the sampling rate is decreased
from 44.1 to 2 kHz.

Because of random influences and measurement inaccu-
racies, noise inevitably exists in any measure system. To
simulate the effects of noise, we normalized x1L�t� with
length 2 s within �−0.5,0.5� and then added Gaussian noise
with amplitude 	 to the test signal. The curves from the top
to bottom in Fig. 5�c� correspond to Jit�MDVP, Shim�MDVP,
Jit�Cspeech, Shim�Cspeech, and D2. Noise directly affects
pitch tracking and the estimates of amplitude and fundamen-
tal frequency of a signal. When noise amplitude is increased
from 10−5 to 10−1, Jit�MDVP, Shim�MDVP, Shim�Cspeech,
and Jit�Cspeech all show rapid increases, indicating their
sensitivity to noise. Although the correlation dimension also
increases with the Gaussian noise amplitude 	, it demon-
strates greater robustness to external noise. An attractor is
robust to weak noise perturbation because low levels of noise
cannot drive the trajectory out of the vicinity of the attractor.
Unlike jitter and shimmer, which were developed for time
domain and frequency domain analysis, correlation dimen-

sion measures the geometric scaling properties of an attrac-
tor. Noise and sampling errors may break down the self-
similarity of a chaotic attractor and smear out the scaling
properties at the lower scales of the order of magnitude of
the noise amplitude. However, the power law rule can still be
observed in the scaling region, which is higher than the re-
gion affected by noise on the graph of the estimated dimen-
sion vs. log2 r. This may be a reason why correlation dimen-
sion analysis is more resistant to noise than perturbation
analysis. Correlation dimension analysis continues to yield
stable estimates when the noise level is increased to 8% and
the sampling frequency is decreased to 2 kHz for the peri-
odic test signal. When noise amplitude is excessively large,
the scaling behaviors at all length scales of the signal are
destroyed, and the correlation dimension cannot be esti-
mated. Recent studies in reducing the noise bias in estimates
of correlation dimension show that applying the Gaussian-
kernel-based method to the correlation dimension can further
increase the noise level to 20%.39,40

IV. EXPERIMENTAL STUDY

To further verify the above theoretical analysis, in this
section we apply perturbation and nonlinear dynamic meth-
ods to analyze the sustained vowels from two normal sub-
jects and 11 patients with laryngeal pathologies, including

FIG. 4. The estimated correlation dimension versus log2 r of the periodic vibratory signal from the two mass model, in which the curves correspond to the
embedding dimension m=1,2 , . . . ,10, respectively. �a� 1-s signal length, 44.1-kHz sample rate, and 0 noise amplitude. �b� 50-ms signal length, 44.1-kHz
sample rate, and 0 noise amplitude. �c� 1-s signal length, 2-kHz sampling rate, and 0 noise amplitude. �d� 1-s signal length, 44.1-kHz sample rate, and 0.02
noise amplitude.
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vocal polyps, nodules, cysts, and Parkinson’s disease. The
ages of the subjects were 34–69 years. Table I shows the
subject information. Voice recordings were made in a
double-walled, sound-attenuated room at a sampling rate of
44.1 kHz. Subjects were asked to sustain the vowel /a/ at a
comfortable pitch and intensity, as steadily and as long as
possible. The middle, stationary-appearing segments of the
voices were chosen for analysis.

Figures 6�a� and 6�b� shows two typical waveforms of a
nearly periodic signal from a normal subject and an aperiodic
signal from a patient with a vocal polyp, respectively. To
show the time variances of jitter, shimmer, and correlation
dimension for the analysis of these two signals, 11 consecu-
tive voice segments, each of length 400 ms, were selected,

with the time shift between two consecutive voice segments
equal to 20 ms. Figures 7�a� and 7�b� give the distributions
of Jit�Cspeech, Shim�Cspeech, Jit�MDVP, Shim�MDVP, and
D2 of the nearly periodic and aperiodic signals, respectively.
Titze4 has qualitatively classified voice signals into nearly
periodic type 1 signals, type 2 signals containing strong
modulations or subharmonics, and irregular or aperiodic type
3 signals. Recent studies4–6 of the human voice and excised
larynx phonations have suggested that jitter and shimmer are
reliable for periodic and nearly periodic type 1 signals but
not for aperiodic or chaotic type 3 signals. In Fig. 7�a�, both
the perturbation methods and the correlation dimension

FIG. 5. The effects of signal length, sampling rate, and noise on perturba-
tion and nonlinear dynamic measures for the periodic vibratory signal of the
vocal fold model. �a� Signal length. �b� Sampling rate. �c� Noise perturba-
tion.

TABLE I. Information of subjects.

Case no. Sex Age �years� Diagnosis

1 Female 36 Normal
2 Male 67 Normal
3 Male 44 Polyp
4 Male 52 Polyp
5 Female 34 Polyp
6 Male 50 Polyp
7 Male 48 Nodules
8 Female 37 Nodules
9 Female 37 Cyst

10 Female 46 Cyst
11 Female 39 Cyst
12 Male 69 Parkinson’s disease
13 Male 66 Parkinson’s disease

FIG. 6. Waveforms of a nearly periodic signal from a normal subject and an
aperiodic signal from a patient with vocal polyp. �a� Nearly periodic voice
signal. �b� Aperiodic voice signal.
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method give stable estimates for 11 consecutive voice seg-
ments of the nearly periodic type 1 signal from Fig. 6�a�.
However, for the aperiodic type 3 signal from Fig. 6�b�, jitter
and shimmer measures in Cspeech and MDVP show large
time variances and poor reliability as seen in Fig. 7�b�,
whereas the estimate of the correlation dimension is much
more stable, demonstrating its reliability and applicability for
analyzing disordered or aperiodic voices. In addition, be-
tween Cspeech and MDVP, large discrepancies can be found
in the measurements of jitter and shimmer in Fig. 7�b� for the
aperiodic voice. Such a disagreement among different pertur-
bation analysis systems also has been shown in the study by
Bielamowicz et al.,14 where they questioned the applicability
of perturbation measurement to quantify mildly and severely
disordered voices. The results of the perturbation analysis in
Fig. 7�b� show agreement with these previous studies. The
correlation dimension method, on the other hand, shows it-
self to be of potential value in the analysis of aperiodic
voices. These results further verify the analysis in Fig. 3.

For all the nearly periodic voices, Fig. 8�a� shows the
effects of signal length on the mean values of D2, Jit�MDVP,
Shim�MDVP, Jit�Cspeech, and Shim�Cspeech. Although the
length of time and number of cycles are both given for the
nearly periodic signals in Fig. 8, we suggest using length of
time instead of number of cycles because the number of

cycles of aperiodic voice signals may not be easily deter-
mined, as discussed in the above section. In Fig. 8�a�, for the
shimmer measurements, Shim�Cspeech and Shim�MDVP
give stable results when the signal lengths are higher than
50 ms �12.2 cycles� and 200 ms �48.6 cycles�, respectively.
For the jitter measurements, Jit�Cspeech and Jit�MDVP give
stable results when the signal lengths are higher than 50 ms
�about 12.2 cycles� and 500 ms �about 122 cycles�, respec-
tively. Titze et al.8 analyzed normal human voice samples
and suggested that a meaningful perturbation measurement
can be obtained for nearly periodic signals that include at
least 20 cycles. By analyzing pathological voices from pa-
tients with laryngeal dysfunction, Karnell10 found that
130 cycles were needed for a steady measure of shimmer
and 190 cycles for jitter. In comparison with these results,

FIG. 7. The distributions of Jit�Cspeech, Shim�Cspeech, Jit�MDVP,
Shim�MDVP, and D2 of the nearly periodic and aperiodic signals, where 11
consecutive voice segments, each of length 400 ms, were selected from the
nearly periodic and aperiodic signals, with the time shift between two con-
secutive voice segments equal to 20 ms. The line inside the box marks the
median, whiskers show 10th and 90th percentiles, and the dots are the out-
lying points. �a� Nearly periodic voice signal. �b� Aperiodic voice signal.

FIG. 8. The effects of signal length, sampling rate, and noise on perturba-
tion and nonlinear dynamic measures for the voices from 14 human sub-
jects. �a� Signal length. �b� Sampling rate. �c� Noise perturbation.

2558 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Zhang, Wallace, and Jiang: Nonlinear dynamic and perturbation analysis



correlation dimension analysis allows a much smaller signal
length of 20 ms �about 4.8 cycles�, as shown in Fig. 8�a�.
The correlation dimension does not greatly change when the
signal length decreases from 800 to 20 ms.

In this study, the middle stationary-appearing segments
of sustained vowels were used for perturbation and nonlinear
dynamic analyses. However, for a whole vowel or running
speech, time-varying or nonstationary characteristics are also
important. Behrman and Baken18 suggested that nonconstant
dimension estimates might be associated with nonstationary
electroglottographic data. We suggest that for a stationary
voice signal, substantial scaling regions and stable dimension
estimates can be obtained, as shown in Figs. 4 and 7 and in
many previous studies.6,17,19,21,22,37,41 However, for a nonsta-
tionary voice signal, a fixed parameter value may not de-
scribe the signal’s time-varying process.42–44 A more reason-
able procedure would be to apply a short-time correlation
dimension analysis to such a signal, similar to a short-time
Fourier analysis.44 This would entail that a nonstationary sig-
nal be divided into a series of quasi-steady segments using a
moving window since vocal configuration parameters change
much more slowly compared to voices during phonation.
Then the short-time formula of perturbation and nonlinear
dynamic measures would allow us to describe the time-
varying or nonstationary characteristics of a voice signal.
Real time analysis requires that an analysis method give a
stable result for as short a signal as possible. In Fig. 8�a�, the
correlation dimension allows a shorter signal length than per-
turbation methods, suggesting that the correlation dimension
may present a more valuable method for the real time analy-
sis of vowels and running speech. Further study is needed in
this potentially important subject.

In Fig. 8�b�, when the sampling rate is above 20 kHz in
Cspeech and above 25 kHz in MDVP, jitter and shimmer
measures are both stable. When the sampling rate is less than
20 kHz, jitter and shimmer estimated with Cspeech continu-
ously increase. In contrast with this, correlation dimension
values are stable when the sampling rate decreases from
44.1 to 2 kHz. Sampling errors resulting from low sampling
frequencies did not significantly affect the correlation dimen-
sion estimates.

Figure 8�c� illustrates that the mean values of D2,
Jit�MDVP, Shim�MDVP, Jit�Cspeech, and Shim�Cspeech in-
crease with the Gaussian noise amplitude 	, where the voice
signals are normalized within �−0.5,0.5�, and the relative
values D2 /D2�0�, Jit�MDVP/Jit�MDVP�0�, Shim�MDVP/
Shim�MDVP�0�, Jit�Cspeech/Jit�Cspeech�0�, and
Shim�Cspeech/Shim�Cspeech�0� are given. D2�0�=1.3,
Jit�MDVP�0�=1.02, Shim�MDVP�0�=3.3, Jit�Cspeech�0�
=0.37, and Shim�Cspeech�0�=1.72 represent the results
without any noise. Jitter and shimmer are not resistant to
noise. When noise amplitude is increased about 0.6%
�38 dB�, the relative values of all perturbation parameters
increase above 5%. Titze and Liang12 obtained similar results
in their high-precision perturbation measurements of jitter
and shimmer. In both sutides, white noise with a broadband
spectrum was added to the signal. A computer-generated fan
noise with center frequency 235 Hz was applied in the study
of Carson et al.,11 where jitter and shimmer values also in-

creased with additive noise. When noise amplitude is in-
creased above 2% �28 dB�, the relative value D2 /D2�0� of
the correlation dimension increases above 5%. In compari-
son to jitter and shimmer, the correlation dimension increases
more slowly with increased white noise amplitude, demon-
strating that it is more resistant to noise.

Environmental noise, as well as measurement noise
from recording, sampling, and analysis systems, inevitably
produces perturbations in the time and frequency domain,
affecting pitch tracking and estimation of jitter and shimmer.
However, laryngeal pathologies also contribute to variations
in jitter and shimmer. The sensitivity of jitter and shimmer to
variations in recording systems, analysis systems, and extrac-
tion algorithms makes high-quality and high-cost computing
equipment necessary. If these are unavailable, it may be un-
clear whether variations in jitter and shimmer result from
system noise or from laryngeal pathologies. A more feasible
analysis method would depend less on external environmen-
tal factors and equipment and more on the laryngeal patholo-
gies. The correlation dimension represents a geometric mea-
sure of a system. The preservation of the scaling properties
of a dynamic system permits reliable and stable correlation
dimension analysis for larger external noise perturbations
and much lower sampling frequencies than for perturbation
methods. Correlation dimension may help decrease the cost
of recording and analysis systems for clinical voice analysis.

V. CONCLUSION

In this paper, we compared the applicability of nonlinear
dynamic methods and perturbation methods for voice analy-
sis. The effects of signal length, sampling rate, and noise
were quantitatively investigated. Results of our theoretical
and experimental studies demonstrated that large variances
in perturbation measurements caused them to be inapplicable
for chaotic or aperiodic signals. For nearly periodic voices
from healthy subjects and patients with laryngeal patholo-
gies, perturbation analysis required voice recordings of suf-
ficiently long signal length, high sampling frequency, and
low noise levels. In contrast, nonlinear dynamic methods can
quantify chaotic signals. Furthermore, the correlation dimen-
sion presented a more reliable analysis measure for nearly
periodic voices of shorter signal length, lower sampling rate,
and larger noise levels. Thus, the correlation dimension
method might be helpful in avoiding some methodological
issues associated with perturbation methods, and it may offer
the advantages of real time analysis as well as the possibility
of lower costs in experimental designs. The appropriate ap-
plication of perturbation analysis and nonlinear dynamic
analysis can provide different but complementary informa-
tion and may potentially improve our ability to objectively
assess voice disorders and evaluate the effects of treatment
of laryngeal pathologies.
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This study investigates the effects of lexical frequency on the durational reduction of
morphologically complex words in spoken Dutch. The hypothesis that high-frequency words are
more reduced than low-frequency words was tested by comparing the durations of affixes occurring
in different carrier words. Four Dutch affixes were investigated, each occurring in a large number
of words with different frequencies. The materials came from a large database of face-to-face
conversations. For each word containing a target affix, one token was randomly selected for acoustic
analysis. Measurements were made of the duration of the affix as a whole and the durations of the
individual segments in the affix. For three of the four affixes, a higher frequency of the carrier word
led to shorter realizations of the affix as a whole, individual segments in the affix, or both. Other
relevant factors were the sex and age of the speaker, segmental context, and speech rate. To
accommodate for these findings, models of speech production should allow word frequency to affect
the acoustic realizations of lower-level units, such as individual speech sounds occurring in
affixes. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2011150�
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I. INTRODUCTION

In everyday speech, words are often pronounced shorter
than their citation forms would suggest. This is not a mar-
ginal phenomenon: In Johnson’s �2004� study on conversa-
tional American English, 25% of the words had one or more
segments deleted. Deletion of complete syllables occurred in
6% of the words. Similar observations were made by Ernes-
tus �2000� for Dutch. For example, the word natuurlijk �“of
course”� was sometimes reduced to �tyk�. Despite the fre-
quent nature of these reductions, their presence has not yet
been accommodated in any of the main psycholinguistic
theories �e.g., Garrett, 1975; Dell, 1986; Levelt, 1989; Bock,
1995�.

Reductions have often been linked to word frequency
�e.g., Jespersen, 1922; Zipf, 1929�, the hypothesis being that
high-frequency words are more reduced than low-frequency
words. Several explanations have been offered for this rela-
tionship, such as the compression of motor routines as a
result of practice �Bybee, 2001�, or the fact that high-
frequency words are more predictable for the listener �e.g.,
Jurafsky et al. 2001�. Many studies have confirmed the piv-
otal role of word frequency in predicting diachronic phonetic
abbreviations �Zipf, 1929; Bybee, 2001�. It has proven more
difficult, however, to demonstrate synchronic effects of fre-
quency on acoustic realizations.

The main problem lies in the lack of suitable reference
material. Since words generally differ not only in frequency,
but also in at least one of their speech sounds, they are bound
to differ in duration as well. Therefore, most authors have

restricted themselves to comparing instances of the same
phoneme occurring in different words. Umeda �1977� found
that in American English, word-initial �s�-es were shorter if
the frequency of their carrier word was high. Likewise, Coo-
per and Paccia-Cooper �1980� showed that palatalization of
�d� before �j� was more likely in high-frequency than in low-
frequency words. Van Coile �1987� used word frequency as a
criterion to distinguish between function words and content
words in Dutch, and found that vowels occurring in function
words were shorter than the same vowels occurring in con-
tent words. Finally, Jurafsky et al. �2001� compared tokens
of word-final �d� and �t� occurring in English words with
different frequencies. In words with a high frequency, the
plosive had a greater chance of being deleted, and if it was
present in the signal, its duration was significantly shorter.

Over the years, attempts have been made to demonstrate
frequency effects on units larger than the phoneme as well.
Wright �1979� used pairs of rare and common words
matched on length in letters, but, as most speech researchers
will agree, this type of matching does not offer enough ex-
perimental control for comparing durations. Gregory et al.
�1999� measured the durations of a large number of words
ending in −t or −d, and found an effect of word frequency on
these durations. However, their target words probably dif-
fered on other dimensions as well, such as the number of
phonemes and their complexity �Landauer and Streeter,
1973�. Therefore, the evidence for effects of word frequency
on the durations of larger linguistic units remains inconclu-
sive.
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To overcome the difficulties sketched above, we decided
to focus on morphemes that can occur in a large number of
words with different frequencies: affixes. This approach is
similar to that of Aylett and Turk �2004�, who compared
syllables occurring in different words. The main difference
lies in the fact that affixes by definition carry meaning, while
for syllables this is not necessarily the case. An additional
advantage of affixes is that most of them never bear stress,
providing us with valuable control over factors like word
stress and sentence accent.

Most studies on word frequency and reduction used En-
glish materials. Recently, a new database of spoken Dutch
has become available, containing a large section of sponta-
neous, face-to-face conversations. This provided us with an
excellent opportunity to investigate the effects of frequency
on acoustic reduction in a language other than English.

In summary, this study investigates the effects of word
frequency on the durations of Dutch affixes. Durational
shortening is of course not the only acoustic correlate of
reduction, but the nature of the materials �spontaneous, over-
lapping speech� precluded us from studying variables such as
mean amplitude �e.g., Shields and Balota, 1991� or center of
gravity �e.g., Van Son and Pols, 2003�. Section II describes
our materials and method of measurement. Section III is con-
cerned with the control variables we incorporated. Sections
IV–VII contain the results for the different affixes. Section
VIII, finally, discusses the results and their implications for
future research.

II. METHODOLOGY

A. Materials

All materials were drawn from the Corpus of Spoken
Dutch �Oostdijk, 2000�. This corpus contains approximately
800 hours of speech recordings, of which only the 225 hours
of spontaneous, face-to-face conversations were considered
for the present study. Orthographic transcriptions are avail-
able for the entire corpus. We restricted ourselves to Dutch
speakers, since they have been shown to use reduced forms
more than speakers from Flanders �Keune et al., 2005; see
Adank et al., �2004�, for other acoustic differences between
the two varieties of Dutch�.

The affixes under investigation were the prefixes ge-,
ver-, and ont-, and the suffix -lijk. Ge- is used mainly to
create the perfect participle in Dutch, although it can also
function as a nominal or verbal prefix. In this study, we re-
stricted ourselves to the participial use of ge-. Ver- and ont-
are verbalizing prefixes expressing states of change �ver-�
and reversal or inchoation �ont-�. For example, ver- � plaats
“place” gives verplaatsen “to move,” and ont- � eigen
“own” gives onteigenen “to disown.” The suffix -lijk can be
found in adverbs and adjectives �e.g., natuurlijk, “natu-
ral�ly�,” and eigenlijk, “actual�ly�.”� The citation forms of
these four affixes are �x.�, �v.r�, �Ånt�, and �l.k�.

For each of the affixes, a randomized list was made of
all occurrences in the corpus. For each word type containing
a target affix, the first token on the list was selected for
further analysis. If the quality of the recording was too poor
for acoustic analysis, it was replaced with the next token on

the list. We considered as word types not only words belong-
ing to different lemmas, but also different word forms of the
same lemma. Thus, the sample for ont- included both
ontwikkelt �“develops”� and ontwikkelde �“developed”�.

B. Measurements

Acoustic measurements of the target words were made
using the software package PRAAT �Boersma, 2001�. For all
words, we measured the duration of the affix and the dura-
tions of the individual segments in the affix �both in milli-
seconds�. Since the amount of background noise differed
considerably between tokens, it was hard to establish a gen-
eral segmentation strategy �see also Vorstermans et al.,
1996�. Figure 1 shows the manual segmentations for the pre-
fix ont- in the tokens ontwaken “to wake” �top�, and
ontwijken “to avoid” �bottom�, including the previous word
and the first syllable of the stem. Ontwaken was relatively
easy to segment, since there was hardly any background
noise and no overlapping speech around the prefix. The
sample for ontwijken contained more background noise, re-
sulting in a waveform in which the different segments could
not be easily distinguished. In all cases, we placed the seg-
ment boundaries where we found clear formant transitions in
the spectrogram supported by visible changes in the wave-
form pattern.

FIG. 1. Manual segmentations for the tokens ontwaken �top� and ontwijken
�bottom�. Ontwaken was a more or less ideal case, in which there was no
background noise or overlapping speech. For ontwijken, the amount of back-
ground noise was much greater. In both cases, we placed boundaries where
we could see both visible changes in the waveform pattern supported by
abrupt format transitions in the spectrogram.
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III. CONTROL VARIABLES

A. Probabilistic measures

Besides frequency, other measures of word probability
are known to affect acoustic realizations as well. Fowler and
Housum �1987� found that the second realization of a word
in a monologue was shorter than the first one. Bard et al.
�2000� replicated this effect for dialogues, showing that it
was present irrespective of whether the speaker or the lis-
tener uttered the first token of the word. To check whether
our target words might be subject to repetition effects, we
counted how often the target word �or a word from the same
inflectional paradigm� had been used in the conversation
prior to the occurrence of the selected token. Since most
tokens turned out to be first occurrences, this factor was not
included in the final analyses. In addition, we counted how
often the affix under investigation had already occurred. This
variable, which varied in value between 0 and 72, turned out
to have no effect.

The probability of occurrence of a word also depends on
neighboring words. In recent years, numerous studies have
addressed the relationship between predictability from neigh-
boring words and acoustic reduction �e.g., Hunnicutt, 1985;
Fosler-Lussier and Morgan, 1999; Gregory et al., 1999;
Bush, 2001; Jurafsky et al., 2001; Bell et al., 2003�. To de-
termine the predictability of their target words, most authors
have used measures like conditional probability or mutual
information, which are computed using frequency estimates
from large speech corpora. Both measures capture the likeli-
hood of a certain word occurring given one or more of its
neighboring words. Mutual Information is arguably the more
elegant of the two, as it combines conditional probability
with the frequency of the word itself. The corresponding
equation is as follows �X and Y denote either the previous
word and the target word or the target word and the follow-
ing word�:

MI�X;Y� = log
�Frequency�XY��

�Frequency�X�� � �Frequency�Y��
.

From this equation, it is easy to see why mutual infor-
mation could also be relevant for our purposes. Since word
frequency is incorporated in the denominator, any effect ob-
served for frequency might in fact be an effect of mutual
information in disguise. Our sampling method prevented us
from computing mutual information values for all of our
target words, as some of them were at the beginning or end
of utterances. For those words for which mutual information
could be computed, we checked whether it was a better pre-
dictor of duration than word frequency alone. This was never
the case.

As we are dealing with morphologically complex words,
probabilistic variables affecting morphological processing
should also be taken into account. Hay �2003� found that
derived words that are more frequent than their stems are
judged less morphologically complex by language users.
This suggests that speakers may only consider an affix a
separate morpheme if the stem is at least as frequent as the
combination of stem and affix. If, on the other hand, the
affix-stem combination is more frequent, the word is more

likely to be accessed as a whole, implying less psychological
reality for the affix. Since Hay showed that this perceived
morphological complexity can also affect acoustic realiza-
tions, we included the ratio between the frequency of the
target word and that of its stem �word-stem ratio� in the
analyses.

All frequency estimates, including the ones used to com-
pute mutual information and word-stem ratio, were taken
from the Corpus of Spoken Dutch and logarithmically trans-
formed.

B. Other control factors

This section discusses the nonprobabilistic variables that
were incorporated in this study. When rate of speech is high,
words have a higher probability of deviating from the stan-
dard �Fosler-Lussier and Morgan, 1999�. We estimated
speech rate by computing the number of syllables per second
in the longest stretch of speech containing the target word
that did not contain an audible pause. For all words in the
utterance except the target word, the number of syllables was
determined on the basis of the orthographic transcription. For
the target word, we used the information from the manual
transcription instead.

Sociolinguistic variables such as sex, age, and regional
origin of the speaker also have a considerable impact on
pronunciation �e.g., Byrd, 1994; Keune et al., 2005�. Infor-
mation about these three factors was gathered for all speak-
ers. Age was operationalized by subtracting 1900 from the
year of birth of the speaker.

Words that are positioned at the beginning of an utter-
ance are often acoustically strengthened, while words at the
end of an intonational phrase can show durational lengthen-
ing �e.g., Fougeron and Keating, 1997; Cambier-Langeveld,
2000; Bell et al., 2003�. This was controlled for by coding all
target words for position in their carrier utterance �beginning,
end, or middle�.

Fox Tree and Clark �1997� and Bell et al. �2003� showed
that words that occur near disfluencies are lengthened com-
pared to words occurring in fluent contexts. Therefore, the
presence of a false start or filled pause directly before or after
the target word was also coded.

Not all phonetic environments are equally suitable for
reduction. Zsiga �1994� found that word-final consonants are
more likely to be reduced if they are followed by another
consonant. We determined for each token whether the seg-
ment following the affix was a consonant or a vowel. For the
prefixed words, we also counted the number of consonants in
the onset of the stem �henceforth referred to as onset com-
plexity�.

Finally, the absence of certain segments in the affix was
sometimes included as an extra factor in the analyses. If, for
example, the final segment in the affix is absent, this may
have implications for the durations of the other segments, as
well as for the duration of the affix as a whole. Segments
were considered as absent if they could not be isolated in the
acoustic signal.

To evaluate the effects of word frequency on duration
while controlling for all other possibly relevant factors, we
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used least squares regression. The application of this method
on speech data is described in detail by Bell et al. �2003�.
The signs of the reported beta coefficients indicate whether
there was a positive or a negative correlation between two
variables. Since we do not want to report effects that depend
crucially on a single data point, we excluded observations
that were outliers with regard to leverage or Cook’s distance
values �Chatterjee et al., 2000�.

IV. RESULTS FOR GE-

A. Duration of the prefix as a whole

For ge-, the sample consisted of 428 words uttered by
132 different speakers. No speaker contributed more than 12
tokens to the sample. Broad phonetic transcriptions of the
encountered realizations are �x.�, �x�, ��.�, and ���.

We fitted a stepwise multiple regression model to the
data with the duration of ge- as the response variable. There
were four outliers, which were removed. We found main

effects of frequency ��̂=−4.1, t�420�=−3.05, p�0.005�,
speech rate ��̂=−8.6, t�420�=−5.62, p�0.0001�, and onset

complexity ��̂=−7.3, t�420�=−2.03, p�0.05�. Words with a
higher frequency had shorter realizations of ge-. When
speech rate was high, the prefix was also shorter, as was the
case if it was followed by a large number of consonants. The
amount of variance explained by this model �also referred to
as R2� was 10%.

B. Durations of the individual segments

To gain more insight into the articulatory dynamics un-
derlying the above-mentioned effects, separate models were
fitted for the two segments in ge-.

For the fricative, a model was fitted to the entire data set,
including the data points that were outliers in the model for
the entire prefix. After the removal of three new outliers,

there were main effects of frequency ��̂=−3.6, t�421�
=−3.71, p�0.0005�, speech rate ��̂=−3.5, t�421�=−3.79,

p�0.0005�, and word-stem ratio ��̂=34.7, t�421�=2.46,
p�0.05�. This model explained 7% of the variance.

The vowel was present in 414 tokens �97%�. Four out-
liers were removed. Vowel duration was predicted by fre-

quency ��̂=−2.1, t�406�=−2.31, p�0.05�, speech rate ��̂
=−3.0, t�406�=−2.93, p�0.005�, and initial position ��̂
=14.5, t�406�=2.45, p�0.05�. The vowel was longer in
words that were in initial position. The R2 of this model was
6%.

C. Discussion of the results for ge-

The results for ge- are summarized in Table I. The ob-
served effects of frequency, speech rate, initial position, and
onset complexity all went in the expected direction. The fre-
quency effect was present for both the fricative and the
vowel, as was the effect of speech rate.

It might seem counter-intuitive that a higher ratio be-
tween the frequency of the word and the frequency of its
stem should lead to longer fricatives. After all, a higher value
of this ratio is supposed to be associated with less morpho-

logical complexity and, hence, less psychological reality for
the prefix. We return to this issue in our general discussion in
Sec. VIII.

V. RESULTS FOR ONT-

A. Duration of the prefix as a whole

There were 102 word types starting with ont- in the
corpus. The tokens in the sample were uttered by 63 different
speakers, who contributed no more than four tokens each to
the data set. The realizations we encountered ranged from
canonical �Ånt� to highly reduced �.t�.

A model was fitted to the data with duration of ont- as
the response variable. Three outliers were removed. Prefix

duration was predicted by year of birth ��̂=−1.4, t�95�
=−4.81, p�0.0001�. Younger speakers produced shorter pre-
fixes. Frequency was not significant as a main effect, but it

was in interaction with speech rate ��̂=−2.9, t�95�=−3.31,

p�0.005� and year of birth ��̂=0.2, t�95�=2.84, p�0.01�.
The interaction between frequency and speech rate is shown
in Fig. 2. Frequency had either a lengthening or no effect
when speech rate was low �the bottom left and middle pan-
els�, a shortening effect when speech rate was neither low
nor high, and no effect when speech rate was extremely high
�the top right panel�. In Fig. 3, the interaction between fre-
quency and year of birth is illustrated. For the youngest
speakers �the top middle and right panels� the effect of fre-
quency was absent, whereas for the other age groups a higher
frequency correlated with shorter realizations. All in all, this
model accounted for 24% of the variance.

B. Durations of the individual segments

Since the vowel was present in all 102 tokens, we fitted
a model for vowel duration to the entire data set. Three ob-
servations were identified as outliers and removed. Younger

speakers produced shorter vowels ��̂=−0.3, t�96�=−2.19,

p�0.05�, while women’s vowels were longer ��̂=8.7,
t�96�=2.33, p�0.05�. The R2 of this model was 10%.

The nasal was produced in 97 tokens, three of which
were outliers. The duration of the nasal was affected by the

presence of the plosive ��̂=−34.2, t�89�=−5.58, p�0.0001�

TABLE I. Beta coefficients and significance values of the effects for ge-.
The beta coefficients indicate the magnitude of the effect in milliseconds.
“–” means there was no significant effect. The bottom row shows the
amount of variance explained �R2� by each model.

Predictor Prefix Fricative Vowel

Frequency −4.1a −3.6b −2.1c

Initial position – – 14.5
Onset complexity −7.3c – –
Speech rate −8.6d −3.5b −3.0a

Word-stem ratio – 34.7c –

Explained variance �R2� 0.10 0.07 0.06

ap�0.05.
bp�0.01.
cp�0.001.
dp�0.0001.
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and year of birth ��̂=−0.2, t�89�=−2.74, p�0.01�. Younger
speakers produced shorter nasals, and if the plosive was ab-
sent the nasal was longer. We also found a significant inter-
action between the presence of the plosive and frequency

��̂=5.9, t�89�=3.67, p�0.0005�. Frequency was only sig-
nificant if there was no plosive. Together, these three predic-
tors explained 48% of the variance.

Finally, we fitted a model for the duration of the plosive.
Three outliers were removed. There were main effects of

frequency ��̂=−17.8, t�66�=−3.50, p�0.001�, year of birth

��̂=−1.0, t�66�=−3.87, p�0.0005�, and speech rate ��̂
=−3.6, t�66�=−2.39, p�0.05�. All effects went in the ex-
pected direction. Furthermore, there was an interaction be-

tween frequency and year of birth ��̂=0.3, t�66�=3.30, p
�0.005�, which was similar to the one observed for the en-
tire prefix �see Fig. 3�. In total, 28% of the variance in the
duration of the plosive was explained by this model.

C. Discussion of the results for ont-

Table II provides an outline of the results for ont-. There
were frequency effects in the expected direction for the du-
ration of the plosive if it was present and for the duration of
the nasal if the plosive was not present. This did not lead to
a main effect of frequency for the prefix as a whole, but there
were two significant interactions.

The interaction with speech rate suggested that the effect
of frequency was limited to situations in which speech rate
was not extremely low or high. The absence of a frequency
effect when speech rate is high can be explained by assuming
that speakers try to avoid complete deletion of the prefix,
since this may hamper communication. This is confirmed by
the fact that no tokens were encountered in which ont- was
completely absent. When speech rate is low, on the other
hand, there is less need to reduce articulatory effort, which
also diminishes the probability of finding a frequency effect.

The interaction with year of birth showed that the fre-
quency effect was not present for the youngest speakers. This
can be accounted for by the finding that younger speakers
already produced shorter realizations �as evidenced by the
negative main effects of year of birth observed in all models
fitted for ont-�.

FIG. 2. Interaction between frequency and speech rate as observed for the
duration of ont-. The panels should be read from left to right and from
bottom to top: speech rate is lowest in the bottom left panel and highest in
the top right panel. There is no frequency effect when speech rate is low �the
bottom left and middle panels� or extremely high �the top right panel�.

FIG. 3. Interaction between frequency and year of birth as observed for the
duration of ont-. The panels should be read from left to right and from
bottom to top: the oldest speakers are in the bottom left panel and the
youngest speakers in the top right panel. There is no effect of frequency for
the youngest age groups �top middle and right panels�.

TABLE II. Beta coefficients and significance values of the effects for ont-.
The beta coefficients indicate the magnitude of the effect in milliseconds.
“–” means there was no significant effect. The bottom row shows the
amount of variance explained. �R2� by each model.

Predictor Prefix Vowel Nasal Plosive

Frequency – – – −17.8a

Frequency * Speech rate −2.9b – – –
Frequency * Year of birth 0.2b – – 0.3b

Frequency * Plosive present – – 5.9a –
Plosive present – – −34.2c –
Sex – 8.7d – –
Speech rate – – – −3.6d

Year of birth −1.4c −0.3d −0.2b −1.0b

Explained variance �R2� 0.24 0.10 0.48 0.28

ap�0.05.
bp�0.01.
cp�0.001.
dp�0.0001.
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VI. RESULTS FOR VER-

A. Duration of the prefix as a whole

The prefix ver- occurred in 140 different word types
produced by 82 different speakers. The maximum number of
tokens uttered by a single speaker was eight. Observed pro-
nunciations included �v.r�, �v.�, and �f�.

We fitted a model to predict the duration of ver-. After
removing three outliers, there were significant main effects

of year of birth ��̂=−0.5, t�134�=−2.58, p�0.05� and onset

complexity ��̂=−14.7, t�134�=−2.64, p�0.01�. Younger
speakers produced shorter prefixes. If the number of conso-
nants in the onset of the stem was high, the prefix was
shorter as well. The R2 of this model was 11%.

B. Durations of the individual segments

We fitted separate models only for the fricative and the
rime �i.e., the combination of the vowel and �r��, since the
vowel and �r� �if present� could not be reliably distinguished.

The fricative was present in all cases. Four outliers were

removed. We found main effects of onset complexity ��̂
=−7.4, t�133�=−2.37, p�0.05� and sex of the speaker ��̂
=−12.1, t�133�=−3.43, p�0.001�. Women produced shorter
fricatives. These variables explained 12% of the variance.

For the rime, a model was fitted to the 117 data points
for which it was present. Three outliers were removed. There

were main effects of onset complexity ��̂=−12.8, t�111�
=−3.49, p�0.001� and year of birth ��̂=−0.3, t�111�
=−2.52, p�0.05�, together explaining 17% of the variance.

C. Discussion of the results for ver-

Beta coefficients and significance values of the effects
for ver- are given in Table III. For this prefix, there were no
effects of frequency. The effect of onset complexity �the
higher the number of consonants in the onset of the stem, the
shorter the prefix� can be traced back to both the fricative
and the rime. As was the case for the other prefixes, younger
speakers produced shorter realizations of ver-. This effect
was mainly due to durational shortening of the rime.

VII. RESULTS FOR -LIJK

A. Duration of the suffix as a whole

The data set for the suffix -lijk consisted of 158 tokens,
uttered by 88 different speakers. No speaker contributed
more than six tokens to the data set. The realizations we
observed ranged from the citation form �l.k� to �.� or �k�.
Because of the semantic opacity of many of the words con-
taining -lijk, the word-stem ratio we discussed in Sec. III was
not included in the analyses.

Again, we first fitted a model to predict the duration of
the affix as a whole. Visual inspection of the fitted model
revealed that the variance in the residuals was much larger
for words in final position than for words in nonfinal position
�F�42,114�=4.33, p�0.0001�. Therefore, separate models
were fitted for words in final and in nonfinal position. For
words in final position �43 observations�, four outliers were
removed. The data set for nonfinal words contained 115 to-
kens, four of which were outliers.

For words in nonfinal position, there were main effects

of frequency ��̂=−7.7, t�108�=−3.73, p�0.0005� and year

of birth ��̂=−0.7, t�108�=−3.12, p�0.005�, explaining 18%
of the variance.

If the word was in final position, the duration of -lijk

was affected by speech rate ��̂=−36.4, t�36�=−4.24,

p�0.0005� and the presence of the plosive ��̂=147.5,
t�36�=3.23, p�0.005�. If the plosive was absent, the suffix
was shorter. The R2 of this model was 47%.

B. Durations of the individual segments

The �l� was produced in 140 tokens. This time, a split on
the basis of position was not necessary, as visual inspection
of the residuals did not reveal any abnormalities. We re-
moved four outliers and found main effects of frequency

��̂=−2.1, t�130�=−2.95, p�0.005�, speech rate ��̂=−4.2,

t�130�=−4.14, p�0.0001�, year of birth ��̂=−0.2, t�130�
=−2.96, p�0.005�, and final position ��̂=10.0, t�130�
=3.66, p�0.0005�. All effects went in the expected direc-
tion. Together, they accounted for 32% of the variance.

The vowel was realized in all but eight tokens. Three
outliers were removed. Vowel duration was affected by

speech rate ��̂=−4.2, t�143�=−2.77, p�0.01�, final position

��̂=12.2, t�143�=3.03, p�0.005�, and the presence of the

plosive ��̂=−30.6, t�143�=−4.77, p�0.0001�. If the plosive
was absent, the vowel was longer. The R2 of this model was
23%.

For the plosive, the situation was similar to that of the
entire suffix. The variances of the residuals of the initially
fitted model differed significantly between tokens that were
in final and nonfinal position �F�38,105�=7.27, p�0.0001�.
Therefore, we fitted separate models for the 39 final and 106
nonfinal plosives.

For the nonfinal plosives, three outliers were removed.
The only significant effect we found was one of following
disfluency: if there was no disfluency following the target
word, the plosive was shorter ��=−66.2, t�101�=−5.73,
p�0.0001�. By itself, this factor accounted for 25% of the

TABLE III. Beta coefficients and significance values of the effects for ver-.
The beta coefficients indicate the magnitude of the effect in milliseconds.
“–” means there was no significant effect. The bottom row shows the
amount of variance explained. �R2� by each model.

Predictor Prefix Fricative Rime

Onset complexity −14.7a −7.4b −12.8c

Sex – −12.1c –
Year of birth −0.5b – −0.3b

Explained variance �R2� 0.09 0.12 0.17

ap�0.05.
bp�0.01.
cp�0.001.
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variance. For the final plosives, we removed three outliers

and found an effect of speech rate ��̂=−22.9, t�34�
=−3.28, p�0.005� in the expected direction, explaining
24% of the variance.

C. Discussion of the results for -lijk

An outline of the results for -lijk is given in Table IV.
The duration of -lijk was most strongly affected by whether
the word was in final position or not. For the suffix as a
whole and the plosive, this effect was so pervasive that sepa-
rate models had to be fitted to the final and the nonfinal data
points. For the other two segments, such drastic measures
were not necessary, although final position remained a sig-
nificant predictor. The effect always went in the same direc-
tion: Final words had longer realizations of -lijk. This could
be explained by referring to the well-documented phonetic
effect of phrase-final lengthening �e.g., Fougeron and Keat-
ing, 1997�, but we feel that such an explanation would be too
restricted. The majority �70%� of the words in final position
were predicates in an utterance of the type “that is �adjec-
tive�.” When saying something like dat is belachelijk “that is
ridiculous,” it would make no sense to reduce articulatory
effort on the word belachelijk, as it is the only information
carrier in the utterance. This might also be reflected in the
presence of sentence accent, leading to durational lengthen-
ing �e.g., Nooteboom, 1972�.

Despite the dominance of final position as a predictor,
we still found effects of frequency, although these were re-
stricted to the nonfinal suffixes and realizations of �l�. Speech
rate was significant for all durations except that of the non-
final plosive. The effect of following disfluency we found
was in line with the earlier findings of Fox Tree and Clark
�1997� and Bell et al. �2003�.

Interestingly, the two significant effects for presence of
the plosive went in opposite directions. If the plosive was
absent, final suffixes were shorter, but vowels were longer. It
might be the case that speakers more or less compensate for
the absence of the plosive by lengthening the vowel. For the
subset of final suffixes, this effect might not have surfaced
since the entire suffix was lengthened.

VIII. GENERAL DISCUSSION

This study provides strong evidence for the relationship
between lexical frequency and acoustic reduction. For the
Dutch affixes ge-, ont-, and -lijk, we found effects of fre-
quency on the durations of individual segments, the affix as a
whole, or both. Apparently, the effect of word frequency in
speech production is not restricted to the speed of lexical
retrieval; it manifests itself in the subtle acoustic details of
the word as well. This lends further support to the probabi-
listic framework developed by Bybee �2001�, Pierrehumbert
�2003�, and others. They view probabilistic information as an
integral part of our linguistic knowledge, exerting its influ-
ence at every level of language processing, including articu-
lation.

How can these findings be incorporated in models of
speech production? Most current theories are based on either
speech errors or reaction time data, and have not been con-
cerned with fine-grained differences in articulation. Never-
theless, models like the one proposed by Levelt et al. �1999�
can be modified in such a way that they can account for the
results of the current study. One possible modification is the
inclusion of reduced word forms in the lexicon, which are
selected if the conceptual structure of the message specifies a
word as redundant. Although this might work for obviously
reduced forms such as �tyk� for natuurlijk “of course,” it
seems less appropriate to include all possible durational vari-
ants of words in the lexicon. A more efficient solution is to
pass information about redundancy on to the articulator,
where it could influence the amount of effort put into articu-
lation.

Another possibility is that effects of frequency arise dur-
ing phonological processing. All words in a speaker’s mental
lexicon are believed to have a certain resting activation level.
When this activation level is high �as is the case for highly
frequent words�, activation may spread to the constituent
speech sounds more quickly that when it is low, resulting in
quicker preparations of the speech sounds and, thus, shorter
articulatory durations �e.g., Balota et al., 1989�. Our current
data do not allow us to distinguish between these two hy-
potheses, as the words under investigation were produced
after both conceptual and articulatory preparation had taken

TABLE IV. Beta coefficients and significance values of the effects for -lijk. The beta coefficients indicate the
magnitude of the effect in milliseconds. “–” means there was no significant effect. The bottom row shows the
amount of variance explained. �R2� by each model.

Predictors
Suffix

�Nonfinal�
Suffix
�Final� �l� Vowel

Plosive
�Nonfinal�

Plosive
�Final�

Frequency −7.7a – −2.1b – – –
Final position – – 10.0a 12.2b – –
Following disfluency – – – – −66.2c –
Plosive present – 147.5b – −30.6c – –
Speech rate – −36.4c −4.3c −4.2b – −22.9b

Year of birth −0.7b – −0.2b – – –

Explained variance �R2� 0.18 0.47 0.32 0.23 0.25 0.24

ap�0.01.
bp�0.001.
cp�0.0001.
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place. If, however, frequency effects were to be found in
situations where no conceptual preparation was required
�e.g., in shadowing or speeded naming tasks�, this would
suggest that at least part of the effect of frequency on dura-
tions arises during the later stages of the speech production
process.

One assumption made by many theories of speech pro-
duction remains problematic, however. They regard the syl-
lable as the principal unit of articulation, as well as the pri-
mary locus of frequency effects below the word form level
�e.g., Levelt et al., 1999; Sevald et al., 1995�. Given the
results of the present study, this view appears to be too re-
stricted. First of all, we find evidence for word-specific fre-
quency effects that operate below the level of the syllable.
More importantly, the different segments in a syllable were
shown to be subject to different, sometimes even contradic-
tory, forces. This suggests that the motor program that is
executed during articulation is very likely not the syllable,
since one would expect similar processes to apply to all sub-
components of such a program.

Related to this issue is the question why some segments
were affected by frequency while others were not. Although
it is very difficult to abstract a general pattern from the data,
it is at least clear that durational reduction is not restricted to
vowels. Furthermore, we find some evidence that speakers
sometimes compensate for the absence of one segment by
lengthening another. This presents interesting challenges for
frameworks such as articulatory phonology �Browman and
Goldstein, 1992�, since it suggests that reduction of articula-
tory effort does not necessarily involve either increased over-
lap or reduced magnitude of speech gestures.

Of course, the morphological status of affixes is relevant
as well. Hay �2003� showed that the psychological reality of
affixes depends on the ratio between the frequency of the
morphologically complex word and the frequency of its
stem. Moreover, she found that t’s preceding the English
suffix -ly were more likely to be deleted if this ratio was
high. We included the ratio in our analyses and found that a
higher value led to longer fricatives in the prefix ge-. Appar-
ently, less psychological reality for the affix does not neces-
sarily imply shorter realizations. A possible explanation for
this finding is that in most Dutch monomorphemic words,
the first syllable receives stress �Booij, 1995�. If speakers no
longer regard the prefix as a separate morpheme, it will even-
tually become a “normal” word-initial syllable and therefore
more likely to receive stress. The longer duration we ob-
served for the fricative in ge- might be the precursor of such
a change.

One of the four affixes we investigated, ver-, failed to
show an effect of frequency. This could be related to the fact
that the initial fricative can be devoiced, leading to more
variation in the sample. In addition, verbal prefixes like ver-
and ont- contribute much more to the meaning of their car-
rier words than ge- and -lijk, which merely signal grammati-
cal function. Since the main objective of speakers is to get
the meaning of their utterances across, it is not inconceivable
that relatively meaningful units are less affected by fre-
quency than more or less meaningless ones. Redundancy has
many different dimensions, and the role of semantics in de-

fining it should not be underestimated. This is confirmed by
other studies, which also report differences between words in
their sensitivity to reduction �e.g., Jurafsky et al., 2001; Bell
et al., 2003�.

A useful step in combining different dimensions of re-
dundancy was taken by Gregory et al. �1999�, who incorpo-
rated latent semantic analysis in their study. Latent semantic
analysis �Landauer and Dumais, 1997� is a method to com-
pute semantic relatedness scores from large-scale co-
occurrence statistics. Since relatedness scores can be com-
puted between a word and the whole discourse preceding it,
this measure effectively combines word repetition, predict-
ability from neighboring words, and semantic association
with other words used in the conversation. Importantly, Gre-
gory et al.’s �1999� results also show that other predictors
remain relevant as well. For example, they report effects of
mutual information and repetition over and above semantic
relatedness. This suggests that this particular measure of se-
mantic relatedness is not the only variable that should be
taken into account.

One might ask whether our methodology could also be
used to investigate acoustic reduction in stems. Indeed, it
would be possible to compare the durations of identical
stems that are combined with different affixes. However, in
most languages the number of stems that lend themselves to
such an approach will be rather restricted, as stems are gen-
erally less productive than affixes.

If the aim is to compare reduction in stems to reduction
in affixes, word frequency is probably not the best variable to
focus on. In nonagglutinative languages, the number of
words containing an identical combination of stem and affix
will be too small to make a comparison of words with dif-
ferent frequencies possible. For example, the English stem-
affix combination disable only occurs in disable, disables,
disabled, disabling, and disablement. Therefore, it might be a
better idea to study measures like conditional probability or
mutual information, and see whether they affect stems and
affixes differently �Pluymaekers et al.�.

With regard to future research, several issues need to be
addressed. First of all, we need to know more about the way
the different measures of probability interact. This requires
large databases of carefully segmented speech, so that mul-
tiple tokens of the same word can be examined in their re-
spective contexts. Second, more attention needs to be paid to
semantic variables. Taken together, these lines of research
could result in a model in which probabilistic and semantic
relationships are exploited to the fullest and play a role at the
finest level of acoustic detail.
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Scientists have made great strides toward understanding the mechanisms of speech production and
perception. However, the complex relationships between the acoustic structures of speech and the
resulting psychological percepts have yet to be fully and adequately explained, especially in speech
produced by younger children. Thus, this study examined the acoustic structure of voiceless
fricatives �/f, �, s, b/� produced by adults and typically developing children from 3 to 6 years of age
in terms of multiple acoustic parameters �durations, normalized amplitude, spectral slope, and
spectral moments�. It was found that the acoustic parameters of spectral slope and variance
�commonly excluded from previous studies of child speech� were important acoustic parameters in
the differentiation and classification of the voiceless fricatives, with spectral variance being the only
measure to separate all four places of articulation. It was further shown that the sibilant contrast
between /s/ and /b/ was less distinguished in children than adults, characterized by a dramatic change
in several spectral parameters at approximately five years of age. Discriminant analysis revealed
evidence that classification models based on adult data were sensitive to these spectral differences
in the five-year-old age group. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2010407�
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I. INTRODUCTION

A considerable amount of research has attempted to ex-
plain how the human perceptual system so accurately and
efficiently perceives speech. Although many of these endeav-
ors have made great strides toward understanding speech
communication, the complex relationships between the
acoustic structures of speech and the resulting psychological
percepts have yet to be fully and adequately explained. For-
tunately, advances in computer technology have allowed sci-
entists to utilize more specific types of analysis on a variety
of different acoustic parameters.

Previous investigations into the acoustic nature of
speech have been aided by “spectral moments analysis” �e.g.,
Forrest et al., 1988; Jongman et al., 2000; Nittrouer, 1995�.
This type of analysis examines the spectral characteristics of
discrete time segments of the speech signal in terms of mul-
tiple statistical moments �i.e., mean, variance, skewness, and
kurtosis�. By combining these various “statistical snapshots”
of perceptually relevant segments of the physical waveform,
researchers have attempted to identify unique and discrete
patterns of acoustic energy within the speech signal.

Historically, speech research utilizing spectral moments
has generally followed two lines of investigation. One line of

research has examined whether spectral moment data could
provide a high rate of obstruent classification through dis-
criminant function analysis. In particular, this research has
aimed to identify acoustic parameters that might serve to
differentiate or discriminate adult productions of stop and
fricative consonants in terms of place of articulation. Utiliz-
ing spectral moments data as well as more traditional types
of acoustic measures, several studies have found that the
acoustic signal of adult obstruent productions can be charac-
terized by distinct spectral patterns of acoustic energy �e.g.,
Forrest et al., 1988; Jongman et al., 2000; Tomiak, 1990�. A
second associated area of research has utilized spectral mo-
ments analysis to examine how the acoustic properties of
stop bursts and/or fricatives change as a function of normal
speech development and aging �e.g., Forrest et al., 1990,
1994; Miccio, 1996; Nittrouer, 1995; Nittrouer et al., 1989�.

One of the earliest studies to utilize spectral moments
data in discriminant classification of obstruents was con-
ducted by Forrest et al. �1988�. The authors reported that
adult productions of voiceless stops and fricatives could be
discriminated by an analysis of the first �mean�, third �skew-
ness�, and fourth �kurtosis� spectral moments. Using dis-
criminant functions based on linear data from a single win-
dow of analysis, stops were classified with an overall average
of 79.9% and fricatives slightly lower at 74.5%. However,
the authors concluded that the second spectral moment of
variance did not make a significant contribution to the dis-
crimination of different voiceless obstruents. Interestingly,
subsequent spectral moments studies of child productions

a�Portions of this work are contained in the unpublished doctoral disserta-
tion, “An acoustic study of voiceless obstruents produced by adults and
typically developing children,” The Ohio State University, 2003.

b�Previously affiliated with the Department of Speech and Hearing
Sciences, The Ohio State University, Columbus, Ohio; electronic mail:
shawn_�nissen@byu.edu
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�e.g., Forrest et al., 1990; Nittrouer, 1995� have not included
the measure of spectral variance in their analyses. Some re-
searchers �Jongman et al., 2000� have suggested that the dis-
regard for the second spectral moment in recent literature
may be due in part to this original finding by Forrest et al.

A more recent investigation of adult fricative produc-
tions �Jongman et al., 2000� found that all four spectral mo-
ments �mean, variance, skewness, and kurtosis� could be
used to distinguish among the fricatives in terms of place of
articulation. Unlike previous spectral research on fricatives
�e.g., Forrest et al., 1988�, Jongman et al. reported that spec-
tral variance does differ significantly as a function of place of
fricative articulation �labiodental, dental, alveolar, and
palato-alveolar� and likewise contributes to the spectral clas-
sification of fricatives in adults. The authors reported that, in
terms of place of articulation, the differences between four
voiceless fricative productions /f, �, s, b/� remained robust
even when comparing across differing window locations.
Discriminant analysis based on spectral peak location and
spectral moments at four locations for each fricative demon-
strated a classification accuracy of 77%.

A second associated line of research has employed spec-
tral moments analysis �i.e., mean, skewness, and kurtosis� to
investigate the acquisition and development of speech in
children. Several studies �Forrest et al., 1994, 1990, 1988;
Miccio, 1996; Nittrouer et al., 1989� have documented age-
related differences in the development of children’s obstruent
productions. Of particular interest has been the development
of the voiceless /t/ vs /k/ stop contrast, as well as the fricative
contrast of /s/ vs /b/.

An influential spectral moments study on the develop-
mental order of obstruent acquisition was conducted by Nit-
trouer in 1995. Following the methodology outlined in For-
rest et al. �1988�, Nittrouer examined the acoustic patterns of
several obstruents �/t, k, s, b/� as revealed by the first, third,
and fourth spectral moments. Findings indicated that some of
the obstruent articulatory gestures of children are not as pre-
cisely specified as those of adult speakers. From a develop-
mental perspective, these results provide support for the
theory that acoustic differences between the obstruent pro-
ductions of young children and adults may be related to ar-
ticulatory changes that occur with maturation. Interestingly,
Nittrouer found that some developmental differences vary as
a function of the place and type of obstruent contrast. For
example, Nittrouer found that the difference in spectral mean
values between /s/ and /b/ was larger for adult speakers than
for children ages 3 through 7, yet the differences between /t/
and /k/ were relatively similar. The author interpreted this
finding as support for the conclusion that in terms of the first
spectral moment the child speakers were continuing to “fine
tune” sibilant fricative articulations toward an adult-like con-
trast.

Researchers have established a foundation for the effec-
tiveness of spectral moments analysis as a means of evaluat-
ing the acoustic nature of obstruent productions. However,
despite the above-mentioned findings, there is still a limited
amount of knowledge on the acoustic structure and develop-
mental nature of young children’s fricative productions.
Many findings reported with adult speakers �e.g., Jongman et

al., 2000� have yet to be fully addressed with younger speak-
ers, especially children younger than 6 years of age. Thus,
the specific aims of this study are threefold:

�1� Describe the acoustic structure of voiceless fricative pro-
ductions of adults and typically developing children in
terms of multiple acoustic parameters, including several
measures �i.e., spectral slope and variance� and fricative
types �i.e., /f/ and /�/� not commonly included in spectral
studies involving children.

�2� Examine to what extent the individual acoustic charac-
teristics of voiceless fricative productions change as a
function of age, gender, place of articulation, and vowel
context.

�3� Utilize discriminant analysis to determine how well
combinations of acoustic parameters based on specific
groups of speakers successfully categorize fricative pro-
ductions in terms of place of articulation.

II. METHODOLOGY

A. Subjects

Three groups of children between the ages of 3 and
6 years �N=30� and one comparison group of adults were
recruited to participate in the present study �N=10�. All sub-
jects were monolingual speakers of American English and
had minimal exposure to a second language. No children had
a diagnosed history of speech, language, or hearing prob-
lems. At the time of their participation in the study all sub-
jects had visible front incisors and were required to pass a
hearing screening and an oral/motor exam. Prior to record-
ing, the phonemic inventory of each child was informally
evaluated by a certified SLP using the “Sounds-in-Words”
subtest of the Goldman-Fristoe Test of Articulation �GFTA:
Goldman and Fristoe, 1986�. All children who participated in
the study exhibited target appropriate fricatives, as measured
by the GFTA. Since many of the targeted phonemes are typi-
cally acquired between the ages of 3 and 6, no subject was
excluded from the study based on their inability to produce
the target phonemes in a medial or final word position.

B. Stimuli

The corpus of elicited productions consisted of monosyl-
labic words with an initial syllable CV�C��C� containing a
combination of four different voiceless obstruents �/f, �, s, b/�
in initial position followed by three different monophthongal
vowels �/i, Ä, u/�. Specifically, the corpus included the fol-
lowing words: field, fox, food, thief, thought, “Thoot,” seal,
sock, soup, sheep, shark, and shoe. Each stimulus item was
repeated five times; thus, the entire corpus of elicited produc-
tions yielded a total of 60 tokens per subject. To elicit rela-
tively similar vocal emphasis across different productions,
the targeted CV�C� syllable combinations were always in the
initial and stressed position of each elicited word. Stimulus
words in this set were produced in the carrier phrase “This is
a ____.” In one instance, an age-appropriate word did not
exist that exemplifies the targeted syllable. For example,
American English does not contain an age-appropriate word
beginning with a /�u/ consonant-vowel combination. To ad-
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dress this lexical “gap,” an invented proper name that fol-
lows the phonotactic rules of Standard English was substi-
tuted for the missing word. In this case, subjects were
instructed to produce the proper name “Thoot” in reference
to a fictional character.

C. Acoustic analysis

Speech samples were recorded online to computer in a
quiet room environment. More specifically, a low impedance
dynamic microphone �Shure SM10A-CN� and a preamplifier
�Samson Mixpad-4� were used to facilitate the recording of
subject productions. The microphone was affixed to a head-
set and placed approximately 4 cm from the speaker’s lips
during recording. The speech tokens were sampled at a rate
of 44.1 kHz with a quantization of 16 bits and low-pass fil-
tered at 22.05 kHz.

The productions were elicited from all subjects through
picture identification. Pictures representing the target words
were presented in a randomized order �between presentations
and across subjects� on a 15 in. computer screen. All pictures
utilized in the study were selected to be age-appropriate for
preschool aged children. The subjects were familiarized with
the names of the pictures and the elicitation procedure prior
to the recording session. If a subject incorrectly identified a
picture as a different lexical item during the recording ses-
sion, the correct target word was modeled by the experi-
menter and the child was instructed to repeat the identifica-
tion of that particular item.

Segmentation of the onset and offset of the fricative tar-
get was conducted using waveform display assisted by spec-
trographic inspection �Adobe Systems Incorporated, 2003�.
The fricative onset was characterized by a rapid increase in
zero-crossings and/or spectrographic identification of high
frequency energy, whereas the offset was the intensity mini-
mum prior to the onset of vowel periodicity and/or absence
of high frequency energy �Jongman et al., 2000�. Segmenta-
tion values were then recorded into a text file �in millisec-
onds �ms�� and later checked and corrected �and then re-
checked� using a MATLAB program that displayed the
segmentation marks superimposed over a display of the to-
ken’s waveform. In addition, to test for segmentation accu-
racy and reliability, 240 randomly chosen tokens �one subject
from each age group� were independently analyzed by a sec-
ond individual. The fricative boundary measurements were
subsequently correlated �r=0.99, p�0.001� to the original
segmentation values extracted for these same tokens and
were found to differ by an average of approximately 3 ms.

Acoustic and statistic analysis followed procedures out-
lined in previous research examining the acoustic properties
of voiceless fricatives �i.e., Forrest et al., 1988; Jongman et
al., 2000; Nittrouer, 1995�. Fricative durations were reported
in ms increments from raw time points extracted during seg-
mentation. A measure of normalized amplitude was com-
puted for each fricative segment. This measure was the rms
amplitude in decibels of the entire segment of friction minus
the rms amplitude of the strongest component within the
initial 40 ms of the following vowel �Behrens and Blum-

stein, 1988a, b; Jongman et al., 2000�. This type of ampli-
tude measure served to normalize for differences in speaker
intensity.

A series of three 40 ms Hamming windows, located at
the beginning, middle, and end of each target, was used to
analyze the acoustic structure of the fricative productions.
Moments were only calculated for fricative tokens that were
at least 80 ms in duration �following this rule one token was
eliminated from the analysis�. Each window interval was
then pre-emphasized by first-differencing. Though the need
for pre-emphasis is minimalized when analyzing voiceless
sounds, it was determined that such a procedure was neces-
sary to more effectively compare subsequent results to pre-
viously published findings �e.g., Forrest et al., 1988; Jong-
man et al., 2000; Nittrouer, 1995�. Using a 2048-point FFT
with zero-padding, the spectral amplitudes of a series of fre-
quency points were derived from the complex acoustic signal
within each 40 ms window. The resulting power spectra were
considered random distribution probabilities, from which the
spectral moments were computed. The third and fourth spec-
tral values were subsequently normalized by variance. These
normalization procedures, as well as the other algorithms
utilized in this study are specifically described in previous
spectral moments studies �e.g., Forrest et al., 1988; Nittrouer,
1995�. Measures of spectral slope were derived from the
power spectra �1 to 15 kHz� generated during the spectral
moments analysis. The slope was derived from a linear re-
gression line fit to the relative amplitudes extracted from
each analysis window, specifically describing the amplitude
slope of the FFT power spectra.

All elicitation, recording, and analysis of stimuli were
facilitated by custom designed computer programs �MATLAB�
created by the authors. A corpus of test tokens comprised of
known acoustic components was utilized to evaluate the ac-
curacy and reliability of these computer programs. For ex-
ample, a test token composed of several sinusoidal frequen-
cies �1, 3, and 5 kHz� of equal amplitude was analyzed by
the computer programs and found to have the appropriate
values for the various acoustic measures.

D. Statistical analysis

Prior to statistical analysis all data were collapsed across
repetitions of a given stimulus item. Spectral mean values
were then transformed to a perceptually normalized scale,
specifically, the Equivalent Rectangular Bandwidth �ERB�
scale �Glasberg and Moore, 1990; Moore, 1997�. The ERB
auditory scale is a recently developed psychophysical metric,
which employs a “notched-noise” method rather than tradi-
tional masking procedures to measure the auditory filter
bandwidth of the human auditory system. The ERB metric is
somewhat similar to the previously developed Bark scale
�Zwicker, 1975; Zwicker and Terhardt, 1980�, except that for
lower frequencies, the slope of the ERB function decreases
with decreasing center-frequency, while the Bark scale re-
mains nearly linear.

Repeated measures analyses of variance �ANOVA� were
then used to determine significant acoustic variation in the
fricative productions as a function of place of articulation,
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vowel context, gender, and age group. Results of significant
F-tests include a measure of effect size, partial eta squared,
or �2 �the value of �2 can range from 0.0 to 1.0, and can be
considered a measure of the proportion of variance explained
by a dependent variable when controlling for other factors�.
Greenhouse-Geisser adjustments were utilized to adjust
F-tests with regard to degrees of freedom when significant
deviations from sphericity were found. Furthermore, pair-
wise comparisons for significant within-subject factors were
done using General Linear Model repeated-measures con-
trasts, comparison significance was determined using the ap-
propriate F-tests �see SPSS, 1997�. T-test statistics were re-
ported for all significant between-subject post hoc results.

To allow comparison to the study by Jongman et al.
�2000�, a series of liner discriminant analyses were com-
pleted determining how well a set of acoustic measures ob-
tained categorized fricatives from each group. Discriminant
analysis is an application which derives a set of linear equa-
tions �discriminant functions� that classify individual cases
�fricatives� into one of several mutually exclusive groups
�place of articulation� based on their values for a set of pre-
dictor variables �acoustic measures�. The analysis method
utilized here selects predictor variables used in the discrimi-
nant functions on a stepwise basis �in terms of which of the
available acoustic variables will significantly minimize
Wilkes ��. When all such variables have been selected, the
stepwise procedure stops, leaving out of the discriminant
functions all variables that do not significantly contribute �at
the 0.01 level as determined by an F-test� to the categoriza-
tion of the fricatives. A second use of Wilkes � is in an
overall chi-square test of significance of the analysis; all the
discriminant results to be discussed were significant at 0.01
or better.

Discriminant analysis allows us to examine how well a
categorization model based on a set of acoustic parameters
could classify individual fricative tokens by place of articu-
lation. The accuracy of the classification was considered as
the percentage of cases that were correctly classified into
groups based on a particular discriminant function. These
functions differed in terms of the acoustic parameters origi-
nally entered into the stepwise linear analysis and the par-
ticular individual or group of individuals upon which the
function was developed. The discriminant functions were de-
veloped using both the cross-validation �“jack-knife”� proce-
dure and an approach that selects a subset of the data to train
the classification model which is then used to classify the
fricatives from the remaining data �the “specific group” ap-
proach�.

In the cross-validation approach, data from one subject
was excluded and the remaining data used to estimate a dis-
criminant function for that particular subject, thus each case
is classified on the basis of the discriminant functions de-
rived from all cases other than itself. This process is repeated
until each set of individual subject data has been successfully
or unsuccessfully classified. When the number of individual
cases is relatively small, this type of discriminant procedure
provides a more accurate classification �Forrest et al., 1990�.

In the specific group approach, the overall data set is
split into two subsets. The first subset is employed to develop

or “train” a discriminant function and the other subset is then
used to validate the resulting function. In our use of this
procedure, discriminant functions were trained on only the
adult data, the adult male data, and the adult female data. The
resulting discriminant functions were then applied to specific
speaker groups in the remaining data set. Predictor variables
in both types of analysis included the duration measures,
normalized amplitude, spectral slope, and spectral moments
�mean, variance, skewness, and kurtosis�.

III. RESULTS

Table I gives the acoustic measures �durations, normal-
ized amplitude, spectral slope, spectral moments� from the
four classes of voiceless English fricatives. Spectral moment
values were taken from the analysis window centered over
the temporal midpoint of the fricative. The data are tabular-
ized according to speaker age, fricative place of articulation,
and vowel context.

A. Fricative duration

For the measure of fricative duration, a main effect of
place of articulation �F�3,96�=14.16, p�0.001,�2=0.31�
was found to be significant. Subsequent pairwise compari-
sons indicated that the basis for this effect was derived from
the significantly decreased �p�0.001� duration of labioden-
tal fricatives /f/. Collapsed across speaker and vowel context,
the mean fricative durations for /f, � s, b/ were found to be
182, 205, 205, and 199 ms, respectively. There was also a
significant place by age interaction effect �F�9,96�=3.14, p
�0.003,�2=0.23�. Adult speakers were found to have rela-
tively shorter fricative durations than the groups of child
speakers when the primary constriction of the consonant was
more anterior in the oral cavity �/f/ and /�/�. However, this
trend changed for alveolar and palato-alveolar fricatives �/s/
and /b/�, with the 5-yr-old speakers exhibiting the shortest
durations.

In addition, the ANOVA also revealed a significant dif-
ference in fricative duration as a function of vowel context
�F�2,64�=35.30, p�0.001,�2=0.52�. Pairwise comparisons
indicated that the significant differences �p�0.001� between
contexts were characterized by a decrease in the fricative
duration when followed by an /Ä/ vowel. A significant differ-
ence �p=0.05� between the /i/ and /u/ vowel contexts was
also found. The mean fricative durations for the /i/, /Ä/, and
/u/ vowel contexts were 200, 186, and 208 ms, respectively.

B. Normalized amplitude

A main effect of place �F�3,96�=157.69, p�0.001,�2

=0.83� was obtained for normalized amplitude. As expected,
Bonferroni-adjusted comparisons indicated that this effect
was derived primarily from significant differences �p
�0.001� between the nonsibilant and sibilant fricatives. The
normalized amplitude of the nonsibilant fricatives �−13.7 dB
for /f/, −11.9 dB for /�/� was significantly less than that of
the sibilant fricatives �−3.6 dB for /s/, −3.0 dB for /b/�.

Significant differences in the normalized amplitude of
the fricative also depended on the articulation of the follow-
ing vowel �F�2,64�=16.08, p�0.001,�2=0.33�. Overall,
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the normalized amplitude measures for the fricatives were
significantly �p�0.001� decreased when followed by an /Ä/
vowel. The normalized values for the fricatives in the /i, Ä,
and u/ vowel context were −7.7, −9.3, and −7.2 dB, respec-
tively. A place by vowel interaction was also found to be
significant �F�6,192�=42.86, p�0.001,�2=0.18�. The de-
creased normalized amplitude found in the /Ä/ vowel context
was significant �p�0.01� for /f, �, and s/, but was actually
slightly increased for /b/.

C. Spectral measures

To better compare these results with previous findings
concerning the spectral properties of young children’s speech
�i.e., Nittrouer, 1995�, this study will present detailed find-
ings from only the analysis window centered at the midpoint
of the fricative segment. It is hoped that since the character-
istics of the fricative are of primary interest in this study,
utilizing the middle analysis window will limit the effects of
stimulus onset variations and the formant transitions of the

subsequent vowel. However, it is important to report that the
patterns of spectral differences across window locations were
similar to those that have been previously found with adult
speakers �Behrens and Blumstein, 1988a; Jongman et al.,
2000�. For example, window locations at the beginning and
end of the fricative were generally found to have higher
spectral peak and mean values than measures extracted from
the middle portion of the fricative.

1. Spectral slope

A significant main effect of place of articulation
�F�3,96�=266.16, p�0.001,�2=0.89� was obtained for
spectral slope. Subsequent pairwise comparisons �p
�0.001� demonstrated that three of the four places of frica-
tive articulation were statistically different in terms of mean
spectral slope, with no significant difference noted between
nonsibilant fricatives �/f/ and /�/�. The mean spectral slope
values for the different fricative types �/f, �, s, b/� were 3.42,
3.40, 5.46, and 9.08, respectively. In addition, the statistical

TABLE I. Acoustic measures from four classes of voiceless English fricatives, grouped as a function of speaker age, fricative place of articulation, and vowel
context. Average durations in milliseconds �Dur�, normalized amplitude in dB �NAmp�, spectral slope �Slope�, and the first four spectral moments �mean in
ERB, M1; variance in MHz, M2; skewness, M3; and kurtosis, M4�.

Labiodental—/f/ �Inter�dental—/�/ Alveolar—/s/ Palato-alveolar—/b/

/i/ /Ä/ /u/ /i/ /Ä/ /u/ /i/ /Ä/ /u/ /i/ /Ä/ /u/

3 yr old
Dur 203 198 201 233 216 260 215 211 240 204 210 224
NAmp −15.88 −17.99 −13.72 −15.27 −16.69 −13.90 −5.66 −7.90 −4.72 −3.97 −3.61 −3.33
Slope 2.58 3.24 2.95 2.72 2.96 2.30 3.96 4.81 4.60 8.08 8.84 8.36
M1 27.94 28.20 28.80 28.94 29.29 28.94 29.06 30.67 30.74 31.29 30.78 31.21
M2 7.09 6.33 6.00 6.20 6.09 6.17 3.02 2.95 2.74 3.26 3.83 3.83
M3 −2.37 −2.32 −2.26 −2.19 −2.21 −2.02 −2.32 −2.08 −2.25 −0.92 −0.69 −0.92
M4 4.40 4.07 4.41 3.43 4.15 3.83 4.60 3.20 4.71 1.46 0.09 0.26

4 yr old
Dur 187 180 207 214 202 217 215 206 208 197 168 218
NAmp −11.84 −15.56 −11.29 −10.66 −11.40 −7.29 −2.57 −3.93 −2.79 −2.43 −2.81 −3.00
Slope 3.23 3.14 3.33 3.87 3.82 3.72 4.59 5.35 5.45 8.97 8.70 8.11
M1 28.85 28.63 27.26 29.11 30.60 29.88 30.88 30.93 30.70 31.77 31.13 31.19
M2 6.61 6.12 6.34 5.43 3.81 4.79 2.39 2.44 2.68 3.46 3.75 3.42
M3 −2.20 −2.32 −2.46 −2.36 −2.35 −2.30 −2.20 −2.02 −2.17 −0.45 −0.34 −0.49
M4 3.03 4.08 4.69 4.51 4.75 4.15 4.48 3.58 4.34 −0.09 −0.18 0.53

5 yr old
Dur 195 158 174 206 188 210 201 180 189 187 173 214
NAmp −11.63 −15.97 −11.55 −11.86 −12.26 −9.76 −2.64 −2.72 −2.49 −3.41 −3.74 −2.84
Slope 4.03 3.32 3.51 3.19 3.74 2.99 5.32 5.99 6.36 10.06 9.73 10.26
M1 28.48 28.17 27.92 29.78 30.22 29.51 31.27 31.93 31.67 30.82 30.14 30.10
M2 6.02 6.71 6.52 5.91 4.50 4.39 1.73 1.86 2.40 3.98 3.87 3.55
M3 −2.25 −2.27 −2.40 −2.22 −2.25 −2.35 −1.80 −1.79 −1.82 −0.02 0.29 0.27
M4 3.34 3.54 4.27 4.26 4.01 4.51 2.92 2.91 2.93 −0.58 −0.33 −0.29

Adult
Dur 173 153 162 173 161 188 200 185 209 203 181 212
NAmp −10.26 −15.76 −12.68 −10.67 −13.29 −10.90 −2.56 −2.81 −2.99 −1.91 −2.16 −2.78
Slope 4.24 3.57 3.89 4.30 3.69 3.55 6.02 6.26 6.88 9.71 8.85 9.39
M1 30.47 30.49 30.42 30.40 29.92 30.08 32.90 32.84 32.52 27.65 27.34 27.38
M2 5.84 6.13 5.44 5.22 6.29 5.81 1.85 1.91 2.81 2.31 2.28 2.17
M3 −1.91 −1.88 −2.21 −2.00 −1.83 −2.11 −1.59 −1.44 −1.20 1.80 2.14 1.92
M4 2.91 2.25 4.38 2.84 1.78 3.02 3.87 3.13 1.89 4.54 7.18 4.93
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analysis indicated that when collapsed across age group and
vowel context, the mean spectral slope of the four fricative
types varied significantly �F�3,96�=10.31, p�0.001,�2

=0.24� as a function of speaker gender. Female speakers ex-
hibited higher slope values for all places of fricative articu-
lation, except for the alveolar fricatives �/s/�.

Interestingly, a main effect was obtained for age group
�F�3,32�=4.84, p�0.01,�2=0.31�, as well as a significant
gender by age group interaction �F�3,32�=3.08, p
�0.05,�2=0.22�. Spectral slope values rise as the age of
speaker increases �the mean slope values for 3-, 4-, 5-yr-old,
and adult speakers were 4.61, 5.18, 5.70, and 5.86, respec-
tively�. Significant differences were found between the two
youngest groups and the adult speakers �3 yr old, t�9�
=−3.42, p=0.008; 4 yr old, t�9�=−3.43, p=0.007�. How-
ever, the extent of these differences between age groups var-
ies widely as a function of gender. For males, the spectral
slope increased with the age of the speaker. However, for
female speakers, the 4-year-old age group exhibited the low-
est slope values and the 5-yr-old group the highest.

2. Spectral mean

As expected, the spectral mean differed significantly
across the place of fricative articulation �F�3,96�=25.47, p
�0.001,�2=0.44�. Pairwise comparisons indicated variation
�p�0.001� between three of the four places of fricative ar-
ticulation, with no statistical difference in spectral mean be-
tween nonsibilant /�/ and /b/ fricative tokens. There was also
a significant place by gender interaction effect �F�3,96�
=4.46, p=0.008,�2=0.12�. This interaction is characterized
by higher spectral means for male speakers on the three more
anteriorly produced fricatives �/f, �, s/� and a lower spectral
mean for the more posterior /b/ fricative. It is somewhat sur-
prising to find that the male speakers exhibited elevated
spectral means in the majority of fricative types. However,
this result is somewhat explained by the finding that the el-
evated means for male speakers were only found in the child
speakers. Since anatomical differences in vocal tract size are
likely insignificant for child speakers of this age �Fitch and
Giedd, 1999�, gender differences may be a product of
learned behavioral factors. However, data from future studies
must be obtained before such a claim can be fully justified.

Similar to previous research �Nittrouer, 1995�, a signifi-
cant place by age group �F�9,96�=10.90, p�0.001,�2

=0.51� interaction was noted for the dependent measure of
spectral mean. As can be seen in Fig. 1, a contrast between
/s/ and /b/ was exhibited by the 5-year-old speakers and fur-
ther differentiated by the adults, with the spectral mean of /b/
being significantly lower than /s/. Interestingly, this within-
sibilant contrast is not evident in the younger groups of
speakers �3 and 4 yr old�.

3. Spectral variance

A significant main effect of place �F�3,96�=50.48, p
�0.001�, characterized by a relatively large effect size ��2

=0.61�, was obtained for spectral variance. Subsequent pair-
wise comparisons indicated that all four fricative types �/f, �,
s, b/� were significantly �p�0.001� different in terms of vari-

ance, with means of 6.26, 5.38, 2.39, and 3.30 MHz, respec-
tively. When collapsed into two groups according to sibi-
lance, the measure of spectral variance was found to
significantly �p�0.001� differentiate between sibilant and
nonsibilant fricatives.

4. Spectral skewness

As with many of the other spectral measures, statistical
analyses of the data also indicated a significant main effect of
place �F�3,96�=242.97, p�0.001,�2=0.88� for spectral
skewness. Subsequent pairwise comparisons indicated that
the main effect of place was due to the significantly �p
�0.001� elevated skewness of palato-velar fricatives. Skew-
ness values for the four fricatives types �/f, �, s, b/� were
found to be −2.23, −2.18, −1.88, and 0.21, respectively.

In addition, a significant main effect of age group
�F�3,32�=24.96, p�0.001,�2=0.70� and a significant place
by age group �F�9,96�=12.37, p�0.001,�2=0.54� interac-
tion effect was noted. As seen in Fig. 2, post hoc tests indi-
cated significant differences between each of the groups of

FIG. 1. Spectral mean as a function of place of fricative articulation and
speaker age. Linear measures in hertz were converted to an ERB scale
�Glasberg and Moore, 1990; Moore, 1997� prior to analysis.

FIG. 2. Spectral skewness as a function of speaker age group and place of
fricative articulation.
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children and the adults �3 yr old, t�9�=5.51, p�0.001; 4 yr
old, t�9�=7.18, p�0.001; 5 yr old, t�9�=3.94, p=0.003�,
with no differences between the child groups found to be
significant. Overall differences in age group are further ex-
plained by examining the place by age group interaction.
Similar to findings reported by Nittrouer �1995�, the contrast
in spectral skewness between /b/ and the other fricative types
widened as the age of the speaker increased, with adult
speakers exhibiting more positively skewed spectra for /b/.

5. Spectral kurtosis

The main effect of place of articulation was statistically
significant for spectral kurtosis �F�3,96�=266.16, p
�0.001,�2=0.89�. Pairwise comparisons demonstrated that
only two of the four places of fricative articulation were
statistically different �p�0.001� from each other in terms of
mean spectral kurtosis. These differences were due mainly to
the decreased kurtic value of palato-velar fricatives, with the
mean kurtic values for the four fricative types �/f, �, s, b/�
found to be 3.78, 3.77, 3.54, and 1.46, respectively. In addi-
tion, a significant place by gender interaction �F�3,96�
=10.31, p�0.001,�2=0.24� and subsequent pairwise com-
parisons indicated that for alveolar fricatives �/s/� the values
of spectral kurtosis for male speakers were significantly
lower �t�19�=−3.92, p�0.001� than female speakers �2.21
vs 4.90�. Significant differences in gender were not found for
the other fricative types.

As shown in Fig. 3, the ANOVA also yielded a signifi-
cant place by age group interaction �F�9,96�=4.64, p
�0.001,�2=0.30�. Although an overall main effect of age
group was not found to be significant, the interaction reveals
significant age difference for each child age group when
compared to the adult speakers �3 yr old, t�9�=2.85, p
=0.019; 4 yr old, t�9�=2.92, p=0.017; 5 yr old, t�9�=3.55,
p=0.006� for palato-velar fricatives �/b/�. This finding may
indicate that with regard to kurtosis, the child speakers have
not yet acquired an adult-like palato-velar fricative. Similar
age differences concerning the measure of spectral kurtosis
have not been reported in previous research �i.e., Nittrouer,
1995�.

D. Discriminant analysis

As shown in Table II, when classification results are
based on a cross-validation �jack-knife� procedure, 69.2% of
the entire data set were classified correctly in terms of place
of articulation. The adult speakers had a classification rating
of 65.0%, while the 3-, 4-, and 5-yr-old speakers exhibited a
rating of 70.0%, 70.0%, and 77.5%, respectively. Overall,
differences between male �67.5%� and female �68.8%�
speakers were minimal.

Utilizing the specific group approach, the discriminant
analysis trained on the adult fricative productions resulted in
two significant discriminant functions ���=0.03,�2�15,N
=120�=416.81, p�0.001� and ��=0.32,�2�8,N=120�
=129.98, p�0.001�, respectively�. The two canonical func-
tions were found to cumulatively accounting for 99.9% of
the variance between productions. The first discriminant
function had an eigenvalue of 11.24 and a canonical correla-
tion of 0.96, thereby accounting for 84.4% of the variance.
The second function accounted for 15.5% of variance, with
an eigenvalue of 2.07 and an associated correlation of 0.82.

Of the seven input variables utilized in the analysis, five
acoustic parameters �spectral mean, variance, skewness, kur-
tosis, and slope� were found to have a substantial contribu-
tion to the overall classification of the adult fricative tokens.
Thomas �1992� found that the partial contribution of each of
the selected variables to a particular discriminant function
can be characterized by discriminant ratio coefficients
�DRCs�. The DRCs are calculated as the product of the ab-
solute values of the structure coefficients and the correspond-
ing standardized discriminant function coefficients. Thus, the
larger the DRC, the greater the unique contribution of that
respective variable to the discrimination between fricative
types in terms of place of articulation. As shown in Table III,
the acoustic variables of spectral skewness, variance, and
slope were found to have the greatest relative contribution to
the first discriminant function, whereas spectral mean, vari-
ance, and slope were found to be the top three contributors to
the second discriminant function.

Classification models developed on adult-only produc-
tions resulted in an overall classification rate of 76.7% for
data in the training set. High classification rates were found
for the sibilant fricatives �95%�, while the nonsibilant frica-

FIG. 3. Spectral kurtosis as a function of speaker age and place of fricative
articulation.

TABLE II. Results of discriminant classification using both cross-validation
and “specific group” procedures. All values represent % correct classifica-
tion.

Data set evaluated

Classification model training set

Cross
validation

All
adults

Male
adults

Female
adults

Original training set ¯ 76.7 85 83.3
3-yr-old speakers 70 34.2 28.3 42.5
4-yr-old speakers 70 38.3 40 48.3
5-yr-old speakers 77.5 54.2 55.8 57.5
Adult speakers 65 ¯ ¯ ¯

Male only 75.0 ¯ ¯ 60.0
Female only 78.3 ¯ 61.7 ¯

Entire data set 69.2 42.2 44.3 51.0
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tives were correctly identified at a lower rate �70%�. Errors
in classification were usually the result of confusions within
“neighboring” fricatives �e.g., /f/ vs /�/� and rarely crossed
the sibilant/nonsibilant distinction. When applied to data pro-
duced by child speakers, the classification model categorized
fricatives with an overall accuracy of only 42.2%. Interest-
ingly, the rate of successful classification improved as the
age of the child speakers increased, with the mean classifi-
cation rates for the 3-, 4-, and 5-yr-old age groups found to
be 34.2%, 38.3%, and 54.2%, respectively. The higher clas-
sification rates for productions from the 5-year and adult
speakers are primarily due to the increased categorization of
the sibilant fricatives. For the two youngest groups of speak-
ers, the discriminant model accurately identified /s/ and /b/
productions only slightly above chance �26.6%�, whereas,
the categorization for 5-yr-old and adult speakers was dra-
matically higher �65% and 95%, respectively�.

IV. DISCUSSION

Statistical analysis �ANOVA� indicated that the depen-
dent measures of fricative duration, normalized amplitude,
spectral slope, and all four spectral moments varied signifi-
cantly as a function of place of articulation. However, only
spectral variance was found to significantly distinguish all
four places of fricative articulation. Interestingly, with the
exception of Jongman et al. �2000� and Tomiak �1990�, the
measure of spectral variance has often not been analyzed or
reported in the previous literature �e.g., Forrest et al., 1988;
Miccio, 1996; Nittrouer, 1995�. In general, these results are
in agreement with the research of Jongman et al., where it
was found that spectral variance could be used to acousti-
cally distinguish four places of fricative articulation in adult
productions.

Although spectral variance was the only measure to dis-
tinguish all four fricative types, many of the derived acoustic
parameters were found to successfully distinguish three out
of four places of fricative articulation. The measures of spec-
tral slope, mean, and skewness were able to separate nonsi-
bilant from sibilant fricatives, as well as between the two
sibilant fricatives �/s/ and /b/�. However, contrary to research
findings on the acoustic characteristics of fricatives in adults
�Jongman et al., 2000�, results of this study indicated that the
majority of spectral parameters �with the exception of vari-
ance� did not differ significantly between nonsibilant frica-

tives �/f/ and /�/�. It is important to note that the spectral
measure of slope was found to be an important cue in the
distinction and classification of fricative productions.

Of particular interest, significant place by age interaction
effects were noted for the measures of spectral mean, skew-
ness, and kurtosis. In each of these measures, the interaction
effect was due primarily to a widening in the acoustic dis-
tinction between /s/ and /b/ as the age of speaker increased. In
terms of spectral mean, a significant difference between /s/
and /b/ was exhibited by the 5-yr-old speakers and further
differentiated by the adults. For spectral skewness, an adult-
like contrast appears to begin developing in the 4-yr-old
speakers and widened as the speakers increased in age. These
findings suggest that for several acoustic parameters the de-
velopment of the sibilant contrast continues to be fine-tuned
throughout young childhood toward an adult-like stage of
articulation. This same general trend across age groups was
reported by Nittrouer �1995�, who also found age-related
acoustic differences. Nittrouer concluded that these differ-
ences were the product of continuing articulatory develop-
ment, even for children 7 years of age. The lack of acoustic
difference between the sibilants in the youngest groups of
speakers may also be partially due to the relatively smaller
size of the vocal tract. In adults, the difference between an
alveolar and palatal place of fricative articulation is likely to
result in comparatively large acoustic variations, which may
not be the case for young children.

In terms of place of articulation, a discriminant analysis
based on the extracted acoustic measures was able to cor-
rectly classify the fricative data at a rate well above chance.
Interestingly, the spectral measures of variance and slope
were found to be important coefficients in the classification
of the fricative productions. It is important to note that based
on a cross-validation procedure the overall classification ac-
curacy for the fricative productions �69%� was similar to the
classification results obtained by Forrest et al. �1988�. As
expected, discriminant functions based on the adult tokens
were less accurate in classifying the segments produced by
the younger speakers. For adults, the majority of classifica-
tion errors occurred with nonsibilant fricatives, with few cat-
egorization confusions crossing the sibilant/nonsibilant dis-
tinction. Conversely, the discriminant function classified the
nonsibilant productions from the youngest child speakers at a
rate higher than that of the sibilant fricatives. However, it is

TABLE III. Discriminant variable coefficients for adult fricative data. Input variables are ordered according to
their relative contribution to the discriminant function as measured by the DRCs �Thomas, 1992�.

First discriminant function Second discriminant function

Input variable SDFCsa SCsb DRCsc Input variable SDFCsa SCsb DRCsc

Spectral skewness −0.550 −0.666 0.366 Spectral mean 0.194 0.146 0.028
Spectral variance 0.915 0.258 0.236 Spectral variance −0.375 −0.536 0.201
Spectral slope −0.458 −0.506 0.232 Spectral slope 0.130 0.284 0.037
Spectral mean 0.598 0.312 0.187 Spectral skewness 0.845 0.920 0.777
Spectral kurtosis 0.274 0.073 0.020 Spectral kurtosis −0.378 −0.034 0.013

aStandardized discriminant function coefficients.
bStructure coefficients.
cDiscriminant ratio coefficients �DRC=SDFC�SC�.
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interesting to note that the overall classification rate im-
proved systematically as the age of the child speakers in-
creased, with a marked improvement occurring at 5 years of
age. Analysis of the classification of specific fricative types
indicated that this improvement was primarily the result of
the increased categorization of sibilant fricatives. Thus, these
data once again support the theory that young children’s sibi-
lant fricative articulations are not differentiated in an adult-
like manner, but are continuing to be “fine-tuned” as the
child matures �Nittrouer, 1995�. Of further interest is that
unlike preliminary research conducted on the fricatives of
older children �Fox and Nissen, 2003�, discriminant func-
tions trained on only male adult and only female adult data
did not reveal systematic gender differences in the produc-
tions of the child speakers.

Future spectral research involving children’s speech
elicited in more naturalistic settings and across less predict-
able contexts would likely extend our understanding of the
acoustic nature of speech in young children. Since acoustic
studies provide only a “post-production” view of articula-
tion, more studies are also needed that combine both kine-
matic and acoustic analysis techniques in a more dynamic
investigation into the nature of fricative production. Finally,
our use of discriminant analysis was designed to allow a
comparison between the different age and gender groups in
terms of the acoustic characteristics of the fricatives and, in
particular, in terms of how well these acoustic measures
could be used to categorize these fricatives. However, there
are two limitations to our approach. First, as in previous
studies such as Jongman et al. �2000�, all the acoustic mea-
sures utilized here represented only static acoustic cues.
Clearly, any future study should also examine the utility of
dynamic cues �e.g., the change in the spectral mean over the
fricative’s duration� in the discriminant functions. Second,
one should determine whether listeners make use of the same
acoustic cues �and whether they rely on them to the same
degree� as those used in the discriminant analyses discussed.
Despite these limitations, this study contributes valuable re-
sults concerning the spectral nature of a broad set of voice-
less fricative productions from a substantial number of
speakers; findings which serve to establish a more compre-
hensive knowledge of how fricative consonants develop in
younger speakers.
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Acoustic cues related to the voice source, including harmonic structure and spectral tilt, were
examined for relevance to prosodic boundary detection. The measurements considered here
comprise five categories: duration, pitch, harmonic structure, spectral tilt, and amplitude.
Distributions of the measurements and statistical analysis show that the measurements may be used
to differentiate between prosodic categories. Detection experiments on the Boston University Radio
Speech Corpus show equal error detection rates around 70% for accent and boundary detection,
using only the acoustic measurements described, without any lexical or syntactic information.
Further investigation of the detection results shows that duration and amplitude measurements, and,
to a lesser degree, pitch measurements, are useful for detecting accents, while all voice source
measurements except pitch measurements are useful for boundary detection. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2010288�
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I. INTRODUCTION

Speech prosody comprises many forms of nonsegmental
and nonlexical information. Prosody is related to emotion,1

and selective emphasis,2 and helps to resolve syntactically
ambiguous utterances.3 However, there is much debate as to
the structure of prosody, as well as the acoustic manifesta-
tions of those structures.4

One widely used system, TOBI,5 has been formulated
based on phonological study of prosodic units. The system
assigns tones to each prominence and boundary, and a break
index to each boundary. Briefly, tones are classified as low
�L�, high �H�, or downstepped-high �!H�. Prominences are
marked with stars ���, and intermediate boundaries with
dashes �-�. Full intonational boundaries are marked with both
a dash �-� and a percent �%�. Tones may be combined to form
composite tones, such as L*+H and L-H%. It is assumed that
these entities have corresponding acoustic �and presumably
articulatory� correlates that may be observed directly.

If so, in order to determine where the acoustic cues for
prosody may be found, it is useful to consider which part of
the speech signal contains the most information related to
prosody. In previous works, sentential prosody imposed on
nonsense syllables was found to facilitate short-term memory
for the stimuli. Also, based on prosody, listeners were able to
choose the correct interpretation when ambiguous sentences
were in reiterant form as well as they did when the sentences
were spoken normally.6

A few observations may be made from these results.
One is that listeners are able to perceive acoustic indicators

for prosody independently of syntactic or lexical informa-
tion. Also, the acoustic indicators should be contained within
the temporal, spectral, and amplitudinal dimensions of the
signal. Another observation is that, when normal speech is
transformed into reiterant speech or nonsense syllables,
acoustic features of the vocalic segments appear to be rich
channels for the transmission of prosodic information. Al-
though a large number of syllables in natural speech contain
vocalic segments in the onset and/or the coda, it is also the
case that these segments are often absent, while all syllables
include a vocalic nucleus. Therefore, in this study, the focus
will be on finding the correspondence between characteris-
tics of vocalic segments in the nucleus with prosodic events.

Vocalic sound can be modeled as the glottal voice source
filtered by the vocal tract. The identity of the vocalic seg-
ment being produced is mostly determined by the formant
structure, which corresponds to the filtering by the vocal
tract. Hence, it is reasonable to expect that study of acoustic
cues that characterize the glottal voice source for correlates
of prosodic events will yield useful results.

The glottal voice source can be modeled as a series of
glottal pulses, whose spectrum can be broadly characterized
by the spacing and relative amplitudes of the component
harmonics. The spacing of the harmonics is determined by
the fundamental frequency, or pitch, of the glottal pulse train.
The relative amplitudes of the harmonics are affected by the
shape of the glottal pulse itself. For example, a larger portion
of the fundamental period where there is nonzero airflow
�open quotient� leads to a more dominant first harmonic am-
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plitude. The faster the glottal pulse returns to zero after the
peak, the smaller the amplitude of the first harmonic.7 These
characteristics are results of manipulation of the laryngeal
structures that are employed in phonation during vocalic seg-
ments.

In a study by Klatt and Klatt,8 the authors present evi-
dence that declarative sentences may be terminated such that
the arytenoid cartilages begin to separate in preparation for
breathing, leading to a breathy-voiced offset to the final syl-
lable. This early abduction gesture may be implemented as a
general “relaxed” separation of the arytenoids, or a “laryn-
gealized” mode where the abduction is accompanied by a
rotational motion of the arytenoids so that medial compres-
sion is applied.

For both cases, the spectral noise increases due to the
presence of the posterior interarytenoid separation. In the
first case �“breathy”�, the glottal waveform exhibits a larger
open quotient, so that the first-harmonic amplitude �h1� is
increased and the harmonic spectrum tilts down. The con-
verse is true for the laryngealized case, i.e., h1 and spectral
tilt both decrease. In the paper by Klatt and Klatt,8 cues to
breathiness increased for unstressed syllables, for final syl-
lables, and at the margins of voiceless consonants. In
stressed vowels with a relatively high fundamental fre-
quency, the spectrum showed little evidence of breathiness.
On the other hand, many utterances appeared to end in a
“breathy-laryngealized” type of vibration, along with diplo-
phonic irregularities in the timing of glottal periods. This
observation agrees with findings where aperiodicity associ-
ated with creaky voice was more frequent at L-L% than
L-boundaries.9

An underlying mechanism for such irregular phonation
may be due to changes in subglottal pressure. In previous
studies, including a study by Slifka,10 utterance endings were
found to be correlated with a drop in subglottal pressure, and
irregular phonation with partially spread vocal folds was fre-
quently observed. Additionally, the first stressed syllable in
an utterance was found to be correlated with the initial sub-
glottal pressure peak.

Also, in a work by Pierrehumbert and Talkin,11 har-
monic structure �and amplitude� measurements for /h/ and
glottal stop were found to become more vocalic �i.e., less
aspiration, more phonation� at accents, and more consonantal
�i.e., more aspiration, less phonation� at boundaries. The ob-
servations above suggest that acoustic measurements related
to the glottal voice source will be useful in finding the vari-
ous types of prosodic events.

In addition to the spectral characteristics of the voice
source, temporal and amplitudinal characteristics may be ob-
served, such as length and amplitude of the vocalic segment,
and the length of surrounding speech/nonspeech units. Pre-
vious studies show that durational cues, such as segmental
durations, were found to be correlated with the presence of
prosodic boundaries.12–14

In light of the discussion above, an attempt has been
made to find acoustic cues associated with accents and
boundaries by examining measurements related to the glottal
source for vocalic segments. The glottal characteristics can
be found by examining durational, spectral, and amplitudinal

measurements. This study will focus on finding these acous-
tic cues independent of other knowledge, such as syntactic
structure, part of speech of constituent words, or the identity
of the words or segments.

II. EXPERIMENTS

A. Prosodic units

The prosodic units that are considered in this study are
based on the TOBI system and can be described as two
types—boundaries and accents. The first type includes mark-
ers for discourse, turn, intonational boundaries, intermediate
boundaries, and words. The second type includes markers for
phrase-level stress or prominence, and are localized to ac-
cented syllables. In this study, boundary will be limited to
intermediate �ip� and intonational �IP� boundaries.

Each syllable in a section of speech can be assigned to
one of six categories: �1� not accented and not at a boundary
�0�, �2� accented but not at a boundary �A�, �3� not accented
and at an ip boundary �ip�, �4� accented and at an ip bound-
ary �Aip�, �5� not accented, at IP boundary �IP�, and �6�
accented, at IP boundary �AIP�. The type of accent and/or
boundary may be used to further specify the syllable envi-
ronment. In the Boston University Radio Speech Corpus,15

intermediate boundaries with low, downstepped high, and
high tones are indicated by L-, !H-, and H-, respectively, and
intonational boundaries, comprising one intermediate and
one final tone, are indicated by L-L%, L-H%, !H-L%, H-L%,
and H-H%. �The !H-H% IP boundary was not observed in
this corpus.� Simple accents are indicated by L*, !H*, and
H*. Complex accents are indicated as combinations of two
accent tones such as L*+H, etc. In this study, prosodic
events marked with a question mark �?� in the corpus were
ignored, i.e., syllables associated with those incompletely
marked events were considered to be prosodically unmarked.
Based on counts of these events, about 9% of the syllables
marked as neutral �0� are estimated to belong to this cat-
egory. An exhaustive tally of the different types of prosodic
markers in the corpus includes 90 markers that can be as-
signed to a syllable �1 neutral, 8 accents, 3 intermediate
+6 intonational boundaries, and 24+48 accented at
intermediate/intonational boundaries�. However, the focus on
this study will be on examining the six broad classes de-
scribed above.

B. Acoustic measurements

The acoustic cues related to the voice source examined
in this paper to identify the presence of prosodic events can
be divided into five categories: duration, pitch, harmonic
structure, spectral tilt, and amplitude.

Durational measurements include length of following
pause �if any� and speech rate. A pause is defined to be an
interval of speech where the probability of voicing is below
0.5, and rms energy is below 150, for longer than 30 ms, as
extracted automatically using the formant command in the
xwaves package.16 If no such interval exists after a syllable,
the pause length was assigned as zero. It is expected that
pause length will be longer after boundaries.12 Speech rate,
calculated as the reciprocal of the length of the vocalic seg-

2580 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Choi et al.: Finding intonational boundaries



ment, is expected to be slower at boundaries �final lengthen-
ing effect�.13,14 Here, a vocalic segment is defined as all vow-
els �including diphthongs�, syllabic liquids �e.g., phones
labeled as /er/, /el/�, and syllabic nasals �e.g., phones labeled
as /em/, /en/, /eng/�. The start and end times of the vocalic
segments were identified using the phone labels in the .lbl or
.lba files �see Sec. II C�. Speech rate was not normalized,
either for speaker or phone identity.

Pitch measurements include fundamental frequency �f0�
measured at the end of a vocalic segment, and the slope and
the convexity of the fundamental frequency over the vocalic
segment. The fundamental frequency was measured at the
last frame of a vocalic segment where the probability of
voicing was above 0.95. Pitch contours for boundary tones
have been described as occuring from the nuclear pitch to the
end of the utterance, so that the ending fundamental fre-
quency value of the last syllable of an intermediate or into-
national phrase would be more similar for utterances with
similar boundary tones, but with different numbers of syl-
lables from the nuclear pitch to the end of the utterance. The
convexity was calculated as the sum of the difference be-
tween each signal point and the linear interpolation between
the start and end values of the segment. That is,

�
t=t1

t2

s�t� − h�t�

t2 − t1
,

where t1 and t2 are respectively the start and end times of the
vocalic segment, s�t� is the value of the measurement at time
t, and h�t� is the linear interpolated function,

h�t� =
s�t2� − s�t1�

t2 − t1
�t − t1�, for t1 � t � t2, t1 � t2.

The normalized pitch �nf0� at the end of the vocalic
segment, and the slope and convexity of the normalized pitch
over the segment are also included in the pitch measure-
ments. Normalized pitch was obtained by training a three-
mixture Gaussian distribution over all fundamental fre-
quency measurements of an utterance �sentence�, where the
means were constrained to be 0.5�, �, and 2�, to separate
pitch-halved and pitch-doubled measurements. The outlying
values are eliminated, and the resulting fundamental fre-
quency values are smoothed. Normalized pitch values are
then computed to be between 0 and 2, with 1 corresponding
to the mean fundamental frequency of the utterance.17,18 This
measure normalizes with respect to the speaker over the ut-
terance.

Pitch measurements are expected to be lower for L- and
L-L% boundaries, and higher for H- and H-H% boundaries.
Pitch is also thought to be affected by low or high accent, but
this effect was not examined in this study. However, since
the majority of the accents in the corpus were of the H* type
�see Sec. II C�, it may be assumed that, mostly, pitch will be
increased by the presence of accent. Pitch slope is expected
to fall for L- or L-L% boundaries, remain mostly level for
H-L% boundaries, and rise for H-, H-H%, or L-H% bound-
aries. Pitch convexity is expected to be flat for L-, L-L%, H-,
or H-H% boundaries and to be upward �more positive� for a

H-L% boundary and downward �more negative� for a L-H%
boundary.

Harmonic structure measurements included end value,
slope, and convexity of h1−h2, where h1 and h2 are the
amplitudes of the first and second harmonics, respectively.
The values for the amplitudes of the first harmonic h1 were
measured as the amplitude of the spectral component closest
to the fundamental frequency, using the spectral analysis pro-
cedures in xwaves. The amplitude of the second harmonic h2
was measured as the amplitude of the spectral component
closest to twice the fundamental frequency. In this study, the
harmonic measurements were made uniformly for all vocalic
segments—the influence of the first formant or presence of
liquids and nasals were not factored into the analysis. A more
detailed procedure could be used to compensate for these
effects, but that approach was not explored in this study.

The h1−h2 measurement is greater for a larger open
quotient, corresponding to a breathy voice; conversely, it is
lesser for a smaller open quotient in a laryngealized voice. It
is expected to be lower for accented syllables, which were
described as being less breathy. At boundaries, a more
breathy offset is expected to correspond to a larger h1−h2
measurement, while a more laryngealized offset should pro-
duce a smaller measurement.

Spectral tilt measurements included end value, slope,
and convexity of h1−a1, h1−a3, and a1−a3, where a1 and
a3 are the amplitudes of the first and third formants, respec-
tively. For both breathy and laryngealized phonation, higher
noise and harmonic components relative to the lower fre-
quency amplitudes are observed. Consequently, spectral tilt
measurements are expected to exhibit smaller differences at
breathy/laryngealized L- or L-L% boundaries and larger dif-
ferences for more modal H- or H-H% boundaries.

Finally, amplitude measurements included the end value,
slope, and convexity of the rms, and these are expected to be
lesser at boundaries and greater at accents.

The pitch, harmonic, formant, and rms values were
found automatically using the formant, and sgram com-
mands in xwaves. The voice source measurements described
above were made over each single vocalic interval, found
using the phone labels in the .lbl or .lba files.

C. Database

The acoustic cues characterizing the voice source were
obtained for each vocalic segment in analysis, training, and
test subsets of the Boston University Radio Speech Corpus.15

The corpus contains radio news stories from seven speakers
and is divided into two sections, labnews and radio. Prosodic
labels are available for five speakers, f1a, f2b, f3a, m1b, and
m2b. In this study, an analysis set was picked to include all
files in the labnews section with both TOBI labels �i.e., .ton
files� and hand-corrected �automatically generated� phone la-
bels �i.e., .lbl files�. The analysis set includes 22 stories from
speaker f1a and 41 stories from speaker f2b, both of whom
are female. The training set includes 36 stories each from
one male speaker �m1b� and one female speaker �f2b� from
the radio section. The test set includes 24 stories each from
one male speaker �m2b� and 1 female speaker �f3a� from the
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labnews section. The analysis, training, and test subset utter-
ances are all disjoint. The speakers in the test subset are not
included in the analysis or training subsets. For the analysis
and training subsets, utterances from speaker f2b appear in
both subsets, but only utterances from the labnews section
are included in the analysis set, and utterances from the radio
section are included in the training set. Only automatically
generated phone labels �i.e., .lba files�, which are not as ac-
curate as the hand-corrected labels, were available for the
training and test data. The measurements were made using
the start and end times of vocalic segments included in the
.lbl files �analysis set� or the .lba files �training and test sets�.

Each syllable in the three data sets was assigned to one
of six prosodic categories described in Sec. II A using the
TOBI labels in the .ton files, the word transcription in the
.wrd files, and the phone labels in the .lbl or .lba files. First,
accent markers in the TOBI label files were matched with
each vocalic segment in the phone label files, to find ac-
cented syllables. Next, the final vocalic segment of a word
was found using the word transcriptions and the phone la-
bels. These word-final vocalic segments were then matched
with intermediate and intonation boundary markers in the
TOBI label files, to find vocalic segments at boundaries. Fi-
nally, all vocalic segments were assigned to one of the six
prosodic categories, by combining the list of vocalic seg-
ments in the accented and boundary categories. If a vocalic
segment appeared in neither list, it was assigned to the un-
accented, nonboundary �0� category.

The number of syllables at each prosodic category for
the three data sets are shown in Table I. There are more full
intonational boundaries �IP� than intermediate boundaries
�ip� for all data sets. Of the intermediate boundaries, a
greater number of L- boundaries occur for the analysis and
training sets; more !H- boundaries are observed for the test
set. Of the intonational boundaries, the largest number are
L-L% boundaries, followed by L-H% boundaries. For all
data sets, there were few or no occurrences of the !H-L%,
!H-H%, H-L%, and H-H% boundaries. The training set did
not include any H-H% boundaries, and the test set did not
include any !H-L% boundaries. The ratio of nonboundary

syllables to ip+IP boundary syllables is about 5.96 for the
three data sets, implying an average phrase length of about
six syllables.

Accents were mostly of the H* type �i.e., H* , L+H*�
accents, followed by comparable numbers of the !H* type
�i.e., !H* , H+ !H*, L+ !H*� and L* type �i.e., L* , L*

+H, L*+ !H� accents. For example, in the analysis set, there
were 1885 H* type accents, 447 !H* type accents, and
167 L* type accents. More detailed counts for each type of
accent are not presented in this paper.

The distribution of tones found in this corpus may be a
characteristic of the prosody of broadcast news—a dialogue
may include more questions, leading to a greater number of
high boundary tones.

III. RESULTS

A. Distributions

Figure 1 shows the distributions of six representative
measurements for different prosodic categories from the
analysis set, i.e., neutral, the three ip boundaries, L-, !H-, and
H-, and the two frequently occurring IP boundaries, L-L%
and L-H%. Overall, the presence of an accent tends to
lengthen pauses, decrease speech rate, and increase f0,
h1-h2, h1-a1, and rms. Pause length remains similar for syl-
lables not at boundaries and at ip boundaries, but increases
for IP boundaries. Speech rate becomes slower as boundary
level increases. The f0, h1-h2, and h1-a1 spectral measure-
ments show slight decrease as the boundary level increases,
but the effect is not as pronounced as for durational measure-
ments. Amplitude of the syllable decreases as the boundary
level increases.

There is little difference in pause length of the different
types of ip boundaries, but f0, h1-h2, h1-a1, and rms all
show slight increases in the order of L-, !H-, and H-ip
boundaries. Pause length is longer for the L-L% IP bound-
aries, compared to the L-H% IP boundaries. However,
speech rate seems to show less distinction between the two
groups. The f0 measurements show that the presence of a
high boundary tone H% leads to an increase. For the h1-h2

TABLE I. Number of tokens for each prosodic category for the analysis, training, and test subsets of the Boston
University Radio Speech Corpus. The counts for ip boundaries and IP boundaries are further divided into
subcategories. �The !H-H% IP boundary was not observed in this corpus.�

Analysis Training Test

unacc acc unacc acc unacc acc

nonbnd 4944 2193 4849 2133 3994 1958

ip bnd 356 130 213 127 178 121
L- 203 32 110 47 56 16

!H- 74 29 42 35 79 49
H- 79 69 61 45 43 56

IP bnd 732 340 583 236 357 121
L-L% 373 188 335 144 214 68
L-H% 329 116 246 81 126 31

!H-L% 6 9 0 3 0 0
H-L% 21 24 2 8 17 20
H-H% 3 3 0 0 0 2
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and h1-a1 measurements, accented syllables at boundaries
show slightly lower values than unaccented syllables. How-
ever, it appears that accented syllables which are not at
boundaries show higher values, contrary to expectations, im-
plying that the presence or absence of a boundary affects the
production of accented syllables. For example, for this analy-
sis set, the difference in f0 values between accented and
unaccented syllables that are not at boundaries seem to be
greater than the difference for syllables at boundaries.

Finally, amplitude measurements also show a distinction
between the two IP boundaries, with syllables at L-L% IP
boundaries showing a lesser amplitude. It must be noted that
the standard deviations of the plots are great, with much
overlap between the different groups.

B. Statistical analysis

The measurements obtained for all syllables in the train-
ing subset of the Radio News Corpus were examined using
an analysis of variance �ANOVA�. First, a two-way analysis
was performed for each of the 23 voice source measure-
ments, with the first factor being boundary level �nonbound-
ary, ip boundary, IP boundary� and the second factor being
presence of accent �unaccented, accented�. Next, a one-way
analysis was carried out, with syllables at all IP boundaries
as one group, and the rest as the other group. The F and
partial �2 results are listed in Table II. The critical value for
probabilities to be considered significant is P�0.05 divided
by 46 �23 measurements�2 analyses�, corresponding to a
critical value of P�0.001. The degree of freedom between
groups is 2 for the first factor �boundary�, 1 for the second
factor �accent�, and 2 for the interaction �boundary
�accent�, and 8135 within groups for the two-way analysis.
The degree of freedom between groups is 1, and within
groups is 8139 for the one-way analysis.

Table II shows that overall, except for the spectral tilt
measures related to h1-a3, the measurements showed signifi-
cant differences for the two analyses.

FIG. 1. Distributions of representative measurements
for six prosodic categories. The circles/stars are the
means, and the bars denote the standard deviations.
Each pair of distributions represent unaccented �o� and
accented ��� tokens. The pairs show, in order, non-
boundary �0�, the L-, !H-, and H-intermediate bound-
aries �ip�, and the L-L% and L-H% intonational bound-
ary �IP� distributions.

TABLE II. ANOVA results �F and partial �2 values� for 23 voice source
measurements for the training data set. Two-way analysis with factor 1:
boundary level �0, ip, IP�� factor 2: accent level �0,*� is shown in columns
2–4. One-way analysis with group 1: IP boundary and group 2: non-IP
boundary is shown in the last column. Entries with probabilities greater than
�P�0.001� �critical value with study correction� are not significant and
marked with a dash �-�. The degree of freedom between groups for the
two-way analysis is 2 for the first factor, 1 for the second factor, and 2 for
the interaction; the degree of freedom within groups is 8135, for all mea-
surements. For the one-way analysis, the degree of freedom between groups
is 1, and within groups is 8139, for all measurements. Partial �2 values are
shown in parentheses.

Measurements acc bnd acc�bnd IP vs. not

pause - 805.6�0.165� 15.4�0.004� 1725.7�0.175�
rate 216.8�0.026� 237.3�0.055� - 410.9�0.048�

f0 end 90.9�0.011� 92.2�0.022� 33.3�0.008� 122.7�0.015�
f0 slp - 10.6�0.003� 30.1�0.007� -
f0 cnv 93.7�0.011� 36.7�0.009� - 98.3�0.012�
nf0 end 144.3�0.017� 336.7�0.076� 33.9�0.008� 547.1�0.063�
nf0 slp 12.3�0.002� 27.5�0.007� 30.7�0.007� -
nf0 cnv 103.2�0.013� 37.2�0.009� - 107.6�0.013�

h1-h2 end - 11.9�0.003� - 12.7�0.002�
h1-h2 slp - - - -
h1-h2 cnv - 13.3�0.003� - 35.0�0.004�

h1-a1 end - 24.8�0.006� - 41.7�0.005�
h1-a1 slp - - - -
h1-a1 cnv - 13.5�0.003� - 38.0�0.005�
h1-a3 end - - - -
h1-a3 slp - - - -
h1-a3 cnv - - - -
a1-a3 end - 9.0�0.002� - 11.5�0.001�
a1-a3 slp - - - -
a1-a3 cnv 14.0�0.002� - - -

rms end 71.2�0.009� 49.5�0.012� - 106.6�0.013�
rms slp - - - -
rms cnv 91.9�0.011� 39.9�0.010� - 43.9�0.005�
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For the two-way analysis, pause length was different for
the three boundary levels, but not between unaccented/
accented groups. Speech rate was different for all six groups.
Except for f0 slope, all pitch measurements showed signifi-
cant differences across boundary levels and accent levels.
The harmonic and spectral tilt measurements show less sig-
nificant differences, but end measurements for h1-h2 and
h1-a1, and to a lesser degree, a1-a3, were significant indi-
cators for boundaries. Only a1-a3 convexity was significant
for accent, however. For amplitude measurements, end rms
and rms convexity were significant. Overall, compared to the
duration, pitch, and amplitude measurements, harmonic and
spectral tilt measurements show small, though significant re-
sults.

The interaction between boundary and accent factors are
listed in column 4. There is no significant interaction for
spectral tilt measurements and amplitude measurements, im-
plying that these measurements show additive effects for
boundary and accent. This can be observed in the plots for
rms amplitude in Fig. 1�f�, from the analysis data.

In the one-way analysis, measurements that were signifi-
cant indicators for boundary level remained mostly signifi-
cant for IP versus non-IP discrimination, but pitch slope mea-
surements were not significant.

Partial �2 values show that effect size is greatest for
pause, rate, and rms values, followed by fundamental fre-
quency measurements. The harmonic and spectral tilt mea-
surements show smaller effect sizes, with values less than
0.01, or 1% of the error. �Partial �2 values are found as
SSeffect / �SSeffect+SSerror�, where SSeffect is the type III sum of
squares of the measurement, and SSerror is the type III sum of
squares of the error, respectively.�

C. Boundary detection

The 23 voice source acoustic cues were next used to
detect accent and boundary for the training and test sets from
the Boston University Radio Speech Corpus. Two boundary
detectors were trained and tested: one was trained to detect
any IP or ip boundary, the other was trained to detect only IP
boundaries, and ignore ip boundaries. The training data set
was used to find means and covariance matrices for 23-
dimensional Gaussian distributions for nonaccented versus
accented tokens �accent detection�, for nonboundary versus
ip and IP boundary tokens �IP+ip boundary detection�, and
for non IP versus IP boundary tokens �IP boundary detec-
tion�. The trained parameters were then used to assign each
token in the test set to one group for each task using a simple
maximum likelihood measure.

The detection rate versus insertion rate �i.e., receiver op-
erating curve� for accent detection on the training and test
data are shown in Fig. 2. Equal error detection rates are
about 74.4% for the training set and 70.4% for the test set
using all the measurements. The detection rate using only
pause, rate, and amplitude �dur+rms� is 71.1%. This curve is
included as a baseline to compare the results of including the
pitch, harmonic, and spectral tilt measurements. For the case

of accent detection, the baseline performance using
dur+rms was better than the results using additional mea-
surements.

The results for detecting both IP and ip boundaries on
the training and test data are shown in Fig. 3. Equal error
detection rates are about 75.3% and 69.0% for the training
and test sets, respectively. The dur+rms detection rate is
69.4%. Finally, as shown in Fig. 4�c�, for IP boundary detec-
tion, equal error detection rates are about 79.8% and 74.2%
for the training and test sets, respectively, with a dur+rms
detection rate of 73.7%. For the IP+ip and IP boundary de-

FIG. 2. Detection rate versus insertion rate for accent detection. The diag-
onal dotted line indicates equal error. Using 23 voice source measurements,
equal error detection rates are about 74.4% and 70.4% for the training and
test sets, respectively. A best detection rate of 71.1% is obtained using a
selected subset of the measurements, and chance is 32.7%, for the test set. A
baseline detection rate of 71.1% is obtained using only pause, rate, and
amplitude measurements. For accent detection, the baseline and best detec-
tion rates are the same.

FIG. 3. Detection rate versus insertion rate for IP+ip boundary detection.
The diagonal dotted line indicates equal error. Using 23 voice source mea-
surements, equal error detection rates are about 75.3% and 69.0% for the
training and test sets, respectively. A best detection rate of 70.3% is obtained
using a selected subset of the measurements, and chance is 11.6%, for the
test set. A baseline detection rate of 69.4% is obtained using only pause,
rate, and amplitude measurements.
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tection experiments, using additional measurements results
in improved detection rates, compared to the dur+rms detec-
tion rates.

To further explore the contributions from various com-
ponents, detection experiments were carried out using sub-
sets of the 23 voice source measurements. Equal error detec-
tion rates for the various subsets are shown in Table III for
detection of accent, IP+ip boundary detection, and IP bound-
ary detection. The dur subset �1� includes pause length and
speech rate; the rms subset �2� includes end rms, rms slope,
and rms convexity; and the pitch subset �3� includes end f0,
f0 slope, f0 convexity, end nf0, nf0 slope, and nf0 convexity.
The harms subset �4� includes end h1-h2, h1-h2 slope, and
h1-h2 convexity, while the tilt subset �5� includes end value,
slope and convexity of h1-a1, h1-a3, and a1-a3 measure-
ments. These subsets �i.e., dur, rms, pitch, harms, tilt� were
considered the basic component subsets. The harms and tilt
subsets were further combined into the glottal subset �6�.

From the table, minimum detection rates using the basic
component subsets occurred for the tilt, pitch, and harms
subsets for accent, IP+ip, and IP detection, respectively.
Maximum detection rates were found for the dur subset for
all tasks, showing that using pause length and speech rate
gives detection rates that approach detection rates using all
measurements. For IP+ip and IP boundary detection, pitch
and harms measurements are the least useful, while tilt infor-
mation seems to be somewhat useful. Combining harms and
tilt measurements into the glottal subset leads to improve-
ment in detection rates for all three tasks.

Adding glottal measurements to the dur, rms, and pitch
subsets �subsets 7–9� increases detection rates for accent de-
tection. However, adding pitch measurements to the glottal
measurements decreases performance. Combining basic
component subsets �10–12� again results in better detection
rates for accent detection, and worse detection rates for IP
+ip and IP boundary detection when pitch measurements are

added. The best detection rate for accent detection is ob-
tained using dur and rms measurements only, as shown
above in Fig. 2. Further addition of glottal measurements
�13–15� show slight decrease in performance for accent de-
tection, but produce the best results for IP+ip and IP bound-
ary detection, using dur, rms, and glottal measurements. Fi-
nally, combining dur, rms, and pitch information results in
better performance for only IP boundary detection, and using
all 23 measurements provides somewhat suboptimal results
compared to using only a selected subset of measurements.

The results of the table seem to indicate that duration
and rms measurements �and to a lesser degree, pitch mea-
surements� are most useful for accent detection, while IP
+ip and IP boundary detection benefit from all measurements
except pitch measurements.

Next, the errors for each detection task were further ex-
amined for each of the six broad prosodic categories, and the
results are listed in Table IV. In accent detection, the highest

FIG. 4. Detection rate versus insertion rate for IP boundary detection. The
diagonal dotted line indicates equal error. Using 23 voice source measure-
ments, equal error detection rates are about 79.8% and 74.2% for the train-
ing and test sets, respectively. A best detection rate of 74.6% is obtained
using a selected subset of the measurements, and chance is 7.1%, for the test
set. A baseline detection rate of 73.7% is obtained using only pause, rate,
and amplitude measurements.

TABLE III. Equal error detection rates using subsets of the 23 voice source
measurements for accent, IP+ip, and IP boundary detection. The numbers in
parentheses next to the subset names indicate the number of measurements
included. Minimum detection rates for each task are shown in boldface;
maximum detection rates are shown in underlined boldface. The numbers in
parentheses next to the detection rates show minimum detection rate
changes from component subsets. A negative number indicates a worse de-
tection rate than a component subset.

Subset acc IP+ip IP

1 dur �2� 66.6 68.6 71.7
2 rms �3� 65.5 62.2 68.0
3 pitch �6� 63.2 51.7 55.9
4 harms �3� 61.8 57.2 55.8
5 tilt �9� 61.0 61.2 60.2

6 glottal �12� 64.0�2.2� 62.6�1.4� 62.3�2.1�

7 d+g �14� 67.4�0.8� 69.7�1.1� 72.9�1.2�
8 r+g �15� 69.3�3.8� 65.6�3.0� 67.6�−0.4�
9 p+g �18� 67.3�3.3� 56.7�−5.9� 58.8�−3.5�

10 d+r �5� 71.1�4.5� 69.4�0.8� 73.7�2.0�
11 d+p �8� 69.0�2.4� 65.6�−3.0� 72.3�0.6�
12 r+p �9� 67.2�1.7� 55.4�−6.8� 58.8�−9.2�

13 d+r+g �17� 70.3�−0.8� 70.3�0.6� 74.6�0.9�
14 d+p+g �20� 69.4�0.4� 68.4�−1.3� 73.3�0.4�
15 r+p+g �21� 68.6�−0.7� 59.1�−6.5� 60.4�−7.6�

16 d+r+p �11� 70.7�−0.4� 67.4�−2.0� 73.8�0.1�
17 all �23� 70.4�−0.7� 69.0�−1.3� 74.2�−0.4�

TABLE IV. Error analysis of six prosodic categories for three types of
detection tasks. Each column lists detection error rates for neutral �0�, ac-
cented �A�, intermediate boundary �ip�, accented intermediate boundary
�Aip�, intonational boundary �IP�, and accented intonational boundary �AIP�
tokens, respectively. The tasks are detection of accent, boundary �IP+ip�,
and IP boundaries.

Task 0 A ip Aip IP AIP

acc 27.5 31.2 44.4 18.2 49.3 9.9
IP+ip 26.0 36.5 56.2 34.7 27.2 10.7
IP 13.2 12.2 20.2 33.1 40.9 26.5
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error rates are found for ip and IP syllables, and the lowest
for AIP syllables. These results show that unaccented syl-
lables at boundaries have a slight tendency to be mislabeled
as accented. For IP+ip boundary detection, the highest error
rates are for ip, A, and Aip syllables, i.e., intermediate
boundary syllables and accented nonboundary syllables are
more difficult to classify correctly as occurring at a bound-
ary. The least error rate is found for accented intonational
boundary syllables. For IP boundary detection, the largest
error rate occurs for IP and Aip syllables—unaccented into-
national boundary and accented intermediate boundary syl-
lables were the most difficult to recognize correctly.

IV. SUMMARY AND DISCUSSION

In this paper, acoustic cues related to the voice source,
including harmonic structure and spectral tilt, were examined
in detecting prosodic events, in particular, intonational
boundaries. The measurements comprise five categories: du-
ration, pitch, harmonic structure, spectral tilt, and amplitude.

Distributions and statistical analysis of the measure-
ments from the analysis data show that the following pause
length increases at intonational boundaries, and speech rate
decreases in the presence of both accents and boundaries.
Pitch tends to fall for L- and L-L% boundaries and rise for
H- and H-H% boundaries. These results are in agreement
with previous studies on the relationship between durational
and pitch measurements on prosody.12–14 Pitch also tends to
rise for accents, probably due to the dominant number of H*

type accents in this corpus. Further investigation for different
types of accents will be needed to accurately correlate the
effect of accent on pitch, since f0 cues for different types of
boundary tones differ, and thus should be better modeled
with a mixture, rather than a single distribution. Although the
absolute and normalized f0 measures of this study both seem
to be useful for finding accents, more detailed normalization
techniques that take into account phone identity or average
local f0 values may provide better results.

Two harmonic structure measurements, end h1-h2 and
h1-h2 convexity, were useful for finding boundaries. Spec-
tral tilt measurements end h1-a1, h1-a1 convexity, and end
a1-a3 were also good indicators for boundaries. However,
no harmonic structure measurement was significant in dis-
criminating accented from nonaccented syllables, and of the
spectral tilt measurements, only a1-a3 convexity was useful.
In the analysis set for this study, the accented syllables at
boundaries showed smaller values of h1-h2 and spectral
measurements, which indicated more laryngealized or creaky
voicing, than unaccented syllables. Pitch measurements were
similar for accented and unaccented syllables at boundaries.
However, compared to nonboundary unaccented syllables,
nonboundary accented syllables showed greater h1-h2 and
spectral tilt measurements �less creaky� but with much
higher pitch values. This result seems to indicate that, in
general, syllables at boundaries are more creaky than syl-
lables that are not at boundaries, and the presence of an
accent reinforces creakiness at boundaries, but the higher
pitch associated with an accent for nonboundary syllables
results in less creaky accented syllables, compared with un-

accented nonboundary syllables. Finally, amplitude measure-
ments were larger for accented syllables, and smaller for
boundary syllables. Compared to duration, pitch, and ampli-
tude measurements, harmonic and spectral tilt measurements
exhibited small but significant effects.

Using the 23 acoustic measurements related to the voice
source, detection experiments showed equal error rates
around 70% detection for accent recognition. Finding both
intermediate and intonational boundaries resulted in around
69% detection, and finding intonational boundaries yielded
around 74% detection. Using subsets of the 23 voice source
measurements shows that duration and amplitude measure-
ments, and to a lesser degree, pitch measurements, are most
useful for accent detection, while all measurements except
pitch measurements are useful for finding intermediate and
intonational boundaries. Analysis of the errors indicates that
syllables at boundaries are more easily misclassified as ac-
cented. Also, compared to intonational boundary syllables,
intermediate boundary syllables are more susceptible to be-
ing misclassified as nonboundary syllables.

In this paper, measurements for voice source character-
istics were made over single syllables. Further studies will
focus on extending the window of analysis to include two
and three syllables, to examine the effect of longer-term
changes in the source acoustic cues. Experiments with the
Switchboard Telephone Speech Corpus19 of spontaneous
speech are also planned, to examine whether the results of
this study will generalize to a more natural style of speech.
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Effects of cochlear hearing loss on perceptual grouping cues
in competing-vowel perception
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This study compared how normal-hearing listeners �NH� and listeners with moderate to moderately
severe cochlear hearing loss �HI� use and combine information within and across frequency regions
in the perceptual separation of competing vowels with fundamental frequency differences ��F0�
ranging from 0 to 9 semitones. Following the procedure of Culling and Darwin �J. Acoust. Soc. Am.
93, 3454–3467 �1993��, eight NH listeners and eight HI listeners identified competing vowels with
either a consistent or inconsistent harmonic structure. Vowels were amplified to assure audibility for
HI listeners. The contribution of frequency region depended on the value of �F0 between the
competing vowels. When �F0 was small, both groups of listeners effectively utilized �F0 cues in the
low-frequency region. In contrast, HI listeners derived significantly less benefit than NH listeners
from �F0 cues conveyed by the high-frequency region at small �F0’s. At larger �F0’s, both groups
combined �F0 cues from the low and high formant-frequency regions. Cochlear impairment appears
to negatively impact the ability to use F0 cues for within-formant grouping in the high-frequency
region. However, cochlear loss does not appear to disrupt the ability to use within-formant F0 cues
in the low-frequency region or to group F0 cues across formant regions.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2031975�

PACS number�s�: 43.71.Es, 43.71.Ky �PFA� Pages: 2588–2598

I. INTRODUCTION

Listeners with cochlear hearing loss have considerable
difficulty understanding speech in the presence of back-
ground noise, especially when the background noise is com-
peting speech �e.g., Festen and Plomp, 1990�. This difficulty
has been linked to reductions in audibility and to spectro-
temporal processing deficits associated with cochlear hearing
loss �for a detailed review, see Moore, 1995�. Although these
deficits are associated with listeners’ degraded performance
on competing speech tasks �e.g., Dreschler and Plomp, 1980,
1985; Glasberg and Moore, 1989�, it is not completely un-
derstood how these deficits impact the usefulness of cues in
perceptual organization �e.g., Bregman, 1990; Darwin and
Carlyon, 1995�. The present study considers how cochlear
hearing loss influences the use of fundamental frequency
cues in the perceptual separation of two simultaneously pre-
sented vowels �i.e., double vowels�.

In listeners with normal hearing, differences in funda-
mental frequency ��F0� facilitate the perceptual separation
of competing voices. Brokx and Nootebom �1982� reported
that recognition of monotone competing sentences was 40%
when �F0 was 0 semitones �ST� and increased to 60% when
�F0 was 3 ST. Others have shown that listeners’ identifica-
tion of competing sentences continues to improve for even
larger �F0’s �Bird and Darwin, 1998; Summers and Leek,
1998�. In contrast to competing-sentence identification, im-
provements in double-vowel identification are constrained to
a narrow range of �F0’s. Specifically, normal-hearing listen-
ers show the greatest �F0 benefit for values of �F0 below 2
ST, above which identification levels off �e.g., Assmann and
Summerfield, 1990; Culling and Darwin, 1993; Scheffers,

1983�. The different patterns of benefit may reflect differ-
ences in how �F0 cues are used in the perceptual separation
of vowels and sentences. The patterns of benefit may also be
affected by differences in experimental design �e.g., restrict-
ing listeners’ responses to a set number of alternatives as
well as the complexity and predictability of the speech ma-
terials�.

Past studies have measured how listeners with hearing
loss use �F0 cues in the perceptual separation of competing
sentences and vowels �Arehart, 1998; Arehart et al., 1997,
2005; Stubbs and Summerfield, 1988; Summers and Leek,
1998�. In competing-sentence perception, Summers and
Leek �1998� demonstrated that �F0 benefit was similar in
listeners with and without hearing loss for smaller but not for
larger values of �F0. Average identification of competing
sentences for the hearing-impaired listeners improved as �F0

increased from 0 to 2 ST; however, beyond 2 ST perfor-
mance did not improve. In contrast, normal-hearing listeners
showed comparable improvements ��10 percentage points�
in sentence identification between 0 and 2 ST and between 2
and 4 ST.

Identification of competing vowels is typically worse in
listeners with hearing loss, due in part to increased suscepti-
bility to masking �Arehart et al., 2005�. Despite degraded
identification, listeners with hearing loss show improved
double-vowel perception as �F0 increases. The amount of
�F0 benefit varies among studies and experimental proce-
dures. In some studies, listeners with hearing loss show �F0

benefit that is comparable to that in listeners with normal
hearing �Arehart et al., 1997, 2005�. In other studies �Sum-
mers and Leek, 1998� and in other experimental paradigms
�Arehart et al., 1997—masked vowel task�, listeners with
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hearing loss show reduced �F0 benefit. To gain further in-
sight into how hearing loss impacts the usefulness of �F0

cues, this study investigates how restricting �F0 cues to the
low- and/or high-frequency regions may impact double-
vowel perception in listeners with hearing loss.

Culling and Darwin �1993� explored the role of fre-
quency region in �F0 benefit in normal-hearing listeners. Us-
ing a clever twist on the standard double-vowel paradigm,
they investigated how listeners use and combine �F0 cues
within and across formant-frequency regions. Culling and
Darwin used “misleading” double vowels: in some stimuli,
the F0 was consistent across the constituent vowels’ formants
�Fig. 1: panels 1, 2, 5, 7�; in others, the F0 was inconsistent
across the constituent vowels’ formants �Fig. 1: panels 3, 4,
6, 8�. Although introducing F0 inconsistencies across the
constituent vowels’ formants would likely disrupt processes

that rely on combining F0 information from the low and high
formant-frequency regions, �F0 cues may still be preserved
within a formant-frequency region �i.e., the first formant-
frequency region and/or the higher formant-frequency re-
gion�. Table I presents how three variations on the
F0-inconsistent condition either preserve or eliminate �F0

cues in the low- and high-frequency regions, respectively. On
the basis of listeners’ pattern of �F0 benefit for the
F0-consistent and the F0-inconsistent conditions, Culling and
Darwin inferred the relative contributions of the low- and
high-frequency regions to improvements in double-vowel
identification with increasing �F0. A key finding was that the
contribution of frequency region depended on the value of
�F0 between the competing vowels.

When �F0 is small �up to 2 ST�, the primary cues in the
perceptual separation of competing vowels are within the

FIG. 1. Amplitude spectra of two competing vowels �left column: æ and right column: /i/� for each of the four experimental conditions �first row: normal
condition; second row: swapped condition; third row: F2-5-same condition; fourth row: F1-same condition�. In each panel �1–8�, the values in parentheses
correspond to the F0’s of the first formant-frequency region and the higher formant-frequency region, respectively.
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low-frequency region �Culling and Darwin, 1993�. Two dif-
ferent processes may potentially explain how normal-hearing
listeners exploit these low-frequency cues. First, listeners
may rely on a process of F0-guided segregation whereby F0

is estimated from spectral and temporal information within
the low-frequency channels �e.g., Assmann and Summer-
field, 1990; Meddis and Hewitt, 1992�. de Cheveigné �1999�
provided evidence that an F0-guided segregation mechanism
can explain performance at small �F0’s, although it would
operate less effectively than at larger �F0’s. In F0-guided
segregation, a vowel would be separated from its competitor
by grouping together the components that share a common
F0. Culling and Darwin �1993� suggested that this process
may help parse a composite formant peak �e.g., first formant�
in the combined spectral envelope into the formant peaks of
the constituent vowels.

An alternative explanation is that for small values of
�F0, grouping low-frequency components based on harmo-
nicity may not be necessary. Waveform interactions or beat-
ing between adjacent low-frequency components may medi-
ate double-vowel identification for �F0’s less than 1 ST
�Assmann and Summerfield, 1994; Culling and Darwin,
1994�. The fluctuations caused by beating may result in evi-
dence of each vowel being more readily discerned during
various points in the stimulus waveform. In addition, the
beating would be most perceptible from the outputs of the
low-frequency auditory filters because of constraints im-

posed by the frequency spacing of harmonics relative to the
auditory filter bandwidths �Assmann and Summerfield, 1994;
de Cheveigné, 1999�.

At larger �F0’s, normal-hearing listeners combine �F0

cues from the low- and high-frequency regions in the percep-
tual separation of competing vowels �Culling and Darwin,
1993�. That is, formants from different frequency regions are
grouped based on a common F0. This process of “across-
formant grouping” �cf. Broadbent and Ladefoged, 1957� as-
sumes an F0-guided segregation mechanism in which F0 is
estimated within and across low- and high-frequency chan-
nels �e.g., Assmann and Summerfield, 1990; Meddis and
Hewitt, 1992�.

To the extent that listeners employ an F0-guided segre-
gation strategy in the separation of competing vowels, it is
expected that �F0 benefit would be associated with other
measures that are mediated by F0 estimation. Support for this
assumption comes from the finding that the ability to dis-
criminate F0 differences among sequential vowel stimuli is
positively correlated with �F0 benefit in double-vowel iden-
tification in both normal-hearing and hearing-impaired lis-
teners �Summers and Leek, 1998�.

Similarly, difference limens for complex-tone F0 dis-
crimination �F0DLs� are consistent with the contribution of
frequency region to �F0 benefit at small and large �F0’s. In
normal-hearing listeners, F0DLs are substantially smaller for
stimuli containing lower-order resolved harmonics compared
to stimuli containing higher-order unresolved harmonics
�e.g., Houtsma and Smurzynski, 1990�.1 These results, to-
gether with those of Culling and Darwin �1993� described
above, indicate that F0 estimation is facilitated best by cues
from low frequencies for both complex-tone discrimination
and for double-vowel identification. Furthermore, listeners
combine cues from low- and high-frequency regions for both
complex-tone discrimination �Carlyon et al., 1992� and for
double-vowel identification �Culling and Darwin, 1993�, pre-
sumably because of the greater �F0’s required for F0 estima-
tion for unresolved higher-frequency harmonics.

To the extent that F0DLs reflect limitations on the ability
to derive estimates of F0, we hypothesize that the contribu-
tion of the low- and high-frequency regions to �F0 benefit
will differ in hearing-impaired listeners. In comparison to
F0DLs in listeners with normal hearing, listeners with hear-
ing loss generally show elevated F0DLs in both the low and
high frequencies �Arehart, 1994; Moore and Peters, 1992�. In
Arehart �1994�, the average F0DLs in listeners with hearing
loss exceeded 10 Hz for both lower- and higher-order har-
monic stimuli �in contrast, the average F0DLs of the normal-
hearing listeners were 1 Hz for low-order harmonics and
5.8 Hz for higher-order harmonics�. When the �F0 between
competing vowels is small, �F0 cues might not be discern-
ible in the low- or high-frequency regions �e.g., at �F0 equal
to 1 ST, the difference in F0 corresponds to 6 Hz re: 100 Hz
F0�.

The purpose of the present study was to compare how
normal-hearing and hearing-impaired listeners use and com-
bine information within and across frequency regions in
double-vowel identification for small and large values of
�F0. To investigate the effects of frequency region on �F0

TABLE I. Following Culling and Darwin �1993�, the availability of �F0

cues in the low and high formant-frequency regions, respectively, associated
with an experimental condition. The presumed effect of condition on across-
formant grouping is also presented. Note: The experimental labels are from
the current study. The corresponding conditions in Culling and Darwin
�1993� are labeled: normal; F0-swapped; same F0 for F2-5; and same F0 for
F1, respectively.

Experimental condition Potential cues

F0 consistenta

Normal �F0 cues preserved in both
low and high formant-
frequency regions. Permits
across-formant grouping.

F0 inconsistentb

Swapped �F0 cues preserved in both
low and high formant-
frequency regions. Across-
formant grouping presumed
to be disrupted.

F2-5-same �F0 cues limited to the low
formant-frequency region.
Across-formant grouping
presumed to be disrupted.

F1-same �F0 cues limited to the high
formant-frequency region.
Across-formant grouping
presumed to be disrupted.

aIn both of the constituent vowels, the F0 of the first formant-frequency
region was consistent with the F0 of the higher formant-frequency region.
bIn either both or one of the constituent vowels, the F0 of the first formant-
frequency region was inconsistent with the F0 of the higher formant-
frequency region.
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benefit, a paradigm similar to Culling and Darwin �1993�
was used in which F0 inconsistencies were introduced among
the constituents of the double vowel. We predicted that the
greatest difference in the contribution of frequency region
between the listener groups will be observed at small values
of �F0.

II. METHOD

A. Listeners

Participants in this study included eight listeners with
normal hearing �mean age=31 years old; age range
=22–47 years� and eight listeners with hearing loss of pre-
sumed cochlear origin �mean age=42 years old; age range
=23–81 years�. Normal hearing is defined here as thresholds
of 15 dB HL �ANSI, 1989� or better at octave frequencies
from 250 to 8000 Hz, inclusive. Listeners underwent an au-
diometric evaluation during their initial visit. All of the lis-
teners with hearing loss demonstrated test results that were
consistent with cochlear impairment: normal tympanometry,
absence of excessive reflex decay, absence of air-bone gap
exceeding 10 dB at any frequency, and absence of otoacous-
tic emissions in regions of threshold loss. Table II provides a
summary of the audiometric thresholds of the listeners with

hearing loss. All participants were recruited from the
Boulder/Denver metro area and were native speakers of
American English.

All listeners were tested monaurally and individually in
a double-walled sound-treated booth. In listeners with hear-
ing loss, the test ear was selected so that thresholds approxi-
mated a moderate degree of hearing loss. Listeners were
compensated $10/hour for their participation.

B. Stimuli

Double-vowel stimuli used in this experiment were cre-
ated by adding together two single vowels. The single vow-
els included five vowels of American English: /u/ as in
who’d, /i/ as in heed, /É/ as in herd, /æ/ as in had, and /�/ as
in head. Single vowels were synthesized using Sensimetrics
cascade formant software �Klatt, 1980� with a sampling rate
of 20 Hz and a 16-bit quantization. Table III shows the for-
mant frequencies of the single vowels; the first three for-
mants were based on averages for adult males as published
by Peterson and Barney �1952�. Single vowels were gener-
ated with an F0 of 100 Hz+�F0, where �F0 ranged from 0 to
9 ST. Seven values of �F0 were included in this study �Table
IV�. The single vowels were 500 ms in duration, which in-

TABLE III. Formant frequencies �in Hz� for vowels. Note: Values in paren-
theses represent formant bandwidths �in Hz�.

/u/ /i/ /É/ /æ/ /�/

F1 �90� 250 270 730 660 530
F2 �110� 850 2290 1090 1720 1840
F3 �170� 2250 3010 2440 2410 2480
F4 �250� 3350 3350 3350 3350 3350
F5 �300� 3850 3850 3850 3850 3850

TABLE II. Audiometric thresholds �in dB HL� for listeners with hearing loss. Note: Asterisks indicate test ear;
NR indicates no response.

Listener Age Ear

Frequency

250 Hz 500 Hz 1 KHz 2 KHz 4 KHz 6 KHz

HI1 23 R 25 30 50 65 65 60
L* 30 35 50 65 60 55

HI2 48 R* 15 25 25 30 50 55
L 15 25 25 30 50 60

HI3 50 R 15 10 10 30 30 25
L* 20 10 10 35 35 25

HI4 46 R* 30 20 35 55 105 NR
L 20 35 50 70 105 NR

HI5 81 R 40 20 15 75 70 65
L* 30 20 25 60 65 65

HI6 42 R* 20 30 55 60 75 65
L 25 30 60 80 70 60

HI7 23 R 35 35 45 60 55 45
L* 30 30 35 55 50 50

H18 26 R* 15 10 10 35 40 55
L 5 5 15 30 40 50

TABLE IV. Differences in fundamental frequency between the two constitu-
ent vowels.

�F0 �in semitones� re: 100 Hz F0 �in Hz�

0 100.0
1
2 102.9

1 106.0
2 112.3
4 126.0
6 141.4
9 168.2
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cluded a 20-ms rise-fall time. A single vowel had either a
consistent harmonic structure across its formants or an in-
consistent harmonic structure between the first formant-
frequency region and the higher formant-frequency region
�i.e. second through fifth formants�. Following Culling and
Darwin �1993�, the following procedure was employed to
create single vowels with either a consistent or inconsistent
harmonic structure.

Each vowel was digitally filtered with 256-point linear-
phase finite impulse response �FIR� filters to create two half
vowels. That is, an original vowel was low-pass filtered to
include the harmonics in the first formant-frequency region
and high-pass filtered to include the harmonics in the higher
formant-frequency region. The cutoff frequencies for the five
original vowels were selected to coincide with a dip in the
vowel’s spectrum between the first and second formant. The
five cutoff frequencies were /u / =600 Hz, /i / =1650 Hz,
/É / =1000 Hz, /æ/ =1300 Hz, and /� / =1350 Hz. The origi-
nal vowels were filtered with a high-pass filter that was
50 Hz greater than the selected cutoff frequency and a low-
pass filter that was 50 Hz less than the selected cutoff fre-
quency. This 100-Hz region around the cutoff frequency was
employed to ensure that there were not spectral modulations
when the half vowels were added together �see Culling and
Darwin, 1993�.

Half vowels were combined into processed single vow-
els. Processed single vowels were created by digitally adding
the vowel’s first formant-frequency region with its higher
formant-frequency region. The harmonic structure of the pro-
cessed vowel was either consistent or inconsistent across its
formant frequencies. For example, in the consistent condi-
tion, if the vowel /i/ had an underlying harmonic spacing of
100 Hz in the first formant-frequency region, the harmonic
spacing of the higher formant-frequency region would be
100 Hz. In the inconsistent condition, if the vowel /i/ had an
underlying harmonic spacing of 100 Hz in the first formant-
frequency region, the harmonic spacing of the higher
formant-frequency region would be 100+�F0 �where �F0

ranges from 0.5 to 9 ST�. Figure 1 shows the amplitude
spectrum of single vowels with either a consistent harmonic
structure �row 1� or an inconsistent harmonic structure �rows
2–4�. For a given vowel, there were 14 possible single-vowel
combinations �7 �F0’s�2 formant-frequency regions�. All
processed single vowels were equated for root-mean-square
�rms� amplitude.

Two processed single vowels �i.e., constituents�, which
differed in their phonetic identity, were combined for the
double-vowel task. Four conditions were included in this
study: normal, swapped, F2-5-same, and F1-same. Figure 1
shows sample amplitude spectra for each condition. The nor-
mal condition served as the control condition with a consis-
tent harmonic structure across the constituent vowels’ for-
mants. In the swapped condition, the first formant-frequency
region of a given constituent had the same F0 as its competi-
tor’s higher formant-frequency region �and vice versa�. In
the F2-5-same condition, the �F0 between the constituents
was restricted to the first formant-frequency region. In the
F1-same condition, the �F0 between the constituents was
restricted to the higher formant-frequency region. There were

140 unique stimuli for the normal and swapped conditions
�10 different double vowels�7 �F0’s�2 F0 combinations�.
There were 280 unique stimuli �10 different double vowels
�7 �F0’s�4 F0 combinations� for the F1-same and F2-5-
same conditions.

Double vowels were presented at a level of 65 dB SPL
to listeners with normal hearing. The 65-dB-SPL stimuli
were amplified for each listener with hearing loss using a
prescriptive formula based on individual thresholds �Byrne
and Dillon, 1986�. By way of example, a listener with a flat
50 dB HL hearing loss would receive approximately 22 dB
of gain at 2000 Hz. The amplification was implemented
through digital filtering �via a 128-point linear-phase FIR
filter� prior to the experiment. Stimuli were customized for
each individual listener and were stored on a personal com-
puter prior to being played out over earphones.

C. Procedure

Double vowels were played out in the following way:
two processed single vowels were routed separately through
programmable attenuators �TDT PA5� and then combined in
a mixer �TDT SM5�. The stimuli were delivered to the lis-
tener’s ear with a Telephonics TDH-49 earphone.

Listeners participated in four listening sessions. A ses-
sion typically took one hour to complete. All conditions were
evaluated within a session. For each block of trials, the
stimulus condition �e.g., normal, swapped, F1-same, and F2-
5-same� was fixed and all values of �F0 were included.
Within a block, the trials were presented in random order.

For each trial, listeners selected the two vowels they
heard from a closed set of potential responses. A computer
monitor displayed response buttons which were labeled with
each vowel and an example word for that vowel �e.g., “ae as
in ‘had’”�. Listeners had to make two unique selections �that
is, a vowel could not be selected twice�. No feedback was
provided. Results were scored in terms of the percentage of
trials in which both vowels were correctly identified. After
training on the task, each listener participated in 80 experi-
mental trials in each condition at each value of �F0. Listen-
ers received four repetitions of the normal and swapped con-
ditions �4 repetitions�140 trials� and two repetitions of the
F1-same and F2-5-same conditions �2 repetitions
�280 trials�.

Listeners had to identify single vowels with at least 90%
accuracy. Listeners were assessed on this criterion prior to
beginning data collection and at the start of each experimen-
tal session. Both F0-consistent and F0-inconsistent vowels
were included in the single-vowel training to ensure that
identification of single vowels was not influenced by �a� dips
in the amplitude spectrum �corresponding to the regions at
which the original vowels were split� and �b� inconsistencies
in the single vowel’s underlying harmonic structure. Feed-
back was provided after each single-vowel trial. Only one
listener who was recruited to participate could not achieve
the 90% single-vowel criterion and was not enrolled in the
study. It appears that the spectral dips and the inconsistencies
in harmonic structure did not influence phonetic identifica-
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tion of processed single vowels. Listeners also received at
least one hour of training on the double-vowel task prior to
data collection.

III. RESULTS

Average results for the group of listeners with normal
hearing �NH group� and the group of listeners with cochlear
hearing loss �HI group� are shown in Figs. 2 and 3, respec-
tively. Percentage of trials in which both vowels were cor-
rectly identified is shown as a function of �F0 in semitones
for each of the four conditions. As summarized in Table V, a
repeated-measures analysis of variance �using an arc-sine
transform of the percent-correct scores �Studebaker, 1985��
showed significant within-subject main effects of �F0 and
condition. The between-subject main effect of group ap-
proached but did not reach statistical significance.

The significant within-subject main effect of condition
indicates that double-vowel identification significantly dif-
fers among the F0-consistent and F0-inconsistent conditions.
However, the group�condition interaction, which ap-

proached but did not reach statistical significance, suggests
that the performance of the NH and HI groups may have
differed for some but not all of the experimental conditions.
To clarify the nature of these effects, separate repeated-
measures ANOVAs were performed for each of the four con-
ditions. This analysis investigated �a� whether double-vowel
identification differed between the listener groups on condi-
tions that either preserved or eliminated �F0 cues in the low-
and high-frequency regions, respectively �cf. Table I� and �b�
if, on these conditions, listeners showed different patterns of
�F0 benefit �reflected in the �F0�group interaction�. The
results of this analysis are described below and summarized
in Table VI.

A. Normal condition

The NH and HI groups did not significantly differ in
their identification of double vowels when the harmonic
structure of the two constituent vowels was consistent. This
finding was supported by the nonsignificant main effect of
group in the normal condition �Table VI�. A significant main
effect of �F0 was observed in both groups. The largest im-
provement in double-vowel identification ��F0 benefit� was
observed for small values of �F0. Both groups showed poor-
est performance when �F0 was 0 ST �mean-identification
accuracy was 37% in the NH group and 30% in the HI
group�. As �F0 increased from 0 to 0.5 ST, double-vowel
identification improved by 33 percentage points in the NH
group �37% to 70%� and by 29 percentage points in the HI
group �30% to 59%�. In both groups, �F0 benefit began to

FIG. 2. Percentage of trials in which both vowels were correct is shown as
a function of �F0 for each of the experimental conditions in the NH group.
Error bars represent � one standard error of the mean.

FIG. 3. Percentage of trials in which both vowels were correct is shown as
a function of �F0 for each of the experimental conditions in the HI group.
Error bars represent � one standard error of the mean.

TABLE V. Summary of repeated-measures ANOVA for arc-sine trans-
formed percent-correct scores. Shown are the main effects.

Effect df F Significance

Group 1,14 3.593 0.079
�F0 6,84 70.886 �0.001
Condition 3,42 34.703 �0.001
Group��F0 6,84 1.066 0.389
Group�Condition 3,42 2.670 0.060
�F0�Condition 18,252 10.786 �0.001
Group��F0�Condition 18,252 1.56 0.299

TABLE VI. Summary of repeated-measures ANOVA for arc-sine trans-
formed percent-correct scores. Shown are the within- and between-subject
effects for each of the four conditions.

Condition Effect df F Significance

Normal Group 1,14 1.633 0.222
�F0 6,84 54.110 �0.001
Group��F0 6,84 0.459 0.837

Swapped Group 1,14 3.317 0.090
�F0 6,84 45.318 0.001
Group��F0 6,84 0.626 0.709

F2-5-same Group 1,14 2.260 0.155
�F0 6,84 31.485 0.001
Group��F0 6,84 0.498 0.809

F1-same Group 1,14 8.188 0.013
�F0 6,84 19.044 0.001
Group��F0 6,84 4.220 0.001
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asymptote when �F0 was greater than 0.5 ST. The NH group
achieved their maximum average score of 78% when �F0

was 6 ST. The HI group achieved their maximum average
score of 65% when �F0 was 9 ST.

B. Swapped condition

The NH and HI groups did not significantly differ in
their identification of double vowels when the harmonic
structure across the constituent vowels was inconsistent. This
finding was supported by the nonsignificant main effect of
group in the swapped condition �Table VI�. Both groups
showed the largest improvements in identification accuracy
for small values of �F0. As �F0 increased from 0 to 0.5 ST,
double-vowel identification improved by 29 percentage
points in the NH group �36% to 65%� and by 27 percentage
points in the HI group �28% to 55%�.

At larger values of �F0, both the NH and HI groups
showed a trend towards decreasing double-vowel identifica-
tion when the harmonic structure of the constituent vowels
was inconsistent. Therefore, above 2 ST, �F0 cues were not
advantageous. As shown in Fig. 2 �NH group� and in Fig. 3
�HI group�, as �F0 exceeded 2 ST, the discrepancy in iden-
tification scores between the normal �control� condition and
the swapped condition increased. For example, scores be-
tween the normal and swapped conditions for the NH group
differed by 6 percentage points �73% to 67%� when �F0

equaled 2 ST. This difference increased to 15 percentage
points when �F0 equaled 6 ST �77% to 62%�. In the HI
group, when �F0 equaled 2 ST, scores between the normal
and swapped conditions differed by 5 percentage points
�63% to 58%�. This difference increased to 14 percentage
points when �F0 equaled 6 ST �64% to 50%�.

C. F2-5-same condition

The NH and HI groups did not significantly differ in
their identification of double vowels when �F0 cues were
restricted to the low-frequency region. This finding was sup-
ported by the nonsignificant main effect of group in the F2-
5-same condition �Table VI�. Both groups showed the largest
improvements in identification accuracy for small values of
�F0. As �F0 increased from 0 to 0.5 ST, identification accu-
racy improved by 22 percentage points in the NH group
�37% to 59%� and by 23 percentage points in the HI group
�28% to 51%�.

When �F0 cues were restricted to the low-frequency re-
gion, identification did not asymptote for the largest values
of �F0 included in this study �i.e., up to 9 ST�. Both the NH
and HI groups showed a trend towards decreasing perfor-
mance such that further increases in �F0 beyond 2 ST were
detrimental to double-vowel identification. The extent to
which identification differed between the normal �control�
conditions and the F2-5-same condition was similar between
the NH and HI groups. In the NH group, when �F0 equaled
2 ST, scores between the normal and F2-5-same conditions
differed by 10 percentage points �73% to 63%�. This differ-
ence increased to 17 percentage points when �F0 equaled 6
ST �77% to 60%�. In the HI group, when �F0 equaled 2 ST,
the normal and F2-5-same conditions differed by 6 percent-

age points �63% to 57%�. This difference increased to 17
percentage points when �F0 equaled 6 ST �64% to 47%�.

D. F1-same condition

The NH and HI groups significantly differed in their
overall identification of double vowels when �F0 cues were
restricted to the higher-frequency region �i.e., second through
fifth formants�. This finding was supported by the significant
main effect of group for the F1-same condition �Table VI�.
Both groups showed similar double-vowel identification
when �F0 was 0 ST: 39% in the NH group and 32% in the
HI group. Double-vowel identification improved in the NH
group by 19 percentage-points as �F0 increased �collapsing
across values of �F0 larger than 0 ST�. However, in the HI
group, identification improved by only 7 percentage points
with increased �F0.

Consistent with the significant group��F0 interaction,
the effect of �F0 on double-vowel identification differed be-
tween the two groups. At increasing values of �F0, double-
vowel identification improved in the NH group. However, in
the HI group, double-vowel identification remained flat
across all �F0’s.

E. Across-condition comparisons

The results above suggest that at larger values of �F0,
the discrepancy in identification scores between the normal
�control� condition and the swapped and F2-5-same condi-
tions increased for both the NH and HI groups. To verify that
the pattern of �F0 benefit �improvement in identification ac-
curacy as a function of �F0� significantly differed between
the F0-consistent and F0-inconsistent conditions, the effect of
�F0 on specific pairings of experimental conditions was ex-
amined. These focused analyses considered if the pattern of
�F0 benefit associated with a particular F0-inconsistent con-
dition significantly differed from that in the F0-consistent
condition ��F0� �paired� condition interaction�. These
analyses investigated the extent to which introducing F0 in-
consistencies across a formant-frequency region influenced a
listener’s ability to use and combine �F0 cues within and
across frequency regions as a function of �F0.

In both the NH and HI groups, the patterns of �F0 ben-
efit associated with the normal condition significantly dif-
fered from those associated with the swapped and F2-5-same
conditions. This finding was supported by a repeated-
measures ANOVA that showed a significant interaction be-
tween �F0 and the normal versus swapped conditions �NH:
F6,42=3.597, p=0.006 and HI: F6,42=4.819, p=0.001� and a
significant interaction between �F0 and the normal versus
F2-5-same conditions �NH: F6,42=5.606, p�0.001 and HI:
F6,42=14.127, p=0.005�. For the normal, swapped and F2-5-
same conditions, �F0 benefit was greatest when �F0 in-
creased from 0 to 0.5 ST. However, further increases in �F0

resulted in different patterns of �F0 benefit between the con-
ditions. In the normal condition, both listener groups showed
stable performance with increased values of �F0. Con-
versely, both listener groups showed a decline in double-
vowel identification when �F0 exceeded 2 ST in the
swapped and F2-5-same conditions.
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The patterns of �F0 benefit associated with the normal
and F1-same conditions also differed in both listener groups.
This finding was supported by a repeated-measures ANOVA
that showed a significant interaction between �F0 and the
normal versus F1-same conditions in the NH group �F6,42

=6.876, p�0.001� and the HI group �F6,42=13.4, p�0.001�.
However, it is likely that the factors mediating this interac-
tion differed between the two listener groups. In the NH
group, identification improved more gradually as a function

of �F0 in the F1-same condition relative to the normal con-
dition. In the HI group, there was slight to no improvement
in double-vowel identification with increased �F0’s in the
F1-same condition. Consequently, the pattern of performance
for the HI group was flat as a function of �F0.

F. Individual differences

Figure 4 shows the results of the individual listeners

FIG. 4. Percentage of trials in which both vowels were correct is shown as a function of �F0 for each of the experimental conditions in individual listeners
with hearing loss. In each panel the values in parentheses correspond to the listener’s average thresholds at 500, 1000, and 2000 Hz and the age of the listener,
respectively.
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with hearing loss in each of the four conditions. Among the
individual listeners, absolute performance varied across con-
ditions and values of �F0. However, with the exception of
listener HI 5, listeners with hearing loss generally showed
patterns of �F0 benefit that were consistent with the group
trends for the normal, swapped, and F2-5-same condition.
For the F1-same condition, although the group data showed a
relatively flat pattern of �F0 benefit, the performance of in-
dividual listeners in the HI group fell broadly into two cat-
egories. Several of the listeners showed a relatively flat pat-
tern of �F0 benefit, consistent with the group trends �e.g., HI
1, HI 4, HI 5, and HI 6�. The remaining listeners �e.g., HI 2,
HI 3, HI 7, and HI 8� showed some improvement in vowel
identification as a function of �F0. Possible explanations for
this finding are discussed below.

IV. DISCUSSION

A. Comparison to previous literature

The primary goal of this study was to compare how
normal-hearing and hearing-impaired listeners use and com-
bine �F0 cues within and across formant-frequency regions
in the perceptual separation of competing vowels. To inves-
tigate the effects of frequency region on �F0 benefit, a para-
digm similar to Culling and Darwin �1993� was used in
which F0 inconsistencies were introduced among the con-
stituents of the double vowel. The results from our normal-
hearing group generally replicate the results of Culling and
Darwin. The listeners with hearing loss show patterns of �F0

benefit that are comparable to those of listeners with normal
hearing for some but not all of the conditions listed in Table
I.

As the control condition, the F0-consistent �normal� con-
dition allows comparison to previous research. In this condi-
tion, �F0 benefit was similar between the two listener
groups. This finding is consistent with some studies of
double-vowel identification in listeners with hearing loss
�Arehart et al., 1997, 2005� but not others �e.g., Summers
and Leek, 1998�. Whereas past studies reported significantly
worse overall double-vowel identification in hearing-
impaired listeners, this difference was not observed in this
study. Although Arehart �1998� showed that the poorer per-
formance of listeners with hearing loss persisted even when
correcting for reductions in audibility by generic amplifica-
tion, the present study used amplification customized for
each individual listener. This customization may have con-
tributed to the improved overall scores among the listeners
with hearing loss. Given the small number of participants
and variability among individual listeners, the statistical
power of the present experiment may also have been too low
to reveal a group difference in overall performance in the
normal condition.

B. Effects of frequency region

The ability of hearing-impaired listeners to use and com-
bine F0-information from low and high frequencies can be
inferred by comparing the patterns of �F0 benefit across the
consistent and inconsistent conditions listed in Table I. We
predicted that the greatest difference in the contribution of

frequency region to the pattern of �F0 benefit between the
listener groups would be observed at small �F0’s. The cur-
rent results support this prediction for high-frequency �F0

cues, but are counter to this prediction for low-frequency
�F0 cues.

1. Small �F0

At small �F0’s, listeners with hearing loss attain as
much benefit from low-frequency cues as do listeners with
normal hearing. This low-frequency benefit is evident even
when the harmonic structure across formant frequencies is
inconsistent. Our original expectation was that �F0 cues
might not be as discernible in the low-frequency region due
to previous studies that showed hearing-impaired listeners
often have abnormally large F0DLs for complex tones con-
taining lower-order harmonics. It is possible that the majority
of hearing-impaired listeners in this study had good F0 esti-
mation in the low-frequency region, such that both F0DLs for
lower-order harmonics and �F0 cues in the low-frequency
region would be similar to those reported for normal-hearing
listeners. In Arehart’s study �1994�, two out of eight listeners
showed normal F0DLs for lower-order harmonics. Therefore
it is possible, although not probable, that the majority of
listeners in the current study had F0DLs similar to a small
subgroup of Arehart’s listeners.

Another plausible explanation is that waveform interac-
tions or beating between adjacent �concurrent� low-
frequency harmonics may contribute to double-vowel identi-
fication at small values of �F0 �Assmann and Summerfield,
1994; Culling and Darwin, 1994�. These peripheral interac-
tions would not occur in sequential presentation of stimuli.
If, at small values of �F0, listeners rely on beating between
the double-vowel components, a strong relationship between
F0DLs and �F0 benefit might not be expected.

Several of the hearing-impaired listeners showed no
benefit from �F0 cues in the high-frequency region when the
value of �F0 was small, as reflected by their flat pattern of
�F0 benefit. The inaccessibility of high-frequency �F0 cues
for small �F0’s is consistent with the idea that deriving F0

information from higher-order harmonics is worse in some
hearing-impaired listeners �Arehart, 1994; Moore and Peters,
1992�. For these listeners, the impaired frequency resolution
resulting from cochlear hearing loss may have greater impact
on the higher-numbered harmonics because the ratio of har-
monic spacing to filter width would be less advantageous for
the higher harmonics. Other hearing-impaired listeners
showed some improvement in vowel identification as a func-
tion of �F0, although the amount of improvement was less
than that in the normal-hearing listeners. These particular
listeners may have estimated F0 information from the high-
frequency region due to partial resolution of harmonics in the
second formant-frequency region �cf. Culling and Darwin,
1993� or from periodicity cues that resulted from the inter-
action of higher-order unresolved harmonics �Arehart, 1994�.
Interestingly, the listeners who demonstrated no benefit from
high-frequency �F0 cues seemed to have poorer audiometric
thresholds; as such, the ability to use high-frequency �F0

cues may be associated with degree of hearing loss. This
trend is supported by a significant correlation between pure-
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tone average and amount of �F0 benefit in the F1-same con-
dition �between 0 and 2 ST� such that increased degree of
hearing loss is associated with decreased �F0 benefit for
high-frequency �F0 cues �r=−0.79, N=8, p�0.05�. Al-
though we employed a customized amplification scheme for
each hearing-impaired listener �Byrne and Dillon, 1986�, the
increased audibility provided by the scheme may not have
been as effective for listeners with worse high-frequency
thresholds. On the other hand, the association between de-
gree of hearing loss and performance in the F1-same condi-
tion may not reflect audibility per se, but may reflect an
underlying association between spectro-temporal processing
deficits and degree of hearing loss �see Moore, 1995�. If this
is the case, suprathreshold processing deficits may impact the
salience of cues in the high-frequency region even when suf-
ficient audibility has been restored.

2. Large �F0

Both groups of listeners appear to combine �F0 cues
from the low and high formant-frequency regions in the per-
ceptual separation of competing vowels at larger �F0’s. This
is supported by the worse identification in the F0-inconsistent
condition �relative to the normal condition� when �F0 is
greater than 2 ST. It follows that listeners with and without
hearing loss group “distant” formant-frequency regions on
the basis of a common F0 at increased values of �F0 �Culling
and Darwin, 1993�.

Bird and Darwin �1998� provided evidence that a similar
across-formant grouping process mediates improvements in
competing-sentence identification with increasing �F0’s. Lis-
teners with hearing loss may rely on a similar strategy when
identifying competing sentences. However, recent evidence
may suggest otherwise. Summers and Leek �1998� showed
that for a group of listeners with hearing loss, sentence iden-
tification did not improve as �F0 increased from 2 to 4 ST.
Although across-formant grouping was not explicitly evalu-
ated by Summers and Leek, it is likely that, to some extent,
this strategy would contribute to performance when �F0 is 4
ST. As such, the usefulness of an across-formant grouping
strategy may vary between competing-vowel and competing-
sentence tasks in listeners with hearing loss. Future studies
will investigate this possibility by evaluating the ability of
listeners with hearing loss to identify competing sentences in
conditions that both preserve and restrict across-formant
grouping. To the extent that across-formant grouping is pre-
served and used by listeners with hearing loss in perceptually
separating competing sentences, it is predicted that sentence
identification will continue to improve for increased values
of �F0.

V. SUMMARY

The listeners with hearing loss show patterns of �F0

benefit that are comparable to those of listeners with normal
hearing for some but not all of the conditions.

�1� At small �F0’s, listeners with hearing loss attain as much
benefit from low-frequency cues as do listeners with nor-
mal hearing. This interpretation is supported by both

groups’ improvements in double-vowel identification for
small �F0’s in the swapped and F2-5-same conditions.

�2� At small �F0’s, listeners with hearing loss were not able
to rely on �F0 cues carried exclusively by the high-
frequency region. This is supported by the NH and HI
groups’ different patterns of performance in the F1-same
condition.

�3� At larger �F0’s, both groups of listeners combine �F0

cues from the low and high formant-frequency regions in
the perceptual separation of competing vowels. This re-
sult is supported by increasing difference in percent cor-
rect identification between the normal and swapped con-
ditions.

�4� Cochlear hearing loss appears to negatively impact the
ability to use within-formant F0 cues in the high-
frequency region in the perceptual separation of compet-
ing vowels. In contrast, cochlear hearing loss does not
appear to disrupt the ability to use within-formant F0

cues in the low-frequency region or the ability to group
F0 cues across formant regions.
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Among the most influential publications in speech perception is Liberman, Delattre, and Cooper’s
�Am. J. Phys. 65, 497–516 �1952�� report on the identification of synthetic, voiceless stops
generated by the Pattern Playback. Their map of stop consonant identification shows a highly
complex relationship between acoustics and perception. This complex mapping poses a challenge to
many classes of relatively simple pattern recognition models which are unable to capture the
original finding of Liberman et al. that identification of /k/ was bimodal for bursts preceding front
vowels but otherwise unimodal. A replication of this experiment was conducted in an attempt to
reproduce these identification patterns using a simulation of the Pattern Playback device.
Examination of spectrographic data from stimuli generated by the Pattern Playback revealed
additional spectral peaks that are consistent with harmonic distortion characteristic of tube
amplifiers of that era. Only when harmonic distortion was introduced did bimodal /k/ responses in
front-vowel context emerge. The acoustic consequence of this distortion is to add, e.g., a
high-frequency peak to midfrequency bursts or a midfrequency peak to a low-frequency burst. This
likely resulted in additional /k/ responses when the second peak approximated the second formant
of front vowels. Although these results do not challenge the main observations made by Liberman
et al. that perception of stop bursts is context dependent, they do show that the mapping from
acoustics to perception is much less complex without these additional distortion products. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2040047�
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I. INTRODUCTION

Among the most influential publications in speech per-
ception research is Liberman, Delattre, and Cooper’s �1952�
report on the identification of synthetic, voiceless stops in
CV syllables. These syllables were generated by the Pattern
Playback, which was capable of converting spectrograms—
either photographic copies or hand-painted patterns—into
sound �Cooper, 1950; Cooper, Liberman, and Borst, 1951�.
This was the first study to examine perceptual effects of ini-
tial stop bursts by parametrically manipulating their spectral
properties.

Reproduced as Fig. 1, the classic map of Liberman et al.
of identification as a function of vowel quality and burst
center frequency is easily recognized by psychologists, lin-
guists, and speech researchers. This figure has often been
shown as a demonstration of the complex relation between
acoustics and perception of the speech signal. From these
data, the authors concluded that, not only does place percep-
tion depend on the center frequency of the burst, but also on
the vowel context in which the burst occurs. Specifically, the
same burst was heard as different consonants before different

vowels. For example, a burst centered at 1440 Hz was per-
ceived as /k/ before /Ä/ but as /p/ before /i/ and /u/.

This apparent context sensitivity encouraged models of
speech perception that proposed “decoding” of the speech
signal via mediation by speech production mechanisms
�Liberman et al., 1967�. This followed the presumption that
articulatory gestures are less complex than their acoustic
consequences. However, other models of speech perception
are able to capture some complex context dependency as
well. For example, Nearey’s Normal A Posteriori Probability
�NAPP� model is able to capture context dependence in re-
sponses to vowel-consonant and fricative-vowel stimuli
�Nearey, 1990�. In addition, it is not difficult to generate a
model that would predict differential responses to the same
burst before different vowels �see the following�. However,
the data reported by Liberman et al. are yet more complex.
For example, the NAPP model is unable to capture the origi-
nal finding by Liberman et al. �p. 506� that identification data
for /k/ was bimodal for bursts preceding high-front vowels
but unimodal preceding back vowels. For example, bursts set
at either 720 and 2500 Hz were heard as /k/ before /e/, but as
/p/ when the burst frequency was between these two frequen-
cies. Liberman et al. speculated that the burst needed to be
just above or at the frequency of any of the formants that
were essential for the perception of the vowel. Because it

a�Portions of this work were presented in “Pattern Playback revisited: Un-
voiced stop consonant perception,” Proceedings of the XVth International
Congress of Phonetic Sciences, Barcelona, Spain, August, 2003.

b�Electronic mail: mkiefte@dal.ca
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was believed that F1 was not essential for the perception of
the back vowels �Delattre et al., 1952�, it was thought that
this rule may only apply to the front vowels.

Section III reports an attempt to replicate this classic
experiment on the perception of voiceless stops. A number of
important aspects of the patterns of perception found earlier,
including bimodal patterns for /k/ for high-front vowels,
could not be replicated. Efforts then proceeded to more faith-
fully reproduce the acoustic output of the analogue Pattern
Playback device. Examination of spectrographic data from
stimuli generated by the Pattern Playback revealed addi-
tional spectral peaks that are consistent with second-
harmonic distortion. Section IV shows that when second-
harmonic distortion characteristic of tube diode amplifiers
was introduced, bimodal patterns of /k/ responses in low-
front-vowel context were obtained.

II. NAPP MODEL OF SPEECH PERCEPTION

In the hand-painted spectrograms designed by Liberman
et al. which were converted to sound via the Pattern Play-
back, vowels were represented by two horizontal bars while
release bursts of syllable-initial stops were modeled as nar-
row vertical “teardrop” shapes centered at one of twelve fre-
quencies ranging from 360 to 4320 Hz in 360-Hz steps.
Each painted burst was prepended to each of seven pairs of
horizontal bars corresponding to the first two formants of the
vowels /i,�,æ,Ä,Å,o,u/ in a fully crossed design. Because the
experimenters were only interested in the perception of the
release burst, consonant-vowel formant transitions were not
varied and remained flat in all stimuli. Thirty subjects lis-
tened to each stimulus twice and were asked to respond with
one of the labels “p,” “t,” or “k” following each stimulus
presentation for a total of 60 responses to each syllable.

Figure 1 indicates the consonants for which a plurality

of responses was recorded or modal response regions as a
function of vowel second formant �F2� and burst center fre-
quency. Although it is the best known figure from this work,
it presents a fairly gross generalization of the original data.
Liberman et al. �1952� also provided frequency polygons
that appear to be more accurate and detailed and are repro-
duced here as Fig. 2. It is this depiction that is used here to
estimate the original aggregate subject responses. Figure 2
was digitally scanned and the number of “p,” “t,” and “k”
responses for each stimulus was estimated using a graphical
editor, i.e., the approximate number of responses for each
consonant was estimated by lining up each point on each
frequency polygon with the corresponding number of re-
sponses on the x axis. The range of the sum of responses
estimated from Fig. 2 was 60±5 indicating that estimates
were reasonably accurate.

Figure 3 shows modal response regions as a function of
burst center frequency and vowel F2 based on this secondary
analysis. Black rectangles illustrate first and second formant
frequency and bandwidth of each vowel. Figure 3 differs
from the better known version of Liberman et al. in two
main respects. Unlike Fig. 1, vowel F2 in Fig. 3 is linear
along the x axis, and boundaries are determined by linear
interpolation of the a posteriori probabilities estimated from
frequency polygons, whereas the boundaries in Fig. 1 appear
to be highly schematized representations of the data.

Both versions �Figs. 1 and 3� show a highly complex
relationship between subject responses and stimulus proper-
ties. Liberman and Mattingly �1985� interpreted this complex
relationship as evidence in support of the Motor Theory of
Speech Perception which posits that speech perception is
necessarily mediated by articulation, and that talkers’ in-
tended gestures are somehow encoded in the acoustic signal
to maximize efficiency of transmission. The apparent com-

FIG. 1. Modal decision regions based
on responses to synthetic burst stimuli
found in seven vowel contexts �Liber-
man et al., 1952�. From American
Journal of Psychology. Copyright
1952 by the Board of Trustees of the
University of Illinois. Used with per-
mission of the University of Illinois
Press.
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plexity of the relationship between phoneme and acoustics
was seen as a consequence of this elaborate encoding.

One of the challenges for purely acoustic theories of
speech perception is to solve the problem of this complex

mapping from acoustics to perception. Nearey �1990� has
demonstrated that a number of other apparently complex re-
lationships between acoustics and perception can, in fact, be
easily modeled based on acoustic properties alone. For ex-
ample, many well-known trading relations between acoustic
properties in adjacent phonemes, such as consonant-vowel
syllables, are easily predicted if one assumes that stimulus
attributes are drawn from a multivariate normal distribution
with a simple covariance structure. In Nearey’s NAPP
model, it is assumed that perception is tuned to these cova-
riances and that the likelihood pc�x� of a listener identifying
a given stimulus x as a particular category c can be deter-
mined by the probability density functions of the underlying
distributions di�x�,

pc�x� =
dc�x�

�i−1

K
di�x�

. �1�

This model is potentially very powerful. For example, if
different categories do not share a common covariance struc-
ture, then bimodal a posteriori probabilities are possible. For
example, Fig. 4 shows hypothetical covariance ellipsoids
representing the distribution of the three stop places of ar-
ticulation as a function of vowel F2 and burst center fre-
quency. Because covariances for the categories /k/ and /p/ are
different, as represented by the shape and orientation of the

FIG. 2. Frequency polygons based on responses to synthetic burst stimuli found in seven vowel contexts �Liberman et al., 1952�. From American Journal of
Psychology. Copyright 1952 by the Board of Trustees of the University of Illinois. Used with permission of the University of Illinois Press.

FIG. 3. Modal decision regions estimated from Fig. 2 as a function of burst
center frequency and vowel second formant. Vertical position of black rect-
angles indicate frequencies of F1 and F2 for each vowel. The x axis is linear
in nominal F2 frequency. Because synthetic-vowel F2 frequency is unevenly
spaced, vowels are also unevenly spaced along the x axis.
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ellipsoids, bimodal responses to /p/ are both possible and
optimal in this case. A simple perceptual model based on
acoustic properties alone could exploit the natural covaria-
tion in this hypothetical example. However, there are some
empirical data that cannot be modeled in this way.

Figure 5 shows fitted modal response regions from a
NAPP model estimated from the data of Liberman et al. The
model assumes different underlying covariance structures for
the three consonant categories and was estimated via qua-
dratic logistic regression �McCullagh and Nelder, 1989� with
two variates: vowel F2 and burst center frequency. Although
this model captures the bimodal nature of /p/ responses, fit-
ted response regions oversimplify the complex relationship
between /k/ responses and vowel formants, i.e., in the origi-
nal data, responses to /k/ are clearly bimodal for mid front
vowels /e/ and /�/ in Figs. 1 and 2.

The data of Liberman et al. represent a challenge for
Nearey’s NAPP model and for any other simple model that
predicts listener’s responses based on covariance among

simple acoustic properties. While it would be desirable if
relatively straightforward and tractable statistical models can
faithfully capture listener behavior, such models are of lim-
ited value if data such as those for place of articulation defy
such efforts. This issue, in addition to historical consider-
ations, motivate replication of the half-century-old study.

III. EXPERIMENT 1

An attempt was made to simulate the Pattern Playback
in software to produce synthetic stimuli that were similar to
the original set used by Liberman et al. �1952�. Although it is
possible to generate stimuli using modern speech synthesis
techniques, replication requires mimicking the original study
as closely as possible to learn if response regions similar in
shape to those illustrated in Fig. 3 can be generated. Further,
one ought not expect that more natural-sounding stimuli
would produce these response patterns because the original
stimuli are so highly impoverished with respect to acoustic
properties known to be used by listeners. For example, for-
mant transitions are normally present in naturally produced
consonant-vowel syllables and are known to be very impor-
tant for identifying stop place �e.g., Cooper, et al., 1952;
Liberman et al., 1954; Fruchter and Sussman, 1997�. The
original stimuli of Liberman et al. had no formant transi-
tions. It has been suggested that release bursts are less effec-
tive than formant transitions for stimuli in which these two
acoustic attributes are mismatched �Dorman, Studdert-
Kennedy, and Raphael, 1977�. Although this latter claim has
been challenged �e.g., Repp and Lin, 1989�, the absence of
formant transitions likely had a strong effect on identification
of stop place from these stimuli.

A. Stimuli

Stimuli were generated by summing harmonics of a
120-Hz fundamental. Stimuli were sampled at 10 kHz. Simi-
lar to the Pattern Playback, each harmonic was assigned to a
120-Hz wide channel. Harmonic amplitudes were controlled
by two-dimensional patterns on a spectrogram. Amplification
of each harmonic was proportional to the fraction of the cor-
responding channel that was covered by the pattern. For ex-
ample, if only one quarter of the channel was covered by the
pattern at a given moment, the instantaneous intensity of that
harmonic was attenuated to 25% �e.g., a horizontal bar with
a width of 30 Hz entirely within one 120-Hz channel�. Stop
bursts were generated using a diamond shape 15 ms long and
360 Hz wide. Harmonics were additionally attenuated by
9 dB/octave above 1500 Hz, similar to that described for the
Pattern Playback �Delattre et al., 1952�.1

Bursts were followed by 20 ms of silence followed by
one of the seven vowel stimuli/i,e,�,Ä,Å,o,u/ which were gen-
erated in a similar fashion. Vowels were 300 ms long. All
formants had 300-Hz bandwidth with the exception of F2 for
/u/ which had a 100-Hz bandwidth �Delattre et al., 1952�.
Formant center frequencies are given in Liberman et al.
�1952�. All formants had a 20-ms triangular onset and offset
�as viewed from a spectrogram�. All twelve stop bursts were
fully crossed with all seven vowels for a total of 84 stimuli.
Figure 6 gives a schematic illustration of one such stimulus.

FIG. 4. Hypothetical covariance between burst center frequency and vowel
F2 frequency for each of the three voiceless stop consonant categories. El-
lipses illustrate means �ellipsoid centers�, variances �ellipsoid width parallel
to x and y axes�, and covariances �elipsoid orientation� for the two param-
eters.

FIG. 5. Estimated model response regions from quadratic logistic regression
fit of the 1952 data of Liberman et al.
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Thus it was intended that this simulation of the Pattern Play-
back processes these images in approximately the same man-
ner as the original device.

Stimuli were rms-normalized and stored on a computer
at 16 bits per sample and 10-kHz sampling rate for stimulus
presentation.

B. Subjects

42 native speakers of American English were recruited
from the Department of Psychology at the University of
Wisconsin—Madison. None reported any hearing impair-
ment. All listeners were undergraduate Psychology students
and received course credit for their participation.

C. Procedure

Listeners heard stimuli via headphones in a sound at-
tenuated booth. Stimulus presentation and response collec-
tion were under the control of an 80486-25 microcomputer.
Following D/A conversion �Ariel DSP-16�, stimuli were
low-pass filtered �4.8-kHz cutoff frequency, Frequency De-
vices, #677�, amplified �Stewart HDA4�, and presented via
headphones �Beyer DT-100� at a level of 75 dB SPL. In
keeping with the original study by Liberman et al. �1952�,
stimuli were presented twice on each trial with a 200-ms
interstimulus interval. Listeners then identified each conso-
nant by pressing one of three buttons labeled “p,” “t,” or “k.”
Each of the 84 stimuli were presented in four trials in each of
two 15-min sessions for a total of 672 responses from each
subject.

D. Results

Modal response regions from data collected in this ex-
periment are shown in Fig. 7. Unlike Fig. 3, none of the
response categories are clearly bimodal, nor is the shape of
the response region for “k” in this figure similar to the origi-
nal.

However, from the point of view of the NAPP model,
the response regions are relatively easy to model. Figure 8
shows fitted modal response regions based on a quadratic
logistic model similar to the one described in Sec. I.

IV. EXPERIMENT 2

Because the results of Liberman et al. �1952� could not
be replicated using stimuli that were intended to be equiva-
lent, similar stimuli that were generated by the Pattern Play-
back device were acquired and examined more closely for
possible confounds. Figure 9 shows a spectrogram of
/pikÄpu/ produced by the Pattern Playback.2 Whereas
stimuli presented to subjects in Experiment 1 were clean and
undistorted, the spectrogram in Fig. 9 reveals multiple for-
mants above F2. In addition, the burst which is centered at
1440 Hz has additional higher-frequency peaks. This visu-
ally apparent pattern is consistent with harmonic distortion
produced by tube amplifiers as used in the Pattern Playback.
The same pattern of distortion is found in another set of
recordings of the /ba-da-ga/series �Liberman et al., 1957�
available from Haskins Laboratories:3 although Liberman et
al. state that only two formants were synthesized for the
vowels, spectrographic analysis of these stimuli reveal mul-
tiple regularly spaced formants above the second.

Although these signals were generated by the same de-
vice, they are not the original stimuli used by Liberman et al.

FIG. 6. Schematic illustration of stimulus parameters. Bursts and formants
were “painted” on virtual spectrograms and processed by the Pattern Play-
back simulation. Sinusoid amplitudes were proportional to coverage within
each 120-Hz channel illustrated by horizontal bands.

FIG. 7. Modal response regions from Experiment 1.

FIG. 8. Estimated modal response regions for responses from Experiment 1
based on a quadratic logistic model similar to the one used for Fig. 4.
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�1952�. In addition, the recording conditions under which the
sample represented by the figure was taken are not known,
and it is possible that much of the distortion could be due to
the recording conditions instead of the Pattern Playback it-
self.

It is impossible to know how the sound quality of these
samples compares to the stimuli that were presented to sub-
jects in the 1950s because playback and recording equipment
of that era suffered multiple shortcomings relative to contem-
porary devices. However, Liberman et al. do state that har-
monic distortion �THD� for individual tones was no more
than 3% �p. 503, 1952� and these levels of harmonic distor-
tion are entirely consistent with the distortion patterns evi-
dent in Fig. 9. Whether or not distortion was restricted to
these relatively low levels, one factor may cause this distor-
tion to be perceptually relevant. Because the Pattern Play-
back ideally produces no energy in channels that are not
painted, harmonic distortion can result in additional peaks in
channels that would otherwise contain no energy. By con-
trast, naturally produced voiced speech consists of harmonics
at both peaks and valleys. Harmonic distortion in natural
speech would therefore produce shallower spectral valleys
and flatter peaks instead of producing additional peaks. The
next experiment examines the effect of harmonic distortion
on perception of simulated Pattern Playback stimuli.

A. Stimuli

Stimuli were designed in the same manner as in Experi-
ment 1. However, once initial stimuli were generated, they
were processed by a simulated tube amplifier with 3% THD.
The amplifier modeled is a simple Class A power amplifier
whose current I is described by Child’s law:

I = CV3/2, �2�

where V is the potential difference in volts and C is an arbi-
trary constant �Anderson and Beeman, 1973�. Input voltages
are half-wave rectified. Therefore a dc voltage must be added
to the input signal. This operating point, or bias voltage Q,

can be manipulated to produce different levels THD. Q was
selected so that 3% THD was produced for a single sinusoid.
Equation �2� was applied to the stimuli and overall dc level
was then subtracted.

Figure 10 shows spectrograms of the resulting stimuli
which show additional peaks characteristic of harmonic dis-
tortion. With the additional distortion, the prevocalic bursts
show the same pattern of additional peaks as illustrated in
Fig. 9. However, the vowels in Fig. 9 show a spectral pattern
suggestive of even greater distortion. Nevertheless, we have
restricted the simulated distortion to 3% THD as suggested
by Liberman et al. �1952�.

B. Subjects

30 native speakers of American English were recruited
from the Department of Psychology at the University of
Wisconsin—Madison. None reported any hearing impair-
ment. Subjects received course credit for their participation.
No student participated in both experiments.

C. Procedure

The procedure is the same as for Experiment 1 with the
exception that stimuli were saved at a 20-kHz sampling rate
and were low-pass filtered with a 9.6-kHz cutoff frequency
in order to preserve harmonics above 5 kHz that resulted
from distortion.

D. Results

Responses to stimuli were biased towards /p/ �40% over-
all� while only 27% responses were obtained for /k/. Out of
84 stimuli, only three stimuli received a majority of /k/ re-
sponses. In the original data presented by Liberman et al. 24
out of 84 stimuli were estimated to give rise to a majority of
/k/ responses. Because responses to /k/ did not reach major-
ity for a large number of stimuli, Fig. 11 instead shows a
contour plot of the percent /k/ responses to the stimuli that

FIG. 9. Spectrogram of /pikÄpu/ produced by the Pattern Playback device.
Although they were produced by the same device as was those in Liberman
et al. �1952� they are not the original stimuli themselves. See footnote 2.

FIG. 10. Spectrogram of /pikÄpu/ from the simulated Pattern Playback from
Experiment 2 with 3% harmonic distortion. Because the center frequency of
the burst is relatively low, there is very little spectral energy above 5 kHz
that is due to harmonic distortion.
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include harmonic distortion. It is not known why responses
were biased against /k/. It is possible that intensity of the
burst was attenuated relative to the vocalic portion because
of differential effects of harmonic distortion, resulting in
fewer /k/ responses. Nevertheless, the figure shows an
emerging bimodal distribution for /k/ for front vowels similar
to that seen in Fig. 3. For comparison, Fig. 12 gives the
contours for the same response region from Experiment 1 in
which no harmonic distortion was introduced, while Fig. 13
gives the contours as estimated from the frequency polygons
given by Liberman et al. �1952�.

V. DISCUSSION

We have attempted to replicate the original findings of
Liberman et al. �1952� by simulating the effects of tube am-
plification on Pattern Playback-like stimuli with the goal of
reproducing bimodal /k/ responses before /i/ and /e/. How-
ever, it should be noted that Liberman et al. did not focus on
this single aspect of their responses. Their most significant

finding was that the perception of stop-vowel syllables is
context dependent, i.e., the fact that the same burst is heard
as /p/ before /i/ and /u/ and as /k/ before /Ä/. Nothing in this
paper contradicts this important observation. However, while
many models of speech perception, including the NAPP
model, are able to predict this pattern of performance, the
observation that /k/ responses are bimodal before some vow-
els represented a more challenging problem.

The acoustic consequence of harmonic distortion is to
add additional burst peaks at integer multiple frequencies of
the original. The bimodal structure of the response area for
/i/ begins to emerge only when harmonic distortion, typical
of tube amplifiers in the 1950s, was incorporated into these
replicas of the original Liberman et al. �1952� stimuli.

However, this paper likely does not present a faithful
replication of the results reported by Liberman et al. and
cannot hope to do so. Although we have introduced a very
simple form of nonlinear distortion, other types of distortion,
such as clipping �insufficient bias voltage or heat dissipa-
tion�, loudspeaker characteristics, and signal-to-noise ratio
could have been simulated as well. However, it would be
impossible to reproduce the stimuli used in the original ex-
periments. The few recent Pattern Playback stimuli that are
available likely differ substantially from those used by Liber-
man et al. For example, the Pattern Playback is now more
than 50 years old and its functioning is likely to have
changed in that time. In addition, the equipment and software
used to digitize and encode the examples that are available
may have introduced additional nonlinear distortion. With
iterative and post hoc manipulations of these stimuli, it is
likely that the original patterns of responses could be de-
rived. However, pursuing some or all of these potential con-
founds, while interesting, would be in the service of histori-
cal curiosity rather than understanding the true nature of
perception of stop consonants.

It bears note that secondary peaks in naturally produced
velar stops have been reported �Fischer-Jørgensen, 1954;
Zue, 1976�; however, it is not known if these are perceptu-

FIG. 11. Contour plot of the proportion of “k” responses in Experiment 2.
Contours represent 25%, 30%, and 35% cutoffs for “k” responses with the
thick line representing 30%.

FIG. 12. Contour plot of the proportion of “k” responses from Experiment
1. Contours represent 25%, 30%, and 35% cutoffs for “k” responses with the
thick line representing 30%.

FIG. 13. Contour plot of the proportion of “k” responses from the original
data of Liberman et al. �1952� as estimated visually from the original fre-
quency polygons. Contours represent 25%, 30%, and 35% cutoffs for “k”
responses with the thick line representing 30%.
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ally relevant. When present, secondary peaks for velar stops
should be roughly three times the frequency of the first
�based on an acoustic approximation of the vocal tract ante-
rior to the point of velar constriction, Stevens, 2000�—not at
integer multiples as they are when caused by harmonic dis-
tortion typical of tube amplifiers.

Although it may be impossible to faithfully replicate the
results of Liberman et al., we have shown that harmonic
distortion can have a profound effect on the pattern of listen-
ers’ responses to relatively simple synthetic speech stimuli,
and that the complex pattern of responses obtained by Liber-
man et al. are likely confounded by factors other than desired
stimulus parameters. With regard to the undistorted stimuli
used in the present study, the main conclusion is that the
pattern of responses for noise bursts preceding steady-state
vowel sounds is, in fact, relatively simple and amenable to
modeling with simple pattern classification models.
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1Conflicting reports regarding the rolloff have been given. For example,
Liberman et al. �1952� describe the rolloff as −6 dB/octave, while Delattre
et al. �1952� state that the rolloff was −9 dB/octave. However, analysis of
the Pattern Playback stimuli illustrated by the spectrogram in Fig. 8 suggest
that the rolloff described by Delattre et al. �1952� is more accurate. Nev-
ertheless, the difference between these two settings is small �e.g., 3 dB at
3 kHz; 6 dB at 6000 Hz�. Given that the highest F2 frequency is less than
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This study examined the effect of noise on the identification of four synthetic speech continua
�/rÄ/-/lÄ/, /wÄ/-/jÄ/, /i/-/u/, and say-stay� by adults with cochlea implants �CIs� and adults with
normal-hearing �NH� sensitivity in quiet and noise. Significant group-by-SNR interactions were
found for endpoint identification accuracy for all continua except /i/-/u/. The CI listeners showed the
least NH-like identification functions for the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua. In a second
experiment, NH adults identified four- and eight-band cochlear implant stimulations of the four
continua, to examine whether group differences in frequency selectivity could account for the group
differences in the first experiment. Number of bands and SNR interacted significantly for /rÄ/-/lÄ/,
/wÄ/-/jÄ/, and say-stay endpoint identification; strongest effects were found for the /rÄ/-/lÄ/ and
say-stay continua. Results suggest that the speech features that are most vulnerable to misperception
in noise by listeners with CIs are those whose acoustic cues are rapidly changing spectral patterns,
like the formant transitions in the /wÄ/-/jÄ/ and /rÄ/-/lÄ/ continua. However, the group differences in
the first experiment cannot be wholly attributable to frequency selectivity differences, as the number
of bands in the second experiment affected performance differently than suggested by group
differences in the first experiment. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2005887�

PACS number�s�: 43.71.Ky, 43.71.Es �PFA� Pages: 2607–2617

I. INTRODUCTION

A great deal of research has shown that cochlear im-
plants �CIs� are remarkably successful at facilitating speech
perception in some listeners with severe to profound hearing
loss. �See Shannon �2002� and Dorman et al. �2002� for re-
views.� Despite the success of CIs in conveying acoustic
information about speech, numerous researchers have dem-
onstrated that there is great variability in speech perception
within the population of listeners with CIs �e.g., Munson et
al., 2003�. Some of this variability arises because the speech
perception of listeners with CIs is disproportionately affected
by the presence of background noise relative to people with
normal-hearing �henceforth NH� sensitivity �e.g., Fu et al.,
1998; Nelson et al., 2003; Nelson and Jin, 2004�. Nelson et
al. �2003� demonstrated that CI listeners show significant
decrements in sentence recognition at relatively favorable
signal-to-noise ratios �SNRs�, such as +16 dB. Garnham et
al. �2002� demonstrated that CI listeners’ understanding of
monosyllabic words dropped from approximately 60% cor-
rect to approximately 30% correct when they were presented
in pink noise at +10 dB SNR.

It is not fully understood why CI listeners experience
such a dramatic decrement in speech perception in noise. A
variety of explanations for this decrement have been pro-
posed. Some investigators have proposed that the reduced
frequency selectivity of CI listeners �i.e., reduced ability to
respond selectively to different-frequency stimuli� explains
their poor speech perception in noise. This conjecture is sup-

ported by studies examining the speech perception in noise
of CI listeners with varying frequency selectivity, and by
examining the influence in changes in the number of acti-
vated electrodes in the CI device �which effectively changes
frequency selectivity� in listeners with CIs �e.g., Nelson et
al., 2003; Fu et al., 1998; Loizou et al., 2000; Qin and Ox-
enham, 2003; Nelson and Jin, 2004�. In general, these inves-
tigations find that CI listeners with better frequency selectiv-
ity are better in perceiving speech in noise than listeners with
poorer frequency selectivity, and that increasing the number
of activated electrodes improves speech perception in noise.
This notion is also supported by studies that examine the
influence of the number of simulation bands on the percep-
tion of acoustic simulations of CI speech perception in quiet
and in noise. Varying the number of bands in acoustic stimu-
lations allows for the simulation of speech perception by
listeners with CIs with varying frequency selectivity. The
finding that speech perception in noise improves in simula-
tions with more bands supports the notion that differences in
frequency selectivity underlie some of the variance in speech
perception in noise among listeners with CIs.

In addition to there being a relatively poor understand-
ing of why listeners with CIs as a group perceive speech
poorly in noise, relatively little is known about individual
differences in CI listeners’ ability to understand speech in
noise. Nelson and Jin �2004� observed a modest, statistically
significant correlation �r=0.50� between listeners’ overall
speech recognition ability and their ability to perceive speech
in noise, suggesting that CI listeners with better overall
speech recognition may also be better at segregating speech
from noise. A continuing challenge in research on speecha�Electronic mail: munso005@umn.edu
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perception in listeners with CIs is to determine why some
listeners with CIs are better able to perceive speech in noise
than others.

One of the challenges in understanding speech percep-
tion in quiet and in noise by listeners with CIs—both as a
group and in individual listeners—has been to identify the
specific acoustic parameters that are most vulnerable to mis-
perception in noise. One methodology that addresses this
problem is the use of synthetic speech stimuli in perception
experiments. The careful stimulus control that is possible
with synthetic speech allows investigators to determine the
specific acoustic information that is utilized by listeners to
identify speech stimuli. Indeed, there is precedent for using
synthetic speech to study speech perception in noise, and to
examine individual variability in speech perception. Hazan
and Rosen �1991� used synthetic stimuli to study individual
variability for understanding full-cue and reduced-cue initial
stop consonants. They found that some listeners showed a
large decrement in identification performance on synthetic
bait-date and date-gate continua when cues were reduced,
while others did not. Nabelek et al. �1996� used synthetic
diphthongs to study the specific effects of noise and rever-
beration on formant transition cues used by NH listeners and
listeners with hearing impairment. They found that the per-
ception of diphthongs was dependent on the relative intensity
of the transition and steady-state portions of the vowel, and
that the influence of relative intensity interacted with rever-
beration.

Despite its frequent use in speech-perception studies,
relatively few studies have examined listeners with CIs’ per-
formance on synthetic continua. One exception is Hedrick
and Carney �1997�, who studied four CI listeners’ use of
spectral and amplitude information for the identification of
synthetic /s/-/b/ and /p/-/t/ continua. They found that normal-
hearing listeners relied on both consonant amplitude �relative
to that of the following vowel� and formant transition infor-
mation when identifying /s/-/b/ and /p/-/t/ continua. In con-
trast, the CI listeners’ performance was greatly influenced by
relative amplitude, and considerably less influenced by for-
mat transitions. This suggested that a primary cue for iden-
tification of fricative and stop consonants for some CI listen-
ers is the amplitude envelope of the consonants. However,
these listeners utilized the older MPEAK speech-processing
strategy, and Hedrick and Carney’s findings may not be ap-
plicable to current clinical populations.

More recently, Iverson �2003� investigated relationships
between open-set word recognition and the identification and
discrimination of a synthetic /t/-/d/ continuum by 25 listeners
with CIs and 12 NH listeners. Iverson observed extensive
between-subject variability on the word recognition task, as
might be expected for a group of CI listeners. In addition, he
found that CI listeners had sensitivity peaks and identifica-
tion boundaries at longer VOT durations than NH listeners.
Their identification boundaries were more variable and less
sharp than those of NH listeners, and the discrimination sen-
sitivity peaks were less well defined. He observed a non-
monotonic relationship between sensitivity peak location on
the synthetic discrimination task and percent correct pho-
neme identification on an open-set word recognition task.

There was no significant relationship between word recogni-
tion accuracy and discrimination sensitivity for the VOT
continuum.

Much remains to be learned about synthetic speech per-
ception by listeners with CIs. Hedrick and Carney �1997�
examined only a small number of listeners using a speech-
processing strategy that is no longer in wide use. The other
study to examine synthetic speech perception in listeners
with CI, Iverson �2003�, examined only one continuum and
did not examine perception in noise. The present study ex-
pands on this earlier work by examining the ability of listen-
ers with CIs and NH listeners to perceive multiple synthetic
continua varying a number of different acoustic cues, both in
quiet and in noise. The continua were designed to contrast
static spectral cues �/i/ versus /u/, in which the frequencies of
the first three formants vary�, temporal cues �say versus stay,
in which the duration of the silence between the /s/ and /e(/
portion varies�, and dynamic spectral cues �/rÄ/ versus /lÄ/
and /wÄ/ versus /jÄ/, which vary in the onset frequency of the
first, second, and/or third formant transitions�. Studying con-
tinua that differ in the type of cues that vary allows us to
make definitive statements about relative vulnerability of dif-
ferent types of cues to misperception in noise. Moreover,
individual differences in CI listeners’ performance in quiet
and in noise on these continua is examined to determine
whether there was uniformity across listeners in the types of
cues that are most vulnerable to misperception in noise.

This investigation has two hypotheses. First, we propose
that the greatest differences between CI and NH listeners
will be in the two continua that vary dynamic spectral cues,
/rÄ/-/lÄ/ and /wÄ/-/jÄ/. This hypothesis arises from the obser-
vation that the speech-processing strategies employed by CI
do not preserve all of the frequency information in the origi-
nal acoustic signal. These algorithms extract the amplitude
envelope of energy bands from acoustic signals, which are
coded as pulse trains that are sent to an array of electrodes
that stimulate the auditory nerve. Rapidly changing spectral
information, such as the formant transitions that serve as
cues to consonant place of articulation in /rÄ/-/lÄ/ and
/wÄ/-/jÄ/, might fall within an acoustic band; consequently,
the frequency changes would not be coded directly in the
resulting pulse train. Perception of these continua would be
more strongly affected by spectral reduction than continua
varying steady-state formant frequencies, such as an /i/-/u/
continuum, or temporal cues, such as the say-stay con-
tinuum. Given that the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua are
hypothesized to be the most challenging continua for CI lis-
teners to perceive in quiet, we further hypothesize that per-
ception of these continua will be most vulnerable to decre-
ments in noise. This hypothesis is examined in experiment 1,
which compares synthetic speech perception in CI and NH
listeners. The second hypothesis is that the CI listeners’
poorer perception of the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua is
due to their poor frequency selectivity. This is tested in ex-
periment 2, in which we examine NH listeners’ identification
of four- and eight-band cochlear implant simulations of the
four continua from experiment 1 in quiet and in noise. We
predict that perception of the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua
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will be more affected by noise and by number of bands in the
simulation than perception of /i/-/u/ and say-stay.

II. EXPERIMENT 1: SYNTHETIC SPEECH PERCEPTION
BY CI AND NH LISTENERS

A. Methods

1. Participants

Twelve listeners with CIs and 13 NH listeners partici-
pated in the experiment. The 12 listeners with CIs were re-
cruited from a larger cohort of people who had been im-
planted at the University of Minnesota Otolaryngology
Clinic. This was a quasi-random sample of the larger group;
the only requirement for participation was that the partici-
pants were native, monolingual speakers of English. Demo-
graphic information for the listeners with CIs can be found in
Table I. Many etiologies, device types, and speech-
processing strategies were represented. Four CI participants
used Nucleus N-22 with a spectral peak extraction �SPEAK�
strategy; one used the Nucleus N-24 with the advanced com-
bination encoder �ACE� strategy; two used a Clarion C-I
with the continuous interleaved sampling �CIS� strategy; one
used a Clarion C-II with the paired pulsatile stimulation
�PPS� strategy; one used a Clarion C-II with CIS; and three
used a Clarion C-II with the high-resolution broadband sam-
pling �HiRes� strategy. Listeners with NH were recruited
from the University of Minnesota community. Their average
age was 25;04 �years;months�. All testing was completed in a
single session lasting approximately 1 1

2 hours. Subjects were
paid $10/hour for their participation.

2. Stimuli

Synthetic stimuli consisted of four speech continua.
These continua were created using the cascade formant syn-
thesizer described by Klatt and Klatt �1990�. All of the
stimuli were sampled at 22050 Hz and low-pass filtered at

11 025 Hz to prevent aliasing. Two of the continua contained
seven steps, one contained eight steps, and one contained ten
steps. The number of steps was determined by the authors in
preexperiment testing. Originally, seven-step continua were
developed using endpoint values taken from Klatt �1980�. In
cases where an endpoint was not reliably perceived by both
authors to be a good example of the intended syllable, addi-
tional stimuli were created until both authors agreed that
both endpoints were unambiguous tokens of their intended
syllables. This happened in two cases, the /lÄ/ endpoint of
the /rÄ/-/lÄ/ continuum and the stay endpoint of the say-stay
continuum.

The first was a seven-step /i/-/u/ continuum. All stimuli
in this continuum were 500 ms long. All of the stimuli had
an f0 that began at 125 Hz, rose to 145 Hz over a 75 ms
span, remained steady at 145 Hz for 75 ms, then fell linearly
to 100 Hz over the remaining 350 ms. The stimulus intensity
was manipulated such that each stimulus had a linear ramp-
ing of the intensity from 0 to 100 ms, then a damping from
100 ms to the end of the stimulus. The /i/ endpoint had an F1
frequency/bandwidth of 342 Hz/45 Hz, F2 of 2322 Hz/
200 Hz, and F3 of 3000 Hz/400 Hz. The /u/ endpoint had an
F1 frequency/bandwidth of 427 Hz/60 Hz, F2 of 2034 Hz/
90 Hz, and F3 of 2684 Hz/90 Hz. Intermediate stimuli were
created containing values of these parameters in equal linear
steps between those of the endpoint stimuli.

The second continuum was a seven-step /wÄ/-/jÄ/ con-
tinuum. All of these stimuli were 500 ms long. The formant
transitions were 150 ms long; the steady-state portion was
350 ms long. The f0 and intensity contours of these stimuli
were identical to those for the /i/-/u/ continuum. The steady-
state /Ä/ portion of the stimulus had an F1 center frequency/
bandwidth of 768 Hz/130 Hz, F2 of 1333 Hz/70 Hz, and F3
of 2522 Hz/60 Hz. The F1 onset frequency/bandwidth for
the /wÄ/ endpoint was 290 Hz/60 Hz, the F2 was
610 Hz/80 Hz, and the F3 from 2150 Hz/60 Hz. For the /jÄ/
endpoint, the F1 onset frequency was 260 Hz/40 Hz, the F2
of 2070 Hz/250 Hz, and F3 was 3020 Hz/500 Hz. During
the transition period of the stimulus, the formant frequencies
and bandwidths were interpolated from the onset values to
the steady-state values. Intermediate stimuli were created
with onset F1, F2, and F3 frequencies with values in equal
linear steps between those of the endpoint stimuli.

The third continuum was an eight-step /rÄ/-/lÄ/ con-
tinuum. All of these stimuli were 500 ms long. The formant
transitions were 150 ms long; the steady-state portion was
350 ms long. The f0 and intensity contours of these stimuli
were identical to those for the /i/-/u/ continuum. The steady-
state /Ä/ portion of the stimulus was identical to that for the
/wÄ/-/jÄ/ continuum. The F1 onset frequency/bandwidth was
310 Hz/47 Hz and the F2 onset was 1060 Hz/100 Hz. The
F3 onset frequency/bandwidth varied from 2150 Hz/60 Hz
for the /rÄ/ endpoint to 3020 Hz/500 Hz for the /lÄ/ endpoint
in equal linear steps. During the transition period of the
stimulus, the formant frequencies and bandwidths were inter-
polated from the onset values to the steady-state values.

The fourth continuum was a 10-step say-stay continuum.
This continuum was created by concatenating a 140 ms syn-
thetic /s/ with a 500 ms synthetic /de(/. The /s/ portion had a

TABLE I. Demographic characteristics of listeners with CIs. Listeners used
a variety of Nucleus �N22 and N24� and Clarion �CI and CII� electrode
configurations, including standard spiral �SPRL�, HiFocus �HF�, and HiFo-
cus with electrode positioning �HF+EFS� system.

Subject
ID Age Device Strategy

NU-6 percentage
correct

words/phonemes

301 59;06 N22 SPEAK 8.0/27.3
302 64;08 N24 ACE 12.0/39.3
303 73;01 C-II HF+EPS CIS 10.0/40.0
304 53;10 C-II HFII HiRes 36.0/60.7
305 54;10 C-I SPRL CIS 68.0/82.6
306 57;10 N22 SPEAK 16.0/42.0
307 72;07 C-II HF HiRes 14.0/39.3
308 36;03 N22 SPEAK 30.0/55.0
310 48;06 C-I SPRL CIS 50.0/66.0
311 50;03 C-II HF PPS 70.0/85.3
312 64;07 N22 SPEAK 16.0/41.3
313 53;10 C-II HF+EPS HiRes 52.0/77.3

Average 57;01 31.8/55.6
�Standard deviation� �10;08� �22.9/19.5�
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center frequency of 5000 Hz. The F1 of the /e(/ portion had a
starting frequency of 390 Hz and a steady-state frequency of
550 Hz; the F2 had a starting frequency of 1500 Hz and rose
to 1850 Hz. The transitions were 50 ms long. The gap be-
tween the /s/ and the /de(/ varied from 0 to 90 ms in 10-ms
steps. The total stimulus duration varied from
640 to 730 ms.

Stimuli were normalized for rms amplitude prior to be-
ing presented. Each stimulus was presented both in quiet and
at a +10-dB signal-to-noise ratio. For each continuum, noise
was constructed to match the long-term spectrum of the con-
tinuum with which it was mixed. Stimuli were mixed with
noise prior to presentation. To reduce the possibility that a
particular sample of noise would have an idiosyncratic mask-
ing effect on a particular stimulus, three samples of noise
were generated and mixed to each stimulus �i.e., there were
three separate tokens of the stimuli in noise�. The noise was
gated on concurrent with the stimulus onset.

3. Procedure

The experiment took place in a double-walled sound-
attenuated booth in a university laboratory. Stimuli were out-
put from a personal computer through a powered speaker
�Roland DS-90A� located 0° azimuth at a level of 65 dB A,
as calibrated prior to the experiment using a sound-level
meter located at the approximate location of the listeners’
heads during the experiment. The session was blocked by
continuum and by SNR. The order of the eight experiments
�4 continua�2 SNR� was randomized across participants.
Each experiment began with a block in which listeners heard
the endpoint stimuli concurrent with a video display of the
stimulus’ identity in standard orthography �e.g., EE�OO for
the /i/-/u/ continuum�. This was followed by a block in which
listeners identified endpoint stimuli, with feedback on their
accuracy. This was followed by the experimental block. Dur-
ing the experimental block, listeners heard nine tokens of
each stimulus. For the quiet stimuli, these were nine presen-
tations of the same stimulus. In the +10 dB SNR condition,
there were three presentations of each of the different noise-
plus-stimulus combinations described in Sec. II A 2. Presen-
tation was controlled by the E-Prime experiment-
management software and was fully randomized. During all
phases of the experiment, participants responded on a button-
box on which the endpoint stimuli were labeled using stan-
dard orthographic transcriptions �i.e., EE�OO, Ra�La,
Wa�Ya, Say�Stay�. Responses were logged automatically.

4. Analysis

Three dependent measures were analyzed. These depen-
dent measures were chosen because they represent measures
of listeners’ ability to perceive the acoustic characteristics of
the individual endpoint stimuli �within-category measures�
and to perceive the differences between the endpoint stimuli
�between-category measures�. The first of these was endpoint
accuracy. For this analysis, we measured the accuracy with
which subjects identified the endpoint stimuli only. This was
measured separately in quiet and in noise. This variable in-
dicates the relative ease with which listeners identified the

synthesized tokens that were intended to be most prototypi-
cal. Endpoint accuracy can be thought of as a within-
category measure, as it shows how well the listeners could
identify the stimuli that were, within the constraints of the
synthesis algorithm, closest to the prototypes for the end-
point categories.

The second dependent measure was total responses.
This is calculated by integrating the observed identification
functions. This measure indicates whether there is a system-
atic bias to respond to one of the endpoint stimuli.1 The third
measure we examined was slope, derived from a probit
analysis. The maximum likelihood procedure described by
Bock and Jones �1968� was used to fit a probit function to
identification functions. The slope of this function is calcu-
lated as probit units per stimulus step. This measure is pre-
sumed to reflect the extent to which the endpoint stimuli are
differentiated in the identification task. Strongly sigmoidal
functions have steep slopes; these are presumed to indicate
that the two endpoint stimuli are perceived to be categori-
cally different. In contrast, more linear functions have shal-
lower slopes; these are presumed to indicate that the two
endpoint stimuli are perceived to be continuously different.
This dependent measure is frequently used in the analysis of
data on the identification of synthetic continua �e.g., Hazan
and Barret, 2000�. Total responses and slope can be thought
of as between-category measures, as they reflect participants’
knowledge of the differences between the endpoint stimuli.

B. Results

1. Endpoint accuracy

For each of the four continua, arcsine-transformed per-
cent accuracy in identifying the endpoint stimuli was calcu-
lated separately for the two groups in quiet and in noise.
Each of the four continua was submitted to a separate three-
factor mixed-model ANOVA, with SNR �quiet vs. +10 dB�
and endpoint �i.e., /i/ vs. /u/ for the /i/-/u/ continuum, /rÄ/ vs.
/lÄ/ for the /rÄ/-/lÄ/ continuum, etc.� as the within-subjects
factors, and group �CI vs. NH� as the between-subjects fac-
tor.

When performance on the /i/-/u/ continuum was exam-
ined, no significant effects of SNR, endpoint, or group were
found. In addition, none of the interactions were significant.
This can be seen in Fig. 1, which shows similar performance
on endpoint identification in quiet and in noise by listeners
with CIs and listeners with NH.

When performance on the /wÄ/-/jÄ/ continuum was ex-
amined, no significant main effects were found. However, a
significant interaction between SNR and group was found,
F�1,23�=5.2, p�0.05. As Fig. 2 shows, the two groups per-
formed similarly in quiet. The listeners with CIs were less
accurate in endpoint identification than the listeners with NH
in noise. This appears to be limited to their performance on
the /wÄ/ endpoint; however, the three-way interaction among
group, SNR, and endpoint did not achieve statistical signifi-
cance. None of the other interactions achieved significance.

Performance on the /rÄ/-/lÄ/ continuum is shown in Fig.
3. ANOVAs revealed significant main effects of SNR
�F�1,23�=9.2, p�0.05� and group �F�1,23�=9.6, p�0.05�.
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No significant main effect of endpoint was found. A signifi-
cant interaction between SNR and group was found,
F�1,23�=11.5, p�0.05. As Fig. 3 shows, listeners with CIs
identified endpoints less accurately than listeners with NH
both in quiet and in noise; however, the difference was larger
in noise. None of the other interactions achieved statistical
significance.

When performance on the say-stay continuum was ex-
amined, a significant main effect of SNR was found,
F�1,23�=6.3, p�0.05. No significant main effect was found
for endpoint. The effect of group approached significance,

F�1,23�=3.5, p=0.07. Two significant interactions were
found: group by SNR �F�1,23�=4.3, p�0.05� and group by
endpoint �F�1,23�=4, p=0.05�. The interactions can be ob-
served in Fig. 4. The interaction between group and SNR
arose because the performance of the listeners with CIs was
more affected by noise than the performance of listeners with
NH. The interaction between group and endpoint arose be-
cause there were greater group differences in performance on
the say end of the continuum than on the stay end. None of
the other interactions achieved statistical significance.

FIG. 1. Average performance for listeners with CIs and listeners with NH
on the continuum /i/-/u/ in quiet and in noise. Error bars represent one
standard error of measurement.

FIG. 2. Average performance for listeners with CIs and listeners with NH
on the /wÄ/-/jÄ/ continuum in quiet and in noise. Error bars represent one
standard error of measurement.

FIG. 3. Average performance for listeners with CIs and listeners with NH
on the /rÄ/-/lÄ/ continuum in quiet and in noise. Error bars represent one
standard error of measurement.

FIG. 4. Average performance for listeners with CIs and listeners with NH
on the say-stay continuum in quiet and in noise. Error bars represent one
standard error of measurement.
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2. Total responses

The second set of ANOVAs examined the total re-
sponses to one of the endpoint stimuli. As explained in Sec.
II A 4, this measure reveals whether there were systematic
biases to respond to one of the endpoint stimuli. The four
continua were examined separately. For each continuum, to-
tal endpoint responses were calculated separately for the two
groups’ performance in the two SNR conditions. These mea-
sures were submitted to a two-factor, mixed-model ANOVA,
with SNR �quiet vs. +10 dB� as the within-subjects factor,
and group �CI vs. NH� as the between-subjects factor.

When performance on the /i/-/u/ continuum was exam-
ined, no effect of group was found. A significant main effect
of SNR was found, F�1,23�=7.3, p�0.05. More /u/ re-
sponses were noted in the +10 dB SNR condition than in
quiet. The interaction between these two factors approached
significance, F�1,23�=3.5, p=0.07. This interaction can be
seen in Fig. 1. As this figure shows, the effect of SNR was
significant only for listeners with CIs, who perceived fewer
/i/ tokens in noise than in quiet: on average, listeners per-
ceived 49% of all responses in noise as /i/ �SD=10% �, and
59% as /i/ in quiet �SD=8% �. Responses by the listeners
with NH in the two conditions were comparable.

When performance on the /wÄ/-/jÄ/ continuum was ex-
amined, no significant main effects were found for group or
SNR. The interaction between these factors achieved statis-
tical significance, F�1,23�=7.4, p�0.01. This interaction is
shown in Fig. 2. As Fig. 2 shows, the listeners with CIs
perceived more /wÄ/ tokens in quiet than noise: on average,
52% of all responses in quiet were /wÄ/, while 46% of re-
sponses in noise were /wÄ/. The pattern was opposite for the
listeners with NH, who perceived more /wÄ/ tokens in noise
�50%� than in quiet �47%�.

When the /rÄ/-/lÄ/ continuum was examined, no effects
were found of group or SNR. Moreover, these factors did not
interact significantly. The same pattern was found for the
say-stay continuum. There was no significant effect of SNR
or group, and these factors did not interact significantly.

3. Slope

The final set of ANOVAs examined the influence of
group and SNR on the slopes of individual listeners’ identi-
fication functions. These were calculated separately in quiet
and in noise for each of the continua. When the /i/-/u/ con-
tinuum was examined, no significant effect was found for
group. The effect of SNR approached significance, F�1,23�
=3.6, p=0.07. As Fig. 1 shows, the slopes of the identifica-
tion functions were shallower in noise than in quiet. These
factors did not interact significantly. A similar pattern was
found for the say-stay continuum: no significant main effects
were found for either SNR or group, nor did these factors
interact significantly.

When the /wÄ/-/jÄ/ continuum was examined, no signifi-
cant main effect of SNR was found. A significant effect of
group was found, F�1,23�=15.5, p�0.05. Across the two
SNRs, the listeners with CIs demonstrated shallower identi-
fication functions than listeners with NH. Group and SNR
did not interact significantly. A similar pattern was found for

the /rÄ/-/lÄ/ continuum. No significant main effect was found
for SNR. Again, a significant effect of group was found,
F�1,23�=10.6, p�0.05. Across the two SNR conditions, the
listeners with CIs showed shallower identification functions
than the listeners with NH. Again, these factors did not in-
teract significantly.

C. Summary of ANOVAs

There were significant main effects of group for 3 of the
12 ANOVAs, with one additional condition showing a group
difference that approached statistical significance. For the
/rÄ/-/lÄ/ continuum, the listeners with CIs were less accurate
in identifying endpoint stimuli than NH listeners, and
showed shallower identification functions. For the /wÄ/-/jÄ/
continuum, the listeners with CIs showed less accurate end-
point identification in noise, and shallower identification
functions overall. For the say-stay continuum, listeners with
CIs were less accurate than NH listeners in identifying end-
points in noise. Listeners with CIs and NH listeners differed
in within- and between-category measures. That is, listeners
with CIs appear to show an overall reduced ability to per-
ceive the acoustic cues of the endpoint stimuli and in per-
ceiving the differences between endpoint stimuli, rather than
an isolated difference in perceiving one of the endpoint
stimuli, or a shallow identification function in the absence of
inaccurate endpoint identification.

Based on the results of the ANOVAs, we can conclude
that perception of the /i/-/u/ continuum is least affected by
noise. The only robust, statistically significant group differ-
ences were in total responses in one of the SNR conditions.
In addition, performance on the say-stay continuum was rela-
tively stable across groups and SNR conditions. The only
significant effect was on endpoint accuracy by the listeners
with CIs in the +10 dB SNR condition. In contrast, perfor-
mance on the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua was far more
vulnerable to manipulations in SNR and demonstrated the
largest group differences. Endpoint accuracy and slope mea-
sures differed significantly between groups. Endpoint accu-
racy was also affected by SNR, and this interacted with
group. These differences can be seen most clearly in Fig. 3,
which plots performance on the /rÄ/-/lÄ/ continuum: end-
points were identified less accurately by listeners with CIs,
particularly in the unfavorable SNR condition. Moreover, the
identification functions of the listeners with CIs are clearly
shallower than those of the listeners with NH.2

D. Analysis of individual differences

1. Method

One of the goals of this investigation was to examine
individual variability among listeners with CIs systemati-
cally. Performance of individual CI listeners varied greatly,
as is illustrated by the large error bars in Figs. 1–4. This
finding was not unexpected: listeners with CIs are a hetero-
geneous group and high levels of within-group variability
can be found in almost any study of listeners with CIs �e.g.,
Munson et al., 2003�. The purpose of our individual-subjects
analysis was to determine whether there was a hierarchy of
difficulty among the four continua we examined. That is, we
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wanted to determine whether performance that was very un-
like that of the NH listeners on one continuum �e.g., /rÄ/-/lÄ/�
implied performance that was unlike the NH listeners’ per-
formance on another continuum �e.g., /i/-/u/�, or whether lis-
teners with CIs varied randomly in the continua on which
they deviated from the performance of the NH listeners. To
do this, we needed to develop a measure through which we
could quantify the difference between the individual listeners
with CIs and the average performance of the listeners with
NH. To accomplish this, we quantitatively compared the
identification functions of each listener with a CI to the av-
erage identification functions of the entire group of listeners
with NH. Specifically, we calculated the difference between
each CI listener and the average performance of the NH lis-
teners for each step on the continuum. We then squared this,
and calculated the mean-squared difference �MSD� across
the entire continuum. These MSD measures were calculated
separately for the four continua in the two SNRs, for a total
of eight data-points per participant with a CI. Higher MSD
values indicate a larger deviation from the listeners with NH
�i.e., poorer performance� than lower MSD values.

2. Results

MSD values are shown in Table II, which is organized
from the least-NH-like participant at the top, to the most-
NH-like participant at the bottom. For this analysis, least-
NH-like and most-NH-like were determined by ranking the
average MSD across the eight continua for each listener with
a CI. The columns are organized from the condition in which
the listeners with CIs differed most from NH listeners overall
at the left, to the condition in which the listeners with CIs
performed most like the listeners with NH listeners overall at
the right, as determined by the average MSD across the 12
listeners with CIs. As Table II shows, the variability within
conditions was greatest for the four continua on which the

listeners with CIs demonstrated the least-NH-like perfor-
mance.

Table II shows that there was not perfect consistency
among the 12 listeners in which continua were the least NH-
like. For example, simple correlations �Pearson’s r� showed
that performance on the say-stay condition in noise did not
correlate significantly with performance on any of the other
conditions �r�0.2, p�0.05 for all comparisons�. In contrast,
correlations between the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua were
significant, both in quiet and in noise �r�0.60, p�0.01 for
both correlations�. This suggests that differences at the group
level potentially arise from different mechanisms, with most
listeners showing greatest decrements in the two continua in
which dynamic spectral cues varied �/rÄ/-/lÄ/ and /wÄ/-/jÄ/�,
and a smaller subset of listeners showing greater decrements
in the temporal-cue only say-stay continuum.

E. Discussion

The results of this experiment confirm that the acoustic
cues that are most vulnerable to noise-related decrements are
rapidly changing spectral cues, such as the formant transi-
tions in the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua. One reasonable
hypothesis that follows from this finding is that these group
differences are related to listeners’ frequency selectivity. As
described above, there is a well-established relationship be-
tween CI listeners’ frequency selectivity and their speech
perception in noise �Friesen et al., 2001; Fu et al., 1998; Qin
and Oxenham, 2003�. Listeners who gain greater benefit
from increases in the number of spectral channels show bet-
ter speech perception in noise than those who can perceive
fewer spectral channels. It is possible that the listeners with
CIs in this investigation showed poorer perception of
/rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua in noise because of their
poorer frequency selectivity than the NH listeners. To further
evaluate this hypothesis, we conducted a second experiment

TABLE II. Performance for the individual listeners with CIs on experiment 1, measured as mean squared
difference from the average performance of the NH listeners. See text for details.

Subject

Continuum

Average

/rÄ/-/lÄ/ say-stay /wÄ/-/jÄ/ /i/-/u/ say-stay

Noise Quiet Noise Noise Quiet Noise Quiet Quiet

307 17.3 26.8 2.9 31.4 12.1 12.5 4.5 2.8 13.8
306 19.4 4.6 8.0 10.2 9.0 5.5 11.1 3.2 8.9
313 15.2 11.2 6.2 12.5 4.5 4.8 3.1 6.8 8.0
304 13.8 16.4 15.1 1.1 2.4 4.1 2.1 4.0 7.4
305 14.0 5.2 15.1 2.3 4.5 2.5 4.4 1.3 6.2
308 1.1 1.5 16.0 0.8 6.4 14.3 5.4 1.9 5.9
312 11.5 10.8 8.4 2.7 5.5 1.7 3.5 0.9 5.6
302 9.6 7.8 1.2 5.3 8.6 0.6 2.4 0.3 4.5
311 6.5 0.7 4.1 5.6 9.2 1.1 3.4 3.6 4.3
303 11.7 1.9 0.5 1.1 3.3 1.6 4.1 1.5 3.2
301 2.4 5.4 4.2 0.3 0.4 5.6 3.0 0.5 2.7
310 3.1 0.9 0.6 0.5 0.4 0.3 6.0 0.9 1.6

Average 10.5 7.8 6.9 6.1 5.5 4.5 4.4 2.3
Standard deviation 6.0 7.7 5.8 8.9 3.7 4.5 2.4 1.8
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in which we presented NH listeners with four- and eight-
band cochlear implant simulations of the four synthetic con-
tinua. If frequency selectivity is implicated in the group dif-
ferences we observed, then manipulating the number of
simulation bands in experiment 2 should influence synthetic
speech perception in a manner similar to how group influ-
enced performance in experiment 1.

III. EXPERIMENT 2: COCHLEAR IMPLANT
SIMULATIONS IN NORMAL-HEARING LISTENERS

A. Methods

1. Participants

Eleven college-age adults participated in experiment 2.
All of the adults were native speakers of English, with no
reported history of speech, language, or hearing disorders.
None participated in the first experiment. Testing took place
in a single session, which lasted approximately 3 h. Partici-
pants received $30.00 for their participation.

2. Stimuli

Stimuli for experiment 2 were four- and eight-band
simulations of the four continua from experiment 1. The
choice to use both four- and eight-band simulations was mo-
tivated by Friesen et al.’s �2001� finding that poorer-
performing listeners with CIs do not improve beyond four
spectral channels, while better-performing listeners improve
up to seven spectral channels. The algorithm used to generate
the stimuli was identical to that used by Nelson and Jin
�2004�. Briefly, the algorithm of Shannon et al. �1995� was
used, in which stimuli were filtered into bands; the amplitude
envelopes were extracted from each band using the
amplitude-extraction algorithm in the Cool Edit Pro software
�Syntrillium, Inc., 1996�; appropriate narrow-band noise-
sources with the same bandwidth were fit to the amplitude
envelope of each band; and the bands were mixed together
preserving the original relative amplitudes. The filter cutoffs
for the four- and eight-band stimuli are shown in Table III.
Stimuli were normalized for rms amplitude prior to being
presented.

3. Procedure

The procedures were the same as in experiment 1, with
the exception that experiment 2 was blocked by number of
bands in addition to being blocked by continuum and SNR.
Experimental blocks were randomized, and each subject par-
ticipated in a unique order. As in experiment 1, each experi-
mental block was preceded by a block in which participants
heard the endpoint stimuli with a concurrent visual display
providing its identity, with no response required. This was
followed by a block in which they identified the endpoints,
with feedback on their accuracy. In the experimental block,
nine presentations of each stimulus were given.

B. Results

1. Endpoint accuracy

Four three-factor within-subjects ANOVAs were used to
examine the influence of SNR �quiet vs. +10 dB�, and num-

ber of bands �4 vs. 8� on accuracy of identification of the two
endpoints. In the ANOVA examining performance on the
/i/-/u/ continuum, none of the main effects were significant.
There was, however, a significant two-way interaction be-
tween endpoint and number of bands �F�1,10�=7.2,
p�0.05� as well as a three-way interaction among endpoint,
number of bands, and SNR �F�1,10�=6.2, p�0.05�. Inspec-
tion of Fig. 5 suggests that this three-way interaction resulted
from the effect of SNR being restricted to the /i/ endpoint in
the four-band condition.

When performance on the seven-step /wÄ/-/jÄ/ con-

TABLE III. Filter cutoffs for four- and eight-band simulations used in the CI
simulations.

Four-band simulations

Band
Low-pass cutoff

�Hz�
High-pass cutoff

�Hz�

1 327 648
2 677 1341
3 1400 2773
4 2898 5739

Eight-band simulations

Band
Low-pass cutoff

�Hz�
High-pass cutoff

�Hz�

1 283 546
2 546 870
3 870 1300
4 1300 1810
5 1810 2460
6 2460 3265
7 3265 4280
8 4280 5540

FIG. 5. Average performance for NH listeners on the four- and eight-band
simulations of the continuum /i/-/u/ in quiet and in noise. Error bars repre-
sent one standard error of measurement.
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tinuum was examined, a main effect of SNR was found
�F�1,10�=15.3, p�0.01�. Endpoints were identified less ac-
curately in noise than in quiet. There was also a significant
main effect of number of bands, F�1,10�=6.7, p�0.05.
Identification was lower overall for the four-band stimuli
than for the eight-band stimuli. Finally, there was an interac-
tion between number of bands and SNR, F�1,10�=9.0,
p�0.05. This interaction can be seen by comparing the iden-
tification functions in Fig. 6. As this figure shows, the influ-
ence of noise on endpoint accuracy was greater for the four-
band simulations than for the eight-band simulations.

When performance on the /rÄ/-/lÄ/ continuum was ex-
amined, a significant main effect of SNR was found,
F�1,10�=14.1, p�0.01. There were no significant main ef-
fects of number of bands or of endpoint; however, there was
a significant three-way interaction among SNR, number of
bands, and endpoint, F�1,10�=7.7, p�0.05. Inspection of
Fig. 7 suggests that this interaction arose because SNR did
not influence endpoint identification for the /rÄ/ endpoints in
the four-band simulation, but it did affect /lÄ/ endpoints in
the four-band condition.

Finally, when the say-stay continuum was examined, a
significant main effect of endpoint was found, F�1,10�=6.3,
p�0.05. Across the two SNRs and the two band conditions,
the stay endpoint was identified less accurately than the say
endpoint. There was also a significant effect of number of
bands, F�1,10�=11.4, p�0.01. Across the two endpoints
and the two SNRs, stimuli were identified less accurately in
the four-band condition than in the eight-band condition.
There were no interactions. The identification data for say-
stay are shown in Fig. 8.

2. Total responses

Four two-factor within-subjects ANOVAs examined the
influence of SNR and number of bands on total endpoint

responses. When the /i/-/u/ continuum was examined, a sig-
nificant main effect of SNR was found, F�1,10=18.8,
p�0.01�. Fewer /i/ tokens were heard in noise than in quiet.
In contrast, no significant effect of SNR or number of bands
was found for the other three continua.

3. Slope

The final set of four ANOVAs examined the influence of
SNR and number of bands on the slopes of individual listen-
ers’ identification functions. A two-factor within-subjects de-

FIG. 6. Average performance for NH listeners on the four- and eight-band
simulations of the /wÄ/-/jÄ/ continuum in quiet and in noise. Error bars
represent one standard error of measurement.

FIG. 7. Average performance for NH listeners on the four- and eight-band
simulations of the /rÄ/-/lÄ/ continuum in quiet and in noise. Error bars rep-
resent one standard error of measurement.

FIG. 8. Average performance for NH listeners on the four- and eight-band
simulations of the say-stay continuum in quiet and in noise. Error bars
represent one standard error of measurement.
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sign was used for each ANOVA. When /i/-/u/ performance
was examined, a significant main effect of SNR was found,
F�1,10�=5.0, p=0.05. This occurred because the identifica-
tion functions were shallower in the +10 dB SNR condition
than in the quiet condition. There was no significant main
effect of number of bands, and the interaction was not sig-
nificant. A similar pattern was found for slopes for the
/wÄ/-/jÄ/ continuum. A significant main effect of SNR was
found, F�1,10�=9.0, p�0.05. Again, slopes in the +10 dB
SNR condition were shallower than in the quiet condition.
There was no effect of number of bands, nor an interaction
between the two factors. The same pattern was found for
performance on the /rÄ/-/lÄ/ continuum. There was a signifi-
cant main effect of SNR, F�1,10�=12.5, p�0.05. Again,
slopes were shallower in the +10 dB SNR condition than in
quiet. There was no effect of number of bands, nor an inter-
action between the two factors. Finally, when performance
on the say-stay continuum was examined, no significant ef-
fects of number of bands or SNR were found.

C. Discussion

The results of this experiment suggest that perception of
the /rÄ/-/lÄ/ and say-stay continua is most vulnerable to re-
ductions in the number of spectral bands in the CI simulation
and to unfavorable signal-to-noise ratios. These continua in-
cluded one that varied a dynamic spectral cue �/rÄ/-/lÄ/� and
one that varied a temporal-only cue �say-stay�. In contrast,
perception of the /wÄ/-/jÄ/ and /i/-/u/ continua were rela-
tively less affected by spectral reductions and the introduc-
tion of noise. These findings stand in contrast to those of
experiment 1, in which the two continua for which spectral
cues were varied showed greater group differences and larger
decrements in noise than the temporal-only say-stay con-
tinuum, which showed larger group differences and decre-
ments in noise than the /i/-/u/ continuum. However, two gen-
eral findings were common to the two experiments:
perception of /rÄ/-/lÄ/ was most vulnerable to experimental
manipulations, while /i/-/u/ was least vulnerable. This sug-
gests that the group differences between listeners with CIs
and NH listeners in experiment 1 cannot be attributed solely
to spectral distinctiveness alone. If this conjecture were true,
then number of bands would have affected NH simulation
listeners in experiment 2 in a manner similar to the effect of
group in experiment 1.

This conclusion is qualified by two observations. First,
the average identification functions for the two most affected
continua, /rÄ/-/lÄ/ and say-stay, are highly nonmonotonic in
some conditions, and this was true for many individual sub-
jects. This makes probit analyses less appropriate than for the
other continua, /i/-/u/ and /wÄ/-/jÄ/. Second, the listeners in
this experiment were not provided with extensive preexperi-
ment training on perceiving CI simulations. It is well estab-
lished that some of the variability in speech perception by
listeners with CIs can be attributed to the experience that
they have using a CI device �Gantz et al., 1993�. More-
experienced listeners are more successful in perceiving
speech than less-experienced listeners. The listeners in ex-
periment 2 did not have extensive practice and training lis-

tening to spectrally degraded signals. While familiarization
with the stimuli was provided, this cannot be considered
comparable to the experience that real-world CI listeners
have in perceiving degraded signals.

IV. GENERAL DISCUSSION

Overall, the identification performance of most listeners
with CIs in experiment 1 was quite similar to that of NH
listeners for stimuli presented in quiet, especially when end-
point accuracy and total responses were examined. Listeners
with CIs were more adversely affected by the noise, how-
ever, for the continua that varied dynamic spectral cues,
/wÄ/-/jÄ/ and /rÄ/-/lÄ/. Some of the individual CI listeners
performed very similarly to the NH listeners; other CI listen-
ers performed considerably more poorly. The cause of these
differences in performance is unclear. The results of experi-
ment 2, which examined NH listeners perception of cochlear
implant simulations of the four continua in quiet and in
noise, suggest that the group differences in experiment 1 are
not wholly attributable to differences in frequency selectiv-
ity. As in the earlier experiment, perception of /rÄ/-/lÄ/ was
most vulnerable to manipulations in number of bands—
which models differences in frequency selectivity—and
SNR. However, perception of say-stay was also strongly in-
fluenced by these variables, and perception of /wÄ/-/jÄ/ was
not. This suggests that the differences between CI and NH
listeners are not due solely to frequency selectivity. If that
were true, then we would expect that /rÄ/-/lÄ/ and /wÄ/-/jÄ/
would have been more affected by noise and reductions in
the number of bands in experiment 2 than /i/-/u/ and say-
stay.

These findings complement those of previous studies
that have demonstrated significant sentence-perception defi-
cits in noise by CI and NH simulation listeners �e.g., Nelson
et al., 2003; Qin and Oxenham, 2003; Nelson and Jin, 2004�.
In each of those previous studies, CI and NH simulation
listeners experienced significant decrements in sentence per-
ception in the presence of background noise at SNRs similar
to those of the current study. In Nelson et al. �2003� and
Nelson and Jin �2004�, CI and NH simulation listeners’ per-
formance dropped by 20% to 50% �as measured by key
words correctly repeated� between the quiet and steady noise
conditions at +8 dB SNR.

The results of this study demonstrate that the influence
of noise on speech perception by adults with CIs is not the
same for all phonetic features. This study demonstrates that
using synthetic speech can help better understand which as-
pects of speech sounds are most vulnerable to misperception
in noise. Specifically, the results show that sounds that are
most vulnerable to misperception in noise are those whose
critical acoustic cues are rapidly changing spectral patterns,
such as the /rÄ/-/lÄ/ and /wÄ/-/jÄ/ continua used in this study.
Future studies should examine this using more continua that
vary rapidly changing spectral cues. Future research should
also examine systematically why listeners with CIs are more
susceptible than listeners with NH to misperceiving those
cues in noise.
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This study examined perceptual learning of spectrally complex nonspeech auditory categories in an
interactive multi-modal training paradigm. Participants played a computer game in which they
navigated through a three-dimensional space while responding to animated characters encountered
along the way. Characters’ appearances in the game correlated with distinctive sound category
distributions, exemplars of which repeated each time the characters were encountered. As the game
progressed, the speed and difficulty of required tasks increased and characters became harder to
identify visually, so quick identification of approaching characters by sound patterns was, although
never required or encouraged, of gradually increasing benefit. After 30 min of play, participants
performed a categorization task, matching sounds to characters. Despite not being informed of
audio-visual correlations, participants exhibited reliable learning of these patterns at posttest.
Categorization accuracy was related to several measures of game performance and category learning
was sensitive to category distribution differences modeling acoustic structures of speech categories.
Category knowledge resulting from the game was qualitatively different from that gained from an
explicit unsupervised categorization task involving the same stimuli. Results are discussed with
respect to information sources and mechanisms involved in acquiring complex, context-dependent
auditory categories, including phonetic categories, and to multi-modal statistical learning. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2011156�
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I. INTRODUCTION

Experience plays an essential role in shaping auditory
perception in general, and speech perception in particular.
However, there is a major complicating factor in character-
izing this role experimentally; listeners come to the labora-
tory already shaped by considerable experience, the history
of which may not be known to the experimenter. Since lan-
guage experience cannot be controlled ethically, this is par-
ticularly troubling for speech perception. As a result, there
are often limits on the certainty with which underlying learn-
ing or perceptual mechanisms can be inferred from patterns
in adult �or even infant� perception. As a result, many long-
standing questions concerning phonetic categories remain
and current theories vary even in their most basic assump-
tions, including the very nature of perceptual objects �Diehl
et al., 2004; Fowler, 1986; Liberman and Mattingly, 1985;
Lotto and Kluender, 1998; Nearey, 1997�. In cases like this
where ecological validity and experimental control are at
odds, it can be useful to take a converging methods ap-
proach, for example examining adult and infant speech per-
ception where control over experience is less realizable and,
in addition, investigating experimental paradigms where
strict control over the history of experience is possible.
Along with studies of nonhuman animal perception and
learning of speech sounds �e.g., Hauser et al., 1998, 2000;
Holt et al., 1997, 2001; Kluender et al., 1987, 1998; Sinnott

et al., 1976; Sinnott and Brown, 1997�, human nonspeech
auditory categorization designs provide an important con-
trolled testing ground of the latter type. With properly se-
lected nonspeech sounds, listeners’ exposure to category in-
stances can be carefully monitored. Observing the effects of
this exposure during and after acquisition, then, aids in un-
derstanding the auditory and cognitive constraints upon
sound category acquisition, and knowledge of these con-
straints in turn informs the examination of phonetic percep-
tion. Analogous lines of research have proven valuable in
other domains; expert visual perception of non face objects,
for example, has provided a new understanding of the cog-
nitive and neural mechanisms involved in face perception
�Gauthier and Tarr, 1997; Gauthier et al., 1998; 1999a, b;
Rossion et al., 2002�.

Observation of nonspeech category learning has already
revealed some interesting and potentially informative paral-
lels to speech categorization. However, interpretation of
these results with respect to their link to phonetic categori-
zation is challenged by the limited ecological validity of both
the category stimulus distributions and the training methods
used in studies thus far. Sounds and sound inventories for
which learning has been observed are simpler by orders of
magnitude than those involved in speech communication.
Relatedly, the methods used to drive this learning have been
limited to explicit training tasks demonstrably unlike any-
thing encountered during speech category acquisition and
considerably simpler than those used to affect non-face ex-
pertise in visual training studies �e.g., Gauthier et al., 1998�.
The purpose of the present study is twofold: we describe a
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method of exposing participants to novel nonspeech auditory
categories that better resembles the natural category acquisi-
tion process and we explore the success of this method by
investigating listeners’ development of categories that, to
varying degrees, involve some of the same challenges asso-
ciated with the acquisition of naturally occurring speech cat-
egories. We first review a few relevant previous findings
from nonspeech categorization studies.

A. Nonspeech auditory categorization

Several important parallels between speech and non-
speech categories have been observed. First, there is evi-
dence that as a result of training human adults do, in fact,
learn auditory categories that, like speech sounds, have non-
linear acoustic distributions. Lotto �2000�, for example,
taught listeners to categorize novel sounds as members of
categories. Sounds varied continuously along one temporal
and two spectral dimensions and categories overlapped thor-
oughly in all three acoustic dimensions. Category member-
ship was determined by a complex rule and could depend on
the acoustic characteristics of a given sound along any two
of the three dimensions. Despite this complexity, however,
listeners’ categorization reliably improved over the course of
training; they correctly labeled more sounds on the tenth day
of training than on the first.

Also in line with phonetic acquisition, not all nonspeech
acoustic distributions are learned with equal ease or in the
same manner. Holt et al. �2004�, for example, showed that
general auditory perceptual discontinuities may interact with
sound categorization. Listeners in this study learned sound
categories defined along a single temporal dimension, tone
onset time �TOT�, a measure of the difference in onset time
between two coterminous tones that has been previously
used to model voice onset time �VOT� in speech �Pisoni,
1977�. Nonspeech TOT categories were easiest to learn when
the stimulus distributions defining the categories were posi-
tioned along the TOT dimension such that their boundary
coincided with a temporal region ��20 ms� associated with
increased discriminability in humans �Pisoni, 1977� and non-
humans �Kuhl and Miller, 1975� and known to underly a
disproportionate number of phonetic distinctions in the
world’s languages �Keating, 1984; Lisker and Abramson,
1964�. When the category distributions were shifted such
that the natural peak in discriminability no longer coincided
with the boundary between the category stimulus distribu-
tions, categories were more difficult to learn. Relatedly, Mir-
man et al. �2004� found qualitatively different learning pat-
terns for categories as a function of the type of acoustic cue
that differentiated category exemplars. Listeners who learned
complex nonspeech sounds differing along a rapidly chang-
ing temporal dimension �amplitude rise time� were better at
categorizing, but worse at discriminating, category exem-
plars than listeners who learned categories differing along a
steady-state spectral dimension. This difference was ob-
served even when pretraining sensitivity to the spectral and
temporal cues was equalized across the two acoustic dimen-
sions. This pattern of perception parallels differences ob-

served in perception of steady-state �vowels and fricatives�
and rapidly changing �consonants� speech sounds �e.g., Ei-
mas, 1963�.

In addition to the acoustic characteristics and distribu-
tional properties of sound categories, the category training
procedure used also seems to have important consequences
in auditory categorization. It is well known that, particularly
for complex categories, the learner’s task during training
may affect resulting knowledge �e.g., Allen and Brooks,
1991; Ashby et al., 1999, 2002�. In nonspeech categoriza-
tion, categorization-with-feedback designs have thus far been
assumed to provide a reasonable approximation of the natu-
ral acquisition process. One notable finding in this respect
was reported by Guenther et al. �1999� who examined listen-
ers’ ability to discriminate very similar within-category
sounds as a function of different types of training. When
training emphasized discrimination, listeners improved in de-
tecting small acoustic differences among stimuli. However,
when training emphasized categorization, they instead dem-
onstrated “acquired similarity,” becoming less sensitive to
within-category acoustic differences. These findings may be
informative regarding the structure of information encoun-
tered during acquisition, since perceptual warping of the
acoustic space seems to accompany the categorization of
speech sounds �Kuhl, 1991; Kuhl, 1992; cf. Lotto et al.,
1998�.

The import of observations of nonspeech categorization
is generally taken to be their qualitative similarity to patterns
known to exist in speech perception. To the extent that ef-
fects in nonspeech acquisition and perception can be conclu-
sively linked to similar effects in speech, nonspeech designs
offer an important ground for investigating the limits and
possible mechanisms governing categorization. However,
also noteworthy are the differences between perception of
speech and the nonspeech categories for which learning has
been thus far observed. One striking difference involves the
degree of competence typically reached in nonspeech train-
ing studies. Lotto �2000�, for example, observed only 70%
accuracy in participants’ learning of two categories after ten
hour-long sessions of intensive training; language users ob-
viously must maintain many more categories much more ac-
curately to achieve communication proficiency. Certainly,
performance might continue to improve with more experi-
ence; language-acquiring infants receive thousands of hours
of language exposure. However, with the impossibility of
imposing this level of exposure in nonspeech training experi-
ments comes the risk that the learning observed is fundamen-
tally different from that involved in language acquisition �see
Reber, 1989�.

Another important �and potentially more manageable�
difference involves the training method used in the studies.
The categorization-with-feedback training commonly used in
studies of nonspeech categorization is demonstrably quite
unlike the processes by which humans are exposed to natural
language sounds, and perhaps so fundamentally different as
to preclude informative comparison. In the typical categori-
zation training study participants sometimes undergo a short
period of passive familiarization with the sounds to be
learned and then hear a large number of exemplars from two
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or �rarely� more categories. After each sound presentation,
listeners press a button corresponding to a category label;
following this response, some sort of visual feedback indi-
cates whether the previously-heard sound corresponds to the
same category as the button pressed.

Phonetic acquisition does not seem to involve explicit
category labels, explicit response trials, or explicit feedback
�e.g., Bruner, 1983; Jusczyk, 1997b�. To the extent that cat-
egory information accompanies category instances during
�first� language acquisition, it involves complex correlations
among acoustic event sequences and various visual, auditory,
olfactory, tactile, and other events occurring in the environ-
ment. While it is far from clear how infants make use of this
barrage of co-occurrences, it is known that human infants
and adults are sensitive to statistical regularities at multiple
levels �Jusczyk, 1997b; Kuhl et al., 1992; Maye et al., 2002;
Saffran et al., 1996; 1997, 1999�. Moreover, there seem to be
differences in the learning resulting from explicit training
and that resulting from more incidental, implicit exposure. At
least for patterns that are not particularly salient or easy to
describe with simple rules, implicit exposure leads to faster,
more accurate learning of the patterns than does explicit in-
struction �Reber, 1976; Reber et al., 1980; Reber, 1989 for
review�. It has been suggested �e.g., Lacerda, 2003; Lacerda
and Sundberg, 2004� that sensitivity to statistical regularities
given rich, multimodal input from the environment results in
the recognition of systematic patterns, including an aware-
ness of phonetic categories that eventually interacts with
other levels of linguistic processing.

With the aim of addressing this issue from multiple, con-
verging methods, the purpose of this study was to develop
and test a method of exposing learners to auditory categories
that better resembles the natural acquisition process in these
respects. In the next section a training method is described
that captures several essential aspects of phonetic acquisi-
tion. In this method, subjects play a computer game in which
they must navigate through a three-dimensional space, per-
forming actions specific to animated characters they encoun-
ter along the way. Each of these characters is associated with
both a distinctive movement pattern and predetermined
sound category; an exemplar of this category is presented
repeatedly each time the character is encountered in the
game. Participants are not informed of the nature of these
sound categories, nor of their significance in the game task,
and other sound effects including a repetitive, synthetic
background music score are also present throughout the
game. However, as the game progresses, the speed and dif-
ficulty of the required tasks increase so that quick identifica-
tion of approaching characters by means of their character-
istic sounds is, while never required or explicitly
encouraged, of gradually increasing benefit to the player.
Following one or more sessions of this type of exposure,
listeners complete a categorization task involving explicit
matching of sounds to characters encountered during the
game. This training method was used to examine listeners’
categorization of a somewhat larger �four category� inven-
tory of sound categories composed of sound exemplars that
incorporate somewhat more of the nonlinear, context-
dependent nature of speech sounds than have exemplars em-

ployed in previous auditory categorization studies. Categori-
zation patterns were compared across differences in category
structure �experiment 1� and to categorization patterns result-
ing from an explicit, unsupervised categorization task that
did not involve the interactive game �experiment 2�.

B. Outline of the game

The design of the training task is conceptually, audiovi-
sually, and ergonomically similar to that of typical commer-
cial first-person shooting games. A screenshot of a typical
game scene is shown in Fig. 1. For the duration of a game,
the player moves forward at a constant perceived speed
through a pseudo-three-dimensional tunnellike space. As the
player progresses, he or she is periodically approached by
animated irf-bat �interactive robot figure-based auditory
training� characters, generally from the forward direction.
The game involves four irf-bat characters that are easily dis-
tinguished from each other by shape, motion, and color pat-
terns.

The player’s tasks are to shoot and to capture these char-
acters. Two of the four characters are enemy irf-bats, desig-
nated for shooting, and the remaining two are friend irf-bats,
to be captured. These tasks are accomplished as follows, in a
manner typical of similar games. Although the player moves
uniformly forward throughout the game, it is possible to ad-
just the visual line of sight, to look or aim in any direction.
This is accomplished using the LEFT, RIGHT, UP, and
DOWN arrow keys with the right hand. Shooting and cap-
turing require a combination of this movement and a multi-
step aiming process using the left hand. Specifically, when
the Q key is pressed and held, a targeting graphic �the two
triangles in Fig. 1� is illuminated in the center of the screen.
This graphic is used to aim at enemy irf-bat characters in
preparation for shooting. The player adjusts the sight line
using the arrow keys, until a color change in the targeting
graphic indicates that the irf-bat is currently on target for
shooting. Finally, pressing the SPACE bar activates a shoot-
ing function. Capturing involves a similar process. When the

FIG. 1. Screenshot of typical game. The two-eyed figure in the center is an
approaching irf-bat character; the orientation of the targeting graphic �two
triangles� and background scene indicate that the player has adjusted the line
of sight to the left to target the character.
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R key is pressed and held, a targeting graphic appears on the
screen that aids the player in aiming at an irf-bat character
using the arrow keys. Instead of pressing the SPACE bar, the
subject must continually adjust the target using the arrow
keys to keep the character in line as it approaches. As this is
happening, the irf-bat character moves continuously forward,
closer to the player’s vantage point. Once the character
reaches the player, with the capturing graphic displayed and
on target, a capturing function is activated. If any irf-bat
reaches the player’s location without having been success-
fully shot or captured, it is said to have escaped and disap-
pears from the player’s line of sight.

Three variables figure prominently in the game’s struc-
ture: score, level, and life. The player’s primary objective is
to acquire and maintain a high score. This is accomplished
by shooting; each time the player successfully shoots an en-
emy irf-bat, the score increases, by an amount determined by
�1� the current level and �2� the proximity of the character to
the player at the time of shooting. More points are awarded
for faster shooting and at higher levels of game play. The
player advances one level each time a predetermined number
of enemy characters �three in the present experiments� are
successfully shot. Life is a measure of how many characters
have recently escaped without being successfully shot or
captured. At the beginning of a game, life is set at 10; it
decreases by 2 each time a character escapes. This variable’s
value has no effect on the workings of the game, but the
game terminates when it reaches zero. Its value increases by
1 each time a friend irf-bat is successfully captured and each
time a level is completed. If the player shoots, instead of
captures, a friend character, life is not increased and the
score is decremented by a constant value. The values of each
of these parameters in a given experiment is under the con-
trol of the experimenter.

C. Auditory category presentation in the game

In the present experiments, the game just described was
used to present auditory categories that, like many speech
sounds, are spectrally complex stimuli of a few hundred mil-
liseconds duration. The game involves four sound categories,
each of which possesses multiple exemplars and is associated
with a single irf-bat character. The manner in which partici-
pants are exposed to these categories was designed to mirror
several key aspects of natural phonetic acquisition.

Sound categories always co-occur with their associated
characters. Each time a character appears visually in the con-
text of the game, an exemplar of its corresponding sound
category is presented auditorily. The sound is repeated con-
tinuously �with brief silences between repetitions� the entire
time the character is active, i.e., from the time it is intro-
duced until it is caught or captured or escapes. As a result,
the auditory category �defined by multiple exemplars� tends
to co-occur over the course of a game with both the visual
image of the character and the distinctive motor/tactile pat-
terns involved in shooting or capturing it. Whereas this com-
bination is certainly simplistic compared to the rich set of
visual, olfactory, auditory, kinesthetic, and other cues that
may be correlated with speech sounds as they occur in the

world, it represents much richer contextual support in cat-
egory presentation than that typically present in explicit
learning paradigms, where categories simply co-occur with
their labels and feedback assignments. Additionally, repeti-
tion of a sound throughout a character’s appearance is con-
sistent with an apparently significant aspect of human lan-
guage learners’ early speech input; infant-directed speech
appears to be repetitive �Fernald and Simon, 1984; Lacerda
and Sundberg, 2004; Papousek et al., 1985�.

At the beginning of a game, exposure to these patterns
of co-variance is expected to be fairly implicit, since knowl-
edge of or attention to the acoustic exemplars is of no appar-
ent consequence to game performance and no mention of
their importance is made; participants are instructed only that
they will be playing a video game. Characters appear near
the center of the screen and approach the player slowly. Their
accompanying sounds are merely part of a stylistically and
texturally coherent game score, accompanied by background
music and separate sound effects when the player shoots or
captures a character or a character escapes. However, with
each new level, the game becomes progressively more diffi-
cult in two ways. First, all motion in the game, including the
approach of the characters and the targeting mechanism’s
responsiveness to the player’s key presses, speeds up gradu-
ally. In addition, the characters begin approaching from lo-
cations that are gradually further displaced from the center of
the screen. Each irf-bat character is associated with a single
direction of origin �up, down, left, or right� from the center
of the screen; on average �there is always an additional ele-
ment of random noise�, characters begin their approaches
further in these directions as a game progresses.

These trends can be seen in the Fig. 2�a�, which shows
the starting locations of characters encountered over the
course of a typical game. In this figure, the x and y dimen-
sions represent the absolute distance in screen coordinates
from the center of an approaching irf-bat character to the
point at the center of the screen when the player is facing
forward, a measure proportional to the apparent angular dis-
placement of the character from the forward direction. En-
emy characters approach the player in a straight line, and
friend characters approach in a straight line infused with ran-
dom jitter, so these locations remain nearly constant as long
as a character is active. Each time a character is caught or
captured or escapes, the player’s line of sight is returned to
the forward direction.

As shown in Fig. 2�a�, as the game progresses, charac-
ters appear in more and more distal locations, requiring faster
movement and hand-eye coordination on the part of the
player. In the figure, the visible area of the game screen is
represented by the range �1,−1� in each dimension, so that
the player’s viewing frustum always extends only one unit in
each direction from the current line of sight. Importantly,
since this line is adjusted so that the player faces forward
each time a character becomes inactive, only characters fall-
ing within the range ��1, 1�, �−1,−1�� are initially visible to
the player; this range is represented by the shaded box. As
shown in Fig. 2�a�, at some point during a game �approxi-
mately level 8� the mean starting points of approaching char-
acters move beyond this visible area. Since in this case an
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irf-bat’s sound is the only cue to its identity and location
available to the player when it appears, the correlation be-
tween irf-bats, their sound patterns, and their typical starting
locations is of increasing benefit to quick, accurate targeting.
As starting points become still more distal, targeting be-
comes nearly impossible without quick categorization of
sound patterns. Good performance at higher levels, then, re-
quires a repeated, instantaneous, functionally oriented iden-
tification of sound categories that is generally not demanded
of participants in explicit auditory category training studies.

Figure 2�b� shows a typical player’s responses to the set
of irf-bat character stimuli. The dashed line shows the play-
er’s current aim trajectory �also in screen coordinates�, and
� symbols denote successful hits and captures. Despite a
lack of previous exposure to the game or to the sound cat-
egories, this relatively successful player was able to maintain
game play for several minutes after characters began origi-
nating from outside the viewing area, apparently using ac-
quired knowledge of sound-character-location correlations to
successfully target many characters.

D. Measurement of category acquisition

There are several means of measuring and characterizing
participants’ acquisition of sound categories with the game
�henceforth, Irfbats� task. One ecologically attractive method
is to observe participants’ ability to translate acquired knowl-
edge to successful game performance. Rough measures such
as the absolute or average high score or level reached in a
training session have proven to be effective and are dis-
cussed in the next section. More detailed information can be
obtained by examining players’ aiming responses to indi-
vidual audiovisual stimuli encountered over the course of the
game. Figure 2�c� is derived from the same player move-
ments depicted in Fig. 2�b�, portraying the direction of
movement with respect to target characters. The y axis rep-

resents, over the course of the game, the Euclidean distance
in screen coordinates between the current �at each moment
during game play� line of sight and the character’s location,
compared to this same distance at the time the character first
appeared:

��xi
player − xi

character�2 + �yi
player − yi

character�2�1/2

− ��x0
player − x0

character�2 + �y0
player − y0

character�2�1/2.

Negative values, therefore, indicate the player is adjusting
the targeting device toward the character. As shown by the
sequences of positive values in Fig. 2�c�, the player makes
periodic mistakes, adjusting the target in the direction oppo-
site the character, particularly later in the game when char-
acters are initially invisible, occasionally allowing characters
to escape. However, even very late in the game, the majority
of movement is toward the �often out-of-range� character.
This measure was compared across games and participants in
the experiments described below.

A more direct means of investigating acquired category
knowledge is performance on an explicit postgame categori-
zation task, in which players match sounds with pictures of
characters encountered during game play. Such a test was
also implemented in the present experiments. In the test, par-
ticipants view a screen in which all characters are displayed
with numbers while a sound is presented, and responses are
made by pressing number keys �1–4� on the same keyboard
used during game play.

II. EXPERIMENT 1

The purpose of experiment 1 was to measure and char-
acterize the effectiveness of the Irfbats training paradigm in
learning complex nonspeech auditory categories. Employing
this method, participants were exposed to an inventory of
sound categories intended to present categorization chal-

FIG. 2. Sample game. �a� Initial posi-
tions of irf-bat characters occurring
during the game �inset shows indi-
vidual characters�, overlayed with the
player’s initial viewing frustum at
each character’s appearance. �b�
Traces of player movements in re-
sponse to the same characters. �c� De-
gree of player orientation toward char-
acters over the course of the game,
defined ��xi

player−xi
character�2+ �yi

player

−yi
character�2�1/2 − ��x0

player − x0
character�2

+ �y0
player−y0

character�2�1/2.
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lenges involving both spectral complexity and context-
dependent category structure similar to those encountered in
acquisition of phonetic categories.

A. Method

1. Stimuli

An inventory of four nonspeech categories, each com-
posed of six stimulus exemplars, was used in training. Each
stimulus was 250 ms in duration and had spectral peaks in
two locations, P1 and P2. Category stimulus exemplars were
differentiated by dynamic spectrotemporal patterns in P2, as
shown in Fig. 3. For two of the categories, P2 onset fre-
quency increased or decreased linearly over the initial 150
ms and then remained at a steady-state frequency for the
following 100 ms. We refer to these stimuli as “onset”
stimuli. The remaining two categories were “offset” stimuli
with a symmetrical pattern; P2 frequency was constant for
the first 100 ms and increased or decreased linearly to a final
offset value across 150 ms. P1 frequency had a similar onset
or offset pattern and was constant across stimuli within a
category.

These stimuli modeled some of the spectrotemporal
characteristics of speech signals in that P1 and P2 can be
thought of as analogous to formant resonances of the vocal
tract. Critically, however, the stimuli were perceptually very
dissimilar to speech sounds and unlikely to have been per-
ceived in a “speechlike” manner �Pisoni, 1987�. No category
involved a set of dynamic P2 patterns �category exemplars
are described in detail below� that corresponded in absolute
terms to observed formant patterns of any known set of pho-
nologically equivalent speech sounds. Moreover, stimuli all
possessed a complex fine temporal structure completely un-
like that of speech. For all stimuli, the two spectral peaks
were created by filtering two separate sources and combining

the resulting waveforms additively. P1 was always derived
from a square wave of periodicity 143 Hz. For onset stimuli,
P2 was derived from a sawtooth wave of periodicity 150 Hz,
and for offset stimuli it was derived from uniform random
noise. �This last difference also helped to maximize the per-
ceived difference between onset and offset categories�.

To help ensure that stimuli were not perceived as
speechlike, several naive observers, including some experi-
ment 1 participants, were interviewed informally regarding
the sounds. When asked for general impressions, observers
invariably commented that they resembled “video-game
sounds” or something similar; none mentioned speech
sounds. When pressed to identify individual stimuli as
speech sounds, responses were inconsistent across observers
and did not reflect any relevant properties of the CV and VC
sequences discussed above. Samples of the sounds are avail-
able online.1

Figure 3 shows schematized versions of P1 and P2 pat-
terns of the six exemplars of each category encountered dur-
ing the game task. The range of P2 patterns within categories
was designed to reflect—to varying degrees—the same types
of variability with which consonants are cued by formant
transitions in the context of simple CV and VC sequences.
Steady-state portions, roughly analogous to vowel place of
articulation, varied in center frequency from 950 to 2950 Hz
in 400-Hz steps within and across categories, thus carrying
no first-order information to category membership. P2 tran-
sition trajectories were determined by a combination of �1�
this steady-state frequency and �2� category-specific loci, to-
ward or away from which P2 varied in frequency across
time. As shown in Fig. 3, the beginning �offset stimuli� or
end �onset stimuli� of P2 transitions always corresponded to
the steady-state location; the transition itself spanned a linear
trajectory of approximately2 83% of the distance from the

FIG. 3. Schematic representations category exemplars encountered during game play �each exemplar is comprised of the invariant P1 resonance and one P2
pattern.� Thin dashed lines show interpolation to P2 category loci for clarity.
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steady-state frequency to a constant target locus frequency
for each category. This was intended to represent the way
production �Delattre et al., 1955, 1964� and perhaps percep-
tion �Sussman et al., 1993, 1998� of consonant formant tran-
sitions varies depending on adjacent vowel context. For off-
set stimuli �categories 3 and 4�, P2 loci were placed such that
the categories would be easily distinguished based on only
transition information. Since offset loci were either substan-
tially higher �3950 Hz� or substantially lower �350 Hz� in
frequency than the range of steady-state frequencies, the P2
trajectories of offset stimuli, while varying somewhat in
slope and offset frequency, either always decreased in fre-
quency or always increased in frequency within a category.
For onset stimuli �categories 1 and 2�, however, P2 loci were
within the possible steady-state frequency range at 1350 and
2550 Hz and, as a result, no single invariant acoustic char-
acteristic of onset transitions defined category membership.
Category 1 onsets, for example, varied from steeply decreas-
ing in frequency, to flat, to slightly increasing in frequency
depending on the following steady-state frequency. As a re-
sult, the category 1 trajectories corresponding to the three
highest P2 steady-state frequencies overlap completely in
terms of slope with the category 2 trajectories preceding the
lowest three steady-state frequencies.

Members of these categories, in particular the onset cat-
egories, thus lacked constant necessary and sufficient cues to
category identity. This was intended to reflect the notoriously
non-invariant nature of acoustic cues to many speech catego-
ries. However, also in line with phonetic categories �e.g.,
Lindblom et al., 1992; Lindblom, 1996� and with many cat-
egories shown to be learnable in the visual domain �Ashby
and Gott, 1988; Ashby and Maddox, 1990�, onset stimulus
categories were in fact linearly separable in a slightly higher
dimensional space. Figure 4�a� shows P2 transition slope, a
cue known to be useful in consonant discrimination �e.g.,
Liberman et al., 1954�, plotted against steady-state frequency
for the onset categories �categories 1 and 2�. As indicated by
the dotted line, perfect discrimination between the two

classes may be achieved by simple integration of information
from these two sources. Thus, although there is no first-order
acoustic information upon which to reliably base categoriza-
tion decisions, there is higher-order structure that may be of
use to learners. As a first step in evaluating the importance of
this higher-dimensional relationship in category learning, a
control condition �condition 2� was devised in which this
relationship was absent. Stimuli for this condition are repre-
sented in Fig. 4�b�; whereas categories 1 and 2 possess pre-
cisely the same P2 steady-state and trajectory ranges—and
the same degree of cross-category overlap in these two
dimensions—as the set just described �condition 1�, the cor-
relation between the two cues, rather than being determined
by a category-specific locus, is pseudo-random. To the extent
that information integration takes place as a result of cat-
egory learning in game play, it was predicted that partici-
pants in condition 1 would outperform condition 2 partici-
pants during the game and/or in posttest category
identification.

All sounds were created using Matlab �Mathworks,
Inc.�. Source signals were first generated at a sampling fre-
quency of 22.05 kHz and filtered with an eighth-order ellip-
tical bandpass filter with 2-dB peak-to-peak ripple, 50-dB
minimum attenuation, and 500-Hz bandwidth. After filtering,
all spectral peaks �P1 and P2 within and across categories�
were equalized for rms amplitude, and 25-ms linear on-off
ramps were applied. Finally, waveforms for each pair of for-
mants were added together. Following synthesis, stimuli
were inspected using spectrogram and waveform representa-
tions and found to closely match the intended parameters
depicted in Fig. 3. A constant 50-ms silent interval separated
repetitions of individual stimuli during game play.

2. Procedure

The game procedure used in training was identical to
that described in the introduction; each of the four categories
just described was associated with one of the four characters
pictured in Fig. 2 and one direction of approach. Specifically,
the two friend characters �A and B in Fig. 2�a�� progressively
appeared from the right and left of the screen, respectively,
and enemy characters �C and D in Fig. 2�a�� came from the
bottom and top. Friend and enemy classes each included one
onset and one offset category, such that P2 transition patterns
�and not simply the onset-offset difference� took on the func-
tion of denoting character type. Friend characters A and B
involved the two falling P2 patterns �high onset category 1
and low offset category 4, respectively� and characters C and
D were matched with rising P2 patterns �categories 2 and 3�.

Subjects were first familiarized with the game with a
short tutorial program in which they were allowed to practice
capturing and destroying stationary characters as the experi-
menter verbally explained the concepts of the game. No
sounds were present during this familiarization session, and
no mention was made of sound categories or their impor-
tance in the game task. Once subjects demonstrated to the
experimenter’s satisfaction that they understood the game
procedure �familiarization typically took about 5 min�, they
were given a pair of headphones and informed that they

FIG. 4. Onset category stimuli shown in P2 steady state—onset trajectory
space.
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would play the game for 30 min, during which time their
objective would be to achieve as high a score as possible. A
pause screen �toggled by pressing the P key� was available to
remind players of the details of the task, including summary
instructions for shooting and capturing and descriptions of
visual characters as friend or enemy. Participants were en-
couraged not to pause the game unless it was necessary. The
participant was instructed to press the F1 key to begin a new
game each time the life variable reached zero and a game
terminated. Individual games ranged in length from tens of
seconds to several minutes, and the number of games com-
pleted during the 30-min session ranged from 2 to 14.

Following the game session, subjects completed a cat-
egorization test in which they matched visual images of the
irf-bat characters with exemplars of the four sound catego-
ries. Sound-category exemplars in the test were the 24
stimuli depicted in Fig. 3 and presented during game play
and five novel sounds created to match the characteristic lo-
cus of each category. Novel stimulus P2 trajectories were
determined by the same locus relationship depicted in Fig. 3,
but had steady-state frequencies intermediate those of each
pair of adjacent values used in training �1150–2750 Hz in
five 400-Hz steps�. Each stimulus was presented four times
in the test, for a total of 176 trials, in random order. To
provide maximal continuity with the game task, the same
auditory and visual backgrounds were present during the test.
A trial began with the simultaneous presentation of a sound
stimulus and appearance of all four character images on the
screen, arranged horizontally in an arbitrary constant order
and accompanied by a number 1–4. As in the game, the
sound repeated, with 30-ms silent gaps between repetitions,
for 1.5 s or until the subject pressed a number 1–4 on a
standard keyboard to register a response.

Game and test sessions took place in sound-attenuated
booth using a laptop computer. All sounds were presented
diotically over linear headphones �Beyer DT-150� at approxi-
mately 70 dB SPL.

3. Participants and design

Forty-two college students from the Carnegie Mellon
University community reporting normal hearing participated
in the experiment. Participants received undergraduate psy-
chology credit for their participation.

To test whether any observed effects were due to the
arbitrary mappings of categories to screen directions, visual
characters, source signals, and stimulus types �onset versus
offset� described above, two additional control subconditions
were introduced in condition 1. Although the number of pos-
sible manipulations introduced by the richness of the game
environment precluded fully factorial counterbalancing of
game elements, we expected that these conditions would
capture the effects of any major confounds. Condition 1b
addressed the possibility that preference for a particular vi-
sual character or direction of origin might affect learning for
some categories. In condition 1b the character correspon-
dences described in Sec. II A 2 were reversed, with catego-
ries 1,2,3, and 4 occurring with characters C, A, B, and D,
respectively. Since this manipulation involved a change in
character assignment, location, and task �shoot or capture�

for each sound category, it was predicted that any major bias
patterns would be revealed in differences in performance be-
tween condition 1a �the originally described mappings� and
condition 1b. Condition 1c was designed to test whether the
difference in source signals between onset and offset catego-
ries would contribute to differences in learning. In this con-
dition, the source-category type correspondences from con-
dition 1a were reversed, so that onset category P2 resonances
were derived from noise and offset P2s from the sawtooth
source.

Ten participants each were arbitrarily assigned to condi-
tions 1a, 1b, and 1c. The remaining 12 participants were
assigned to condition 2. �Condition 2 character-source-
category correspondences were constant, identical to those of
condition 1a�.

B. Results

Participants gave a variety of reactions when faced with
the posttest task of matching sounds to visual characters. The
continuum of responses ranged from total surprise to relative
confidence, although self-reported category knowledge did
not always correspond with test performance.

1. Overall learning effects

Figure 5 summarizes overall categorization posttest per-
formance across experiment 1 conditions. It was assumed
that, if participants learned patterns of covariance between
characters and sounds as a result of the game task, they
would be able to match characters to sounds in a subsequent
explicit identification task. When game characters co-
occurred with onset categories defined by the structured vari-
ability patterns shown in Fig. 4�a�, this learning indeed oc-
curred. Subjects in conditions 1a, 1b, and 1c all performed
reliably above chance level �25%� at posttest, for both pre-
viously heard �condition 1a: t�9�=2.76, p=0.022; condition
1b: t�9�=5.92, p�0.001; condition 1c: t�9�=4.28, p
=0.002� and novel �condition 1a: t�9�=3.3, p=0.009; condi-
tion 1b: t�9�=5.91, p�0.001; condition 1c: t�9�=5.29, p
�0.001� category exemplars. No overall differences in accu-
racy were observed between familiar and novel stimuli or
between condition 1a, 1b, and 1c participants, indicating that

FIG. 5. Posttest accuracy across experiment 1 conditions �error bars show
standard error of the mean�.
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the learning effect was reproducible and robust over �at least�
modest changes in the game procedure and the acoustics of
sound category exemplars. Critically, condition 1 participants
in both subgroups performed better than chance both for off-
set category stimuli, which were linearly separable by P2
trajectory �condition 1a: t�9�=2.92, p=0.017; condition 1b:
t�9�=7.65, p�0.001; condition 1c: t�9�=5.48, p�0.001�
and for onset category stimuli, which were not invariant in
this manner �condition 1a: t�9�=3.17, p=0.022; condition
1b: t�9�=4.31, p=0.002; condition 1c: t�9�=3.48, p
=0.007�.

Condition 2 participants heard onset categories that were
not structured reliably in the higher-dimensional acoustic
space defined by P2 trajectory and steady-state frequency
dimensions �Fig. 4�b��, and did not demonstrate learning.
These participants did not differ reliably from chance in
posttest identification of either novel �t�11�=2.1; p=0.06� or
previously encountered �t�11�=1.08; p=0.302� stimuli. A
one-way between-subjects ANOVA revealed that condition 1
participants reliably outperformed condition 2 participants in
accurately categorizing both novel �F�1,40�=11.69; p
=0.001� and previously encountered �F�1,40�=13.5; p
=0.001� stimuli. Moreover, the difference observed was
rather large; the difference in overall p(c) between condi-
tions 1 and 2 was 19%, corresponding to an effect size d
=1.12 �conservatively using the larger of the two observed
standard deviations, from condition 1�. This effect size cor-
responds to a power of approximately 0.8 with the smaller
condition 2 sample size n=12, so it seems the moderate sub-
ject numbers were sufficient.

Since only condition 1a participants’ sound-character
pairing perfectly matched that of condition 2 participants
�condition 1b differed in sound-character and condition 1c in
source-category correspondences�, this comparison was re-
peated including only condition 1a and condition 2 partici-
pants. The results were similarly reliable �novel stimuli:
F�1,20�=7.63, p=0.012; familiar stimuli: F�1,20�=6.003,
p=0.024�.

2. Category comparisons

The top two rows of Fig. 7 show responses to each ex-
emplar of each of the four categories at posttest across
steady-state frequencies. Here several important trends in
categorization are apparent. First, while condition 1 partici-
pants tended to recognize stimuli from all four categories
reliably, condition 2 participants performed uniformly at
chance level. Interestingly, this was true even for offset cat-
egories 3 and 4, for which exemplars were identical to those
heard by condition 1 listeners. It would seem that the lack of
structure in the onset categories discouraged condition 2 par-
ticipants from making use of any audio-visual correspon-
dences in the game.

To test for effects of the complexity of category distinc-
tions on their learning for condition 1 subjects, a
3�training condition; 1a , b , c��2 �category type; onset ver-
sus offset� mixed model ANOVA compared subjects’ sensi-
tivity �%hits � %false alarms� to categories of each type. A
main effect of category type was observed �F�1,27�
=24.25; p�0.001�, indicating that the unidimensionally de-

fined offset categories were recognized slightly more accu-
rately than the onset categories. This was not at all surprising
given the more difficult nature of the two-dimensional onset
distinction. Additionally, while no training condition main
effect was observed �F�1�, the training condition
�category type interaction reached significance �F�2,17�
=4.6; p=0.019�. Posthoc comparisons indicated that this ef-
fect was due to a slightly greater category type difference in
condition 1c, where noise replaced a sawtooth wave as the
source for the onset P2 resonance. Whereas learning oc-
curred for both groups, the harmonic source thus seems to
have been a slightly better carrier of P2 information than the
noise source.

Finally, inspection of category 1 and 2 identification by
condition 1 subjects suggests that, while the structured vari-
ability in the onset stimulus cues helped the listeners to es-
tablish the two categories, the high-level distinction was not
learned perfectly. Specifically, category 1 accuracy tends to
decline at higher P2 steady-state frequencies �i.e., where P2
is falling�, while category 2 accuracy is worst for the lowest
steady states �where P2 is rising�. This suggests that �some�
listeners may have been relying too heavily on the slope of
the P2 transition and not compensating maximally for the
steady-state part of the locus rule. Still, however, the fact that
condition 1 subjects outperformed condition 2 subjects indi-
cates that the higher-order structure played a role in learning,
even in the brief �30-min� training period employed.

3. Game performance effects

In characterizing the effect of the Irfbats task on listen-
ers’ categorization, it was informative to examine perfor-
mance during the game as well as at posttest. Due to errors in
test administration, game performance data from two partici-
pants �one in condition 1a, one from condition 1b� were not
recorded for comparison with posttest scores. Figure 6 shows
posttest accuracy plotted against three measures of success at
the game task for the remaining 40 listeners: mean high
score achieved, mean high level attained, and the mean aim-
ing distance measure pictured in Fig. 2�c�.

Figure 6 illustrates a few important patterns in game
performance across participants and groups. First, condition
1 participants �games with structured onset category variabil-
ity� outperformed condition 2 participants �random onset
variability� not only at posttest but also during the game
itself. On average, condition 1 participants achieved higher
scores �F�1,38�=8.7, p=0.005; means �s.d.� for conditions
1, 2: 40 230 �14 763�, 26 998 �7012��, reached higher levels
of the game �F�1,38�=8.5, p=0.006; means: 11.5 �2.7�, 9.01
�1.7��, and navigated more accurately toward characters
throughout the game �F�1,38�=4.3, p=0.045; means:
−33.02�12.1� , −24.9�9.05�� than did condition 2 partici-
pants. Moreover, game performance and category learning
accuracy appear to be related. For condition 1 participants,
all three performance measures correlate reliably with post
test accuracy; players who demonstrated success �higher
score and level values� and accuracy �lower aiming differ-
ence values� during the game also exhibited better category
learning at posttest. It is not surprising that these correspon-
dences did not hold for condition 2 subjects, who did not
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demonstrate learning overall, although this might also be due
to the smaller total number of subjects in condition 2.

Thus, the higher-order structure imposed on condition 1
stimuli affected category learnability and learning in the Irf-
bats exposure task was sensitive to differences in this struc-
ture. At posttest, condition 1 participants �1� demonstrated
learning for both simple and more complex category exem-
plar distributions and �2� reliably outperformed condition 2
participants, who did not learn overall. Furthermore, it seems
likely that the interactive, incidental nature of the game was
important in achieving this result, since success at the Irfbats
task was related to posttest performance both within and be-
tween participant groups. This indicates that the game task
was not merely a superficial addition to an unrelated inciden-
tal learning task. Game performance was also affected by
category learning and sensitive to differences in category
structure.

III. EXPERIMENT 2

Experiment 1 demonstrated that simple audio-visual cor-
relation patterns in a game task enabled listeners to learn
complex sound categories, whether the category distinctions
involved unidimensionally invariant acoustic cues �catego-
ries 3 and 4� or required integration of two or more cues
�categories 1 and 2�. In beginning to characterize the type of
learning that took place in familiar terms, it is important that
both of these distinction types were tested. Previous studies
have shown that training conditions affect learning differen-
tially depending on the complexity of category distinctions.
Ashby et al. �1999�, for example, observed visual categori-
zation under unsupervised conditions, where observers
grouped visual patterns into a given number of categories.
Optimal categorization occurred only when stimuli were uni-
dimensionally separable, and not when distinctions involved
more than one dimension. Similarly, Ashby et al. �2002�
found an interaction between category structure and the way
category information was presented during training. “Obser-
vational training,” in which category labels were presented to
participants simultaneously with training stimuli, and “feed-
back training,” in which corrective feedback was provided
after stimuli �and sometimes after a subject response�, led to
similar learning for simple, unidimensional category distinc-

tions. However, for categories whose recognition required
integration of information along two separate visual dimen-
sions �length and orientation�, feedback training provided a
substantial advantage. These differences were tentatively
taken as evidence of the learning systems involved, namely
whether a simple explicit system was complemented by
more complex, implicit learning over the course of training
�Ashby et al., 1998�.

The game used here combines elements of all of these
methods of category exposure, as �perhaps� does natural lan-
guage acquisition. At various points in the game, the relative
order of occurrence of auditory stimuli, visual characters,
and participant responses reflect elements of unsupervised,
observational, feedback, and other types of training. As a
first step in comparing learning in the game task to that pre-
viously observed in more controlled designs, and in general
to further characterize the effects of the game on learning, an
additional experiment measured learning of the same sound
categories used in experiment 1, in more explicit circum-
stances and absent the game task. Specifically, an unsuper-
vised training design was used, in which listeners were told
the number of sound categories and exposed repeatedly to
category exemplars but given no category label information
or other feedback. Essentially, this was expected to reveal
which aspects of category structure were critically presented
by the structure of the game environment and those that were
more self-evident given minimal instruction and explicit, de-
liberate comparison of salient acoustic properties of the
stimuli.

A. Method

1. Stimuli

Stimuli were identical to those used in experiment 1.
Only the six exemplars of each category presented during
experiment 1 game play and depicted in Fig. 3 were used in
exposure and testing.

2. Procedure

The categorization task consisted of five familiarization
blocks alternated with five transfer blocks in a single session.
Each block consisted of three repetitions of each of the six

FIG. 6. Experiment 1 posttest accuracy plotted against game performance measures. Regression lines indicate correlation patterns between measures for each
participant group * indicates correlation p�0.05, ** indicates p�0.01.
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exemplars of each category, for a total of 720 stimuli �360
familiarization, 360 transfer�. This was in keeping as closely
as possible with session length and stimulus exposure expe-
rienced in experiment 1 �experiment 1 participants, on aver-
age, encountered 367.3 characters during their 30 min of
game play�. Participants heard isolated sound stimuli in
sound-attenuated booths over headphones at approximately
70 dB SPL. Stimuli were presented in random order within
blocks, using ALVIN, a software system recently developed
by Hillenbrand and Gayvert �2005�. In familiarization
blocks, participants were instructed to listen to each stimulus
carefully and learn as much as possible about the sounds in
order to reliably divide them into four categories, pressing a
button labeled “continue” after each trial. In transfer blocks,
they were instructed to press one of four numbered buttons,
depending on which of the four arbitrarily labeled categories
they chose to assign to the sound’s category. Participants
were urged to be as consistent as possible and were informed
that perfect performance was possible, following Ashby et
al. �1999�.

3. Participants

Ten college students from the Carnegie Mellon Univer-
sity community reporting normal hearing participated in the
experiment. Participants received undergraduate psychology
credit for their participation.

B. Results

Each participant’s response patterns were first translated
into a set of category labels by choosing the set of response-

to-stimulus category mappings that maximized overall accu-
racy �% correct�. Resulting overall accuracy scores averaged
59.9%, well above chance �25%� performance �t�9�
=6.003; p�0.001� and in fact somewhat higher than overall
experiment 1, condition 1 �a,b; condition 1c involved a dif-
ferent set of sounds� game participants’ scores �F�1,28�
=3.41; p=0.076�. This last result was not especially surpris-
ing or indicative of fundamental differences in learning. Ex-
periment 2 involved an explicit auditory categorization task,
while exposure to sounds in experiment 1 was purely inci-
dental �participants did not even know they were learning
sounds�, so direct comparison of overall accuracy after a
single session is not particularly informative. More critical
was the interaction of training type and whether category
distinction cues were unidimensional �offset stimuli� or inte-
grative �onset stimuli� in nature.

The bottom row of Fig. 7 shows responses to each ex-
emplar of each of the four categories averaged across the five
transfer blocks. A qualitatively different categorization pat-
tern seemed to result from explicit unsupervised training.
Experiment 2 participants performed quite well on the lin-
early separable offset categories, but confused the two cue-
integrating onset categories �1 and 2� with each other at near-
chance level. To illustrate this pattern more clearly, Fig. 8
shows the difference between correct responses and locus-
differing competitor responses for onset and offset categories
across testing conditions �zero indicates chance-level perfor-
mance�. This comparison demonstrates that, while experi-
ment 2 participants labeled offset categories fairly accurately,
they responded to onset categories with almost no tendency
to discriminate between competitors. A

FIG. 7. Response patterns across test stimuli for experiment 1, condition 1 �a and b collapsed; top�, condition 2 �middle�, and experiment 2 participants.
Labeled areas correspond to intended category responses; total area less than 100% indicates missed �timed-out� responses.
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2�training condition��2�category distinction type� mixed
model ANOVA with training condition as a between-subjects
factor revealed that onset categories were most difficult over-
all �F�1,28�=26.4; p�0.001�. The training condition effect
did not reach significance; critically, however, a training
�category type interaction was observed �F�1,28�=7.5; p
=0.011�. Relative to overall performance, unsupervised cat-
egorization participants had considerably more difficulty
with onset stimuli compared to offset stimuli.

One interpretation of this difference is that game partici-
pants, like observers trained with feedback in previous ex-
periments �e.g., Ashby et al., 1999, 2002�, were relatively
better able to learn the higher-dimensional onset distinction
than listeners explicitly comparing the sounds in the unsu-
pervised categorization task. However, the training
�category interaction cannot be conclusively attributed to
an advantage on complex distinctions for game participants,
since absolute performance levels precluded direct compari-
son of responses across groups. The unsupervised training
might instead have given experiment 2 listeners a special
advantage in categorizing the offset categories, although it is
unclear what the source of this advantage might have been.
As a first step in addressing this issue, it was observed that
the Irfbats task introduced at least two sources of variability
to the category identification task that were not introduced by
experiment 2’s simple, constant procedure. Absolute average
performance in experiment 1 posttest was probably deflated
by subsets of participants who either �1� due to initial diffi-
culty with the game task failed to advance sufficiently during
30 min of play for much learning to occur or �2� were sur-
prised or confused by the posttest task and did not optimally
display their acquired knowledge. Although study involving
longer-term game play will be required to solve these prob-
lems completely, for the present data it was useful to equate
performance across the tasks by considering subsets of ex-
periment 1 participants who were successful at the game task
and able to demonstrate acquired category knowledge in the

explicit posttest. The right portion of Fig. 8 shows onset and
offset identification patterns for Irfbats participants selected
based on several possible criteria. Offset category identifica-
tion accuracy was selected as a measure of success at the
posttest task, since considering experiment 2 results it should
have been fairly easy for successful participants and since it
did not directly involve the more critical onset performance.
For game success, the mean high score, level, and aiming
speed measures presented above were considered. The per-
formance of successful players was similar across criteria;
they performed similarly to experiment 2 participants for off-
set categories and tended to outperform experiment 2 partici-
pants for onset categories. �The onset difference reached sig-
nificance only when the offset score or mean distance
criterion was used.� Thus, it does seem that, at least for the
more successful participants, Irfbats-style feedback provided
an advantage for learning the complex onset category dis-
tinction.

IV. GENERAL DISCUSSION

This study introduced Irfbats, an interactive video game
developed for use in investigating the acquisition of auditory
categories. While playing Irfbats, participants were inciden-
tally exposed to sound category exemplars in the presence of
other richly correlated multimodal cues. Observations of
postgame sound categorization and patterns in game perfor-
mance allowed for measurement of the types of auditory dis-
tributions that are learnable in the absence of explicit feed-
back.

A. Posttest categorization

Postgame sound categorization patterns demonstrated
that even without explicit feedback Irfbats players can learn
spectrally complex non-invariant auditory categories within
a rather short period �30 mins� of incidental exposure when
higher-dimensional acoustic cue relationships are present. In
experiment 1, the inventory of sounds presented during the
game included both categories possessing distinctive, invari-
ant spectral cues �rising versus falling offset patterns in cat-
egories 3 and 4, as shown in Fig. 3�, and categories that were
not unidimensionally separable �onset categories 1 and 2�.
Much has been made of the significance of non-invariant
category cues with respect to speech perception �Delattre et
al., 1955; Kluender et al., 1987; Stevens and Blumstein,
1981�. Like the speech categories they modeled, the non-
invariant category distributions were linearly separable in a
higher-dimensional space when two separate acoustic cues
�onset trajectory and steady-state frequency� were integrated.
Experiment 1 demonstrated that participants exposed to such
categories exhibited robust learning over the course of a
single 30-min game session. In a posttest they were able to
match visual characters from the game reliably to sound cat-
egory exemplars encountered during game play, as well as to
novel sound exemplars drawn from the same category distri-
butions. Another group of participants heard categories that
possessed the same distributions of onset trajectories and
steady states but lacked structured second-order cues to cat-

FIG. 8. Onset and offset distinction accuracy �correct responses minus
locus-varying competitor responses� across training conditions �left� and for
experiment 1 subsets �right� defined by removal of ten worst-performing
participants on four measures of game training success �error bars show
standard error of the mean�.
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egory membership. These listeners did not differ from
chance in their posttest categorization responses.

This finding is of potential significance concerning the
types of knowledge required for context-dependent speech
perception. Though, like many phonetic categories of the
world’s languages, onset categories 1 and 2 could not be
differentiated by any single invariant acoustic cue, listeners
�experiment 1, condition 1� learned the sounds, even without
feedback or instructions to learn the categories. Together
with the fact that nonhuman animals can learn similarly non-
invariant speech categories �Kluender et al., 1987�, this find-
ing is consistent with an account of speech perception that
exploits general learning mechanisms for phonetic acquisi-
tion �Diehl, et al., 2004� rather than specialized processes
�e.g., Liberman and Mattingly, 1985; 1989; Trout, 2001�.

Learning in the game was also compared with that re-
sulting from an explicit unsupervised categorization task in
experiment 2. An interaction involving category type was
observed, such that game participants showed relatively
more learning for the non-invariant onset categories requir-
ing cue integration. This is informative in beginning to char-
acterize the type of learning that resulted from the game.
With respect to category exemplar distribution effects, the
categorization responses of game participants were more like
learners trained with explicit feedback in previous studies;
exposure through game play seems to provide a similar ad-
vantage to feedback in learning complex, information-
integrating category structures �Ashby et al. 1999, 2002�,
whereas observation and unsupervised training are helpful
only for simpler, invariant categories. Additional study will
be required to fully characterize the effects of the interactive
game task on the types and extent of learning. In particular,
comparison of category knowledge resulting from extended,
explicit feedback training with that of expert game players
will be necessary.

B. Interactive task effects

The structure of the Irfbats game was designed to model
some of the interactions and multimodal correlations through
which listeners may come to recognize the acoustic regulari-
ties underlying the sound distributions of a native language.
Repeated presentations of category exemplars co-occurred
with distinct visual events and motor tasks inherent to the
game. Although sound categorization was not explicitly
mentioned to or required of the players, it was of increasing
benefit to achieve high levels of game performance as play
progressed.

Indeed, it does not appear that the game task provided
only a superfluous precursor to the more standard categori-
zation posttest; rather, several characteristics of players’
game performance proved to be good predictors of posttest
categorization accuracy. Participants’ ability to achieve
higher scores, reach higher levels, and navigate successfully
in the game environment was related to their knowledge of
sound categories, and also was sensitive to differences in the
non-invariant category distributions. As participants acquired
knowledge of the sound categories relevant to the game task,
skill at the task increased. Likewise, as increased skill en-

abled players to reach more difficult stages of the game,
continued success demanded increasingly efficient, acces-
sible knowledge of sound categories. This pattern is consis-
tent with the interactive processes known to be important in
category learning in other species �e.g., Baptista and Pet-
rinovich, 1986; Eales, 1989� and thought to underly the pho-
netic and phonological acquisition processes �Bruner, 1983;
Kuhl et al., 2003; Lacerda, 2003; Lacerda and Sundberg,
2004�.

Developing a precise mechanistic account of how expe-
rience shapes the acquisition of phonetic categories is chal-
lenging because it is impossible to attain full control over the
histories of listeners’ experience with speech. Even very
young infants possess significant experience with, and dem-
onstrate sensitivity to, the sound structure of the native lan-
guage �e.g., Jusczyk, 1997a; Kuhl et al., 1992�. In domains
like this where control over the input is elusive, a converging
methods approach can be useful in balancing the competing
demands of experimental control and ecological validity.
One perspective on this issue is that understanding how hu-
man listeners extract information from the auditory environ-
ment can be informative about the constraints and mecha-
nisms the system brings to phonetic �speech� categorization.
Presently, there exists a limited literature describing general
auditory �nonspeech� categorization �e.g., Guenther et al.,
1999; Holt et al., 2004; Lotto, 2000; Mirman et al., 2004�, so
there is still much that can be learned about how listeners
categorize acoustic stimuli using these more traditional
methods. Nevertheless, we believe that the present paradigm
has value in providing an intermediate step along the con-
tinuum from experimental control to naturalistic observation.
To be sure, this video game environment is a considerable
step removed from the rich structure present in learning
speech categories. Even so, Irfbats appears to capture some
of the characteristics of correlation among multiple cues,
function-based categorization, and exploration of an environ-
ment that likely accompany phonetic category acquisition.
Just 30 min of incidental exposure to the multimodal statis-
tical regularities present in the game was sufficient to pro-
mote category learning for a set of stimulus exemplars that
model one of the central challenges in speech categorization,
the lack of invariance.

Recent studies support the utility of examining non-
speech learning to understand potential mechanisms avail-
able to speech perception. Adults, infants, and nonhuman
primates exhibit sensitivity to the statistical regularities
present in sequences of speech syllables �Hauser et al., 2000;
Saffran et al., 1996, 1997� and statistical learning of this sort
appears to be deployed for both speech and nonlinguistic
sounds �Saffran et al., 1999�. Thus, there is evidence that
general �statistical� learning mechanisms may be operative
across linguistic and nonlinguistic sound classes. The Irfbats
paradigm relates to this literature in that it likewise requires
sensitivity to statistical regularity for learning to be observed.
However, the present work differs in a couple of important
ways from previous approaches.

For the most part, investigation of statistical learning has
been limited to single modalities. Statistical learning appears
to be operative for both auditory �e.g., Saffran et al., 1997�
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and visual �Fiser and Aslin, 2002; Kirkham et al., 2002�
stimuli, but there thus far has been little investigation of how
multimodal regularities are learned. It is, of course, pre-
sumed that learners take advantage of informative regularity
where it exists, even if it occurs cross-modally �e.g., Mas-
saro, 1987�. The present paradigm provides a means of ad-
dressing this assumption explicitly and gaining an under-
standing of potential constraints upon the types of
multimodal regularities that are learnable. Here, we have
demonstrated that listeners acquire sound categories for
spectrally complex, non-invariant acoustic exemplars
through incidental exposure in a video game environment
provided that they possess second-order acoustic regularity
and they covary with multimodal perceptual/motor cues in-
troduced in the game.

The Irfbats game is also differentiated from previous
studies of statistical learning by how it assesses learning.
Investigations of statistical learning have primarily relied
upon measures of familiarity to assess whether participants
learned statistical regularities presented in an experiment;
adult participants, for example, are above chance at judging
whether stimuli are consistent �familiar� or inconsistent �un-
familiar� with the regularities they encountered incidentally
in previous exposure �Saffran et al., 1997�, and extensions of
this same paradigm are used with human infant and nonhu-
man primate listeners �Hauser et al., 2000; Saffran et al.,
1996�. The results of the present studies move a step beyond
familiarity. Participants were able to apply what they learned
in the course of the game to the task of categorization.

C. Conclusions

The present results provide evidence that adult listeners
can solve what has been thought to be a rather difficult au-
ditory categorization challenge, acquiring categories for
spectrally non-invariant acoustic exemplars, in a task in
which categorization is largely incidental. Observation of
learning was contingent upon the existence of a higher-
dimensional acoustic relationship between the non-invariant
cues and the presence of rich statistical regularity with other
perceptual/motor cues provided in game play. Moreover, the
categorization behavior of participants who played the game
was demonstrably different from that of participants who
merely classified the stimuli in an unsupervised categoriza-
tion task. We interpret these results as evidence of human
adults’ general capacity to make use of informative statistical
regularities in the input in interactive, functionally oriented
situations and suggest that understanding more about the
manner by which listeners discover sound structure in the
environment can instruct us about the general learning
mechanisms that may be brought to bear on phonetic catego-
rization.

Some caution might be warranted in making strong
claims regarding phonetic categorization or multimodal
learning based on the present results, however. First, there is
the possibility that the onset categories 1 and 2 in experiment
1, condition 1 did in fact possess invariant acoustic cues. As
shown in Fig. 3, the initial energy distributions of category 1
exemplars did involve a P2 center frequency region �roughly

2.06–2.67 kHz over the first 25 ms� that was uniformly
higher than that of category 2 exemplars during the same
time frame �1.23–1.84 kHz�. Listeners, then, could conceiv-
ably have identified categories based on the spectral proper-
ties of this distinctive region alone, disregarding the remain-
der of the onset patterns. Indeed, it has been similarly
proposed in speech that the overall spectral shape of voiced
consonants’ initial bursts, rather than the non-invariant fol-
lowing formant transitions, are responsible for their context-
independent recognition �Blumstein and Stevens, 1980�. Dy-
namic formant patterns, though, have long been considered a
salient acoustic property of voiced stops �e.g., Cooper et al.,
1952; Delattre et al., 1955; Liberman et al., 1954�. In fact,
language users have a persistent tendency to label conso-
nants primarily based on formant transitions even after ex-
tensive training emphasizing instead the role of burst spectra
�Francis et al., 2000�. It is especially unlikely that listeners in
the present experiment classified category exemplars based
only on their initial spectra, since unlike consonants they did
not begin with acoustically prominent burst patterns but in-
stead with brief onset ramps. It seems reasonable, therefore,
to characterize categories 1 and 2 as having a “lack of in-
variance” of the same type that phonetic categories exhibit.
Nonetheless, additional study in which the initial locations of
similar dynamic spectral peaks are further removed from
category-specific loci would help to clarify this issue. It
would also be informative to examine the effects of differing
types and degrees of “unstructured” variability like that em-
ployed in experiment 1, condition 2. Onset-trajectory–
steady-state correspondences for the present study were a
single pseudo-random distribution; further manipulation of
these correspondences—perhaps involving their variation in-
dependent of absolute initial P2 ranges—could help to un-
cover more precisely the dependence of categorization on
higher-order acoustic structure.

Another cause for caution in interpreting the results of
experiment 1 is the overall level of categorization accuracy
observed at posttest. As shown in Fig. 6, some individual
participants performed quite well; overall, however, like the
Japanese Quail in Kluender et al.’s �1987� phonetic category
learning study and the human listeners in Lotto’s �2000�
complex nonspeech learning study, even condition 1 partici-
pants demonstrated far-from-perfect recognition. Judging by
the results of the present study, this deficit seems more likely
a methodological issue than a fundamental learning con-
straint. That is, it is expected that achieving expert-level per-
formance may require more than a single 30-min learning
session. In experiment 1, none of the participants approached
the level of performance �score, level, etc.� that the experi-
menter reached after several hours of game play. This room
for improvement indicates first of all that the game is well
suited for longer-term studies. Furthermore, the correlation
between game performance and posttest accuracy illustrated
in Fig. 6 suggests that as skill level at the game continues to
increase, so too will category knowledge. Pilot data suggest
that listeners may begin to recognize categories like those
described above at near 100% accuracy after as little as an
hour of game play. Further study, perhaps involving hours of

J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 T. Wade and L. L. Holt: Auditory categorization in a computer game 2631



game play over multiple sessions, will help in further char-
acterizing the learnability of non-invariant sound classes like
those explored here.

Finally, care must be taken in interpreting the correlation
between game performance and learning as evidence that it
was precisely the interactive nature of the task that helped
drive learning. While learning sound classes had clear con-
sequences for game performance, further study will be nec-
essary to determine how truly interactive the process was.
Training conditions, probably also over longer training peri-
ods, in which various potentially informative aspects of the
Irfbats design �e.g., character-response, character-direction,
and category-character contingencies� are altered or withheld
will have to be compared to address this issue and to evalu-
ate the relative importance of each type of information.

In sum, the Irfbats game paradigm appears to capture
characteristics of auditory category learning that may be es-
sential to learning natural sound categories, including pho-
netic categories. Moreover, it provides a learning environ-
ment in which to empirically manipulate experience to
mechanistically address the bases of complex auditory cat-
egorization.
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We consider a novel approach to the problem of detecting phonological objects like phonemes,
syllables, or words, directly from the speech signal. We begin by defining local features in the
time-frequency plane with built in robustness to intensity variations and time warping. Global
templates of phonological objects correspond to the coincidence in time and frequency of patterns
of the local features. These global templates are constructed by using the statistics of the local
features in a principled way. The templates have clear phonetic interpretability, are easily adaptable,
have built in invariances, and display considerable robustness in the face of additive noise and
clutter from competing speakers. We provide a detailed evaluation of the performance of some
diphone detectors and a word detector based on this approach. We also perform some phonetic
classification experiments based on the edge-based features suggested here. © 2005 Acoustical
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I. INTRODUCTION

We consider the problem of detecting phonological ob-
jects from the speech signal. Humans are able to accomplish
this task reliably and robustly. In spite of significant progress
in automatic speech recognition over the years, robustness
still appears to be a stumbling block. Current commercial
products are quite sensitive to changes in recording device,
to acoustic clutter in the form of additional speech signals,
and so on. The goal of replicating human performance in a
machine remains far from sight.

By detection we are referring to the identification of
time points at which a specific predefined object or class of
objects is found. Detection is essentially a two class classi-
fication problem—object versus background or nonobject. In
this sense it is a simpler problem than multiclass classifica-
tion which requires more complex boundaries in the repre-
sentation space. In detection the two classes are not treated
symmetrically as in classification. Typically one aims for low
false negative rates �missed detections of the selected class�,
at the expense of a higher false alarm rate �the rate at which
background is labeled as object�. Detection may serve a lim-
ited purpose such as word spotting. However it can also be
viewed as a building block in a speech recognition algo-
rithm. In the context of speech, trying to faithfully classify
every time segment as one particular phoneme is recognized
as a very difficult problem. Instead each phoneme detector
separately flags time points where that phoneme may be
present. Some time instants may be labeled with multiple
phonemes, and clearly many of the labelings will be wrong.
This results in a transformation of the data into a labeled
point process which would serve as input to higher level
algorithms. The advantage of such an approach is that train-

ing detectors, based on very simple and parsimonious statis-
tical models, require much smaller data sets and are much
less sensitive to noise not encountered during training. The
final disambiguation would be left for the higher level algo-
rithms that employ context, knowledge of vocabulary, and
syntax. Assuming the false negative rates are low, the effi-
ciency and accuracy of the next level depends on the false
positive rate. The main purpose of this paper is to demon-
strate that it is possible to produce detectors that are robust to
a variety of degradation, are easily trained, and efficient to
compute at the price of a relatively low false positive rate.

Since the pioneering work of Harvey Fletcher ��1995�;
see a recent interpretation by Allen �1994�� speech percep-
tion experiments have suggested that the acoustic correlates
of linguistic categories are locally distributed in the time-
frequency plane and irrelevant parts may be perturbed leav-
ing recognition intact. Some speech recognition models try
to exploit this fact. For example, subband based models of
recognition �Tibrewala and Hermansky, 1997; Bourlard and
Dupont, 1997; Saul et al., 2001� attempt to construct sepa-
rate detectors/recognizers in each of several frequency sub-
bands that are then combined to yield a global recognizer.
Since the individual recognizers in the ensemble are based
on only local frequency subband information, they are natu-
rally poorer and the consequences of having an ensemble of
several poor recognizers need to be better understood.

Our approach gives a different computational expression
to some of the ideas presented in Fletcher �1995� and Allen
�1994� where global templates are made from the coinci-
dence of binary features that are local both in time and fre-
quency. These features are computed through adaptive
thresholding of simple difference linear filters with very
small local support in the time-frequency plane. Borrowing
from vision terminology, we employ local oriented edges in
the time frequency plane.

There are several important advantages to constructing
models based on simple binary local features. First we obtain
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invariance to local amplitude modulations as well as a simple
mechanism to filter out moderate levels of acoustic clutter
and noise. Second by “spreading” the detected binary fea-
tures either along the time axis or the frequency axis, we
easily introduce invariance to a considerable range of linear
and nonlinear variations in the duration of components of the
acoustic object, as well as variations in the basic formant
frequencies across individuals. The use of global templates
composed of large numbers of these “spread” features intro-
duces robustness to occlusion or degradation of part of the
signal. Thus, one of the primary advantages of this approach
is having the robustness hardwired in the detection algo-
rithm. Furthermore, since the only quantities estimated in
training are the frequency of occurrence of each of the local
features, templates produced with very small training sets
generalize well. Finally since the actual detection involves a
sequence of simple binary template matches it can be com-
puted very efficiently and lends itself easily to parallel imple-
mentations with neural network type architectures.

An additional motivation for employing such models has
been the success of similar approaches in visual detection
tasks, see for example Grimson �1990�, Ullman �1996�, Amit
�2000�, Fleuret and Geman �2001�, Viola and Jones �2002�.
Object detectors in gray level images are constructed from
templates based on “spread” oriented edges or conjunctions
of oriented edges, yielding very efficient detection algo-
rithms, all produced with very small training sets. The idea
of importing methods from computer vision to the speech
domain can also be found in some earlier work, e.g., Leung
and Zue �1986� or Riley �1989�, where computer vision tech-
niques are used to detect complex time-frequency features
though the details are quite different.

The use of edge based representations in vision has been
fueled in part by the seminal work of Hubel and Wiesel
�1968� and subsequent neurophysiological investigations.
Recent work on the auditory cortex of animal species sug-
gests the existence of neurons that fire selectively when ori-
ented “acoustic edges” in the time-frequency plane are pre-
sented �Kowalski et al., 1996; Theunissen and Doupe, 1998;
Sen et al., 2001�. While it is still unclear what role such edge
detectors play in speech perception, it is certainly worthwhile
to understand more fully the statistics of speech sounds in
representational spaces constructed from these edge maps.
There have been very few detailed studies in this direction
although Schwartz and Simoncelli �2001� present prelimi-
nary steps. Most studies of speech have tended to use vector
quantization on the continuous valued vectors of spectral or
cepstral coefficients, and it is in these representational spaces
that acoustic phonetic insights have primarily been devel-
oped.

It is worthwhile to note that formants correspond to local
maxima in the time-frequency plane and in this sense consti-
tute a form of local feature that has received considerable
attention in speech production and perception studies. As we
shall see, the edge based representations considered in this
paper are strongly related with the formant structure in the
speech signal. For example, the template corresponding to a
stop consonant may be interpreted as a series of sharp
changes in each of several frequencies simultaneously. The

templates corresponding to phonetic categories with strong
formant structure �for example, in most sonorant regions of
the signal� ultimately “learn” to represent such structure. In
Fig. 4, we show how the emergent templates resemble the
formant patterns. Indeed the templates derived for the vari-
ous acoustic objects are strikingly similar to the classical
templates shown in phonetics texts. We see this acoustic-
phonetic interpretability as a significant strength of our ap-
proach. We note that regions of great spectral change seem to
have a certain kind of perceptual saliency and play an impor-
tant role in landmark based approaches to speech recognition
�Stevens, 1991; Liu, 1996� as well as the approach to stop
detection pursued in Niyogi and Sondhi �2002�.

The approach described here is clearly statistical in na-
ture. However it marks a departure from the usual statistics
based models of recognition at several levels. For one, an
unusually large number of highly local acoustic properties
are measured. Second, the global templates that are con-
structed may be interpreted as a rather sparse representation
of the time-frequency plane that are correlated with phonetic
content. This sparse nature of the modeling suggests that one
does not need to account for the entire signal but only infor-
mationally significant portions of it. We note that similar
types of sparse representations were used in Amit and Murua
�2001� for robust recognition of isolated spoken digits using
relational decision trees.

The work in Hopfield et al. �1998� bears some similarity
with our approach to acoustic detection. There the binary
local features are defined as local maxima in time of the
spectrogram at different frequencies, and invariance to mul-
tiplicative time stretching is obtained by taking logarithms of
the time coordinates. In the context of syllable detection in
bird songs the work in Chi and Margoliash �2001� also
makes use of local maxima and invariance is achieved by
“spreading.” It therefore seems that there is much promise in
using predesigned binary local features, both in achieving
robustness to noise and clutter and in providing a straightfor-
ward way to incorporate invariance to nonlinear warping in
time and frequency.

We should emphasize that detection per-se is not a solu-
tion to the continuous speech problem. One will ultimately
need to recognize words. One approach to this might be to
make word detectors—a possibility we briefly describe later
in the paper. However, even if we could produce very accu-
rate word detectors it is not computationally feasible to de-
tect each word from even a moderately sized vocabulary in
order to parse the entire speech signal. In Sec. VII we outline
several possible ways in which detection may be integrated
into a continuous speech algorithm including as a higher
level entry into an HMM.

The rest of the paper is organized as follows. In Sec. II,
we describe the binary features, and formulate a statistical
model for the features on object and on background, yielding
a classifier for object versus background. In Sec. III we de-
scribe an efficient two stage detection algorithm for imple-
menting the classifier at every time instant. The training pro-
cedure is presented in Sec. IV. The experimental results on a
number of acoustic objects—a phoneme, some diphones, and
a word—are presented in Sec. V. Here we study different
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aspects of the detectors constructed. We examine their accu-
racy in terms of ROC curves as well as where in the duration
of each phonological segment the detector peak is usually
obtained. We examine the robustness of the detector by con-
sidering the effect of various kinds of noise and clutter. We
analyze the confusion caused by some of the diphone detec-
tors and try to understand if there are any phonetic regulari-
ties in such confusion. We also compare the proposed detec-
tor to an idealized, nearest neighbor baseline classifier. We
show that our detector is less sensitive to training set sizes
and noise than the baseline. The experiments are conducted
on TIMIT—an acoustic phonetic database of 630 different
speakers. In Sec. VI we perform some preliminary phonetic
classification experiments to give the reader a sense of what
one might expect when these edge-based features are used
for such a task. Finally, in Sec. VII we discuss further direc-
tions of investigation within the proposed framework.

II. MODELS FOR ACOUSTIC OBJECTS

A. Robust local binary features

Let W�t , f� denote the windowed Fourier transform of
the acoustic signal, at time t and frequency f . In our experi-
ments we use a 20 ms window moved every 5 ms. These
values were empirically chosen to provide an appropriate
trade-off between fine spectral detail and smoothing on
which the local edge detection process worked reliably. Pre-
processing consists of taking the log of �W�t , f��, and smooth-
ing the result both in time and in frequency. The smoothing
kernel KG is a 7-pixel-long discrete Gaussian with standard
deviation of 1 pixel. �One pixel corresponds to 31.25 Hz in
the frequency dimension and 5 ms in the temporal dimen-
sion.� The result is subsampled at every other frequency unit,
followed by a 3 kHz frequency cutoff since most of the for-
mant activity resides in this region. Thus, we define the spec-
trogram as S�t , f�=2��log��W����KG��t ,2f� , f =1,… ,F. A
fragment of S�t , f� �F=45�2.8 kHz� is shown in the left
image of Fig. 2 and corresponds to the diphone “aa-r.”

The detection algorithm is not based on the continuous
valued spectrogram, but rather on local binary features ex-
tracted from the spectrogram, that capture transitions, and are
analogous to oriented edge detectors used in computer vi-
sion. As shown in the following, such features offer a
straightforward framework for incorporating invariance or
robustness to amplitude variations and time warping. We also
note that neurons in the primary auditory cortex are known

to respond to transitions in the energy in the time-frequency
plane �Kowalski et al., 1996; Sen et al., 2001; Theunissen
and Doupe, 1998�.

Eight orientations v= ��t ,�f� where

��t,�f� � ��1,0�,�1,1�,�0,1�,�− 1,1�,�− 1,0�,�− 1,− 1�,

� �0,− 1�,�1,− 1��

are defined, corresponding to each multiple of 45°. An edge
of orientation v at point x= �t , f� is a local maximum of the
derivative of the spectrogram in the direction of v,

S�x + v� − S�x�

� max�S�x� − S�x − v�,S�x + 2v� − S�x + v�,��� , �1�

where �� is an adaptable local threshold, used to eliminate
very small transitions. Specifically, all local differences S�x
+v�−S�x� in a region are computed and the �th percentile ��

of the positive subsample is determined. �If no positive
difference is found then ��= +�. In our experiments �
=70%.� We write Yv�x�=Yv�t , f�=1 if condition �1� is sat-
isfied, otherwise Yv�x�=0. In Fig. 1 we show the locations
of all edges in the frequency direction v= �0,−1�. Note
how the features pick up part of the formant structure.

B. Invariance

By definition, since the inequalities are preserved, these
local features are invariant to affine transformations of S and
are robust to a wide range of smooth monotone transforma-
tions.

Robustness to time warping and frequency variations is
obtained by “spreading” each detected feature to a neighbor-
hood of the original location. For example, an edge of type v
with v= �±1,0�, corresponding to a local maximum of the
time derivative, will be assigned to all locations �s , f� in the
strip �t−� , t+��. Other edges are spread the same way in the
direction of v. Thus we define

Ỹv�x� = max
−��j��

Yv�x + jv� . �2�

The right panel in Fig. 2 is a spread version of the edge map
shown in the middle panel, corresponding to transitions from
high to low amplitude along the frequency axis. Note how
the raw edge map before the spreading operation �middle
panel� captures local structure such as pitch. This is
smoothed out and the edge map in the right panel captures
the overall spectral resonance profile �formant profile�. In

FIG. 1. Edge maps. Locations of
edges Y�0,−1� on a spectrogram, detect-
ing transitions from high to low en-
ergy in the frequency dimension.
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general, for all speech signals with clear formant structure,
the edge maps capture the formant patterns in a similar way.

Spreading can be motivated as follows. Assume a certain
transition in time �an edge of type Y�1,0�� is characteristic of
the object population at approximately t time units from the
beginning of the signal, and at frequency f . The probability
of finding this transition at precisely �t , f� may be quite
small, but with high probability the transition will be found
at frequency f somewhere in a small time interval �t−� , t
+��. This is equivalent to saying that the spread feature

Ỹ�1,0��t , f�=1 with high probability. Depending on the degree
of variability of the object population larger degrees of
spreading can be used. However larger spreading increases
the background frequency of the features possibly reducing
their discriminatory power. In our experiments we use �=2.

Since the variables are all binary, spreading, which is
defined through a local maximization, becomes a simple OR-
ing operation. This has proved to be a crucial element in
constructing efficient invariant detectors and classifiers in the
visual domain �see Amit and Geman �1999�, Amit �2002��.
The original continuous valued spectrogram is now reduced
to a set of binary maps indexed by frequency and time, one
map for each binary feature. Alternatively one can view this
as one eight dimensional vector map in time and frequency,
where the vector at each point �t , f� is binary valued and
indicates which features are present at that point. We note
that one of the main attractions of using local features is the
ability to adapt their parameters online as discussed in Sec.
VII A.

C. The statistical model

Let T denote the average duration of the acoustic object
we seek to detect and let F denote the highest frequency in
the �preprocessed� spectrogram. For a given time t, let Y�t�
denote the vector of binary variables Ỹv�t+s , f� ,0�s	T ,1
� f �F �s corresponds to time and f to frequency� for all
eight directions v. Conditional on the object being present at
time t �its starting time is t� we assume these variables are
independent, and with marginal probability

ps,f ,v,o = P�Ỹv�t + s, f� = 1�object at t� ,

yielding a joint distribution

P�Y�t��object at t� = 	
s,f ,v

ps,f ,v,o
Ỹv�t+s,f� · �1 − ps,f ,v,o��1−Ỹv�t+s,f��.

�3�

Conditional on the object not being present at time �i.e.,
background� t the features are again assumed independent
with a different marginal probability

pf ,v,b = P�Ỹv�t + s, f� = 1�background at t� ,

that does not depend on s, assuming stationarity of the back-
ground population. This yields a background joint distribu-
tion

P�Y�t��background at t�

= 	
s,f ,v

pf ,v,b
Ỹv�t+s,f� · �1 − pf ,v,b��1−Ỹv�t+s,f��. �4�

This is a very simplistic model. Clearly the features are
dependent due to the spreading operation both on object and
on background, and on object there are strong correlations
due to variability in the time duration of the object. We ig-
nore these aspects in the current model.

The log-likelihood ratio of object to background at time
t is then

J�t� = log
P�Y�t��object at t�

P�Y�t��background at t�

= 

s,f ,v

Ỹv�t + s, f�log
ps,f ,v,o�1 − pf ,v,b�
�1 − ps,f ,v,o�pf ,v,b

+ C

= 

s,v,f

Ỹv�t + s, f� · ws,f ,v + C , �5�

where C is a constant that does not depend on the data.
Detection proceeds by evaluating the log-likelihood ra-

tio J�t�, and identifying those locations where J�t�
� for
some predetermined threshold �
0. No time warping is per-
formed. This test is useful only if there are many locations s
for which ps,f ,v,o / pf ,v,b is either much larger or much smaller
than 1. Only the location t of the object is specified in the
model, whereas the length of the object can vary. Since the
probabilities are attached to a specific location t+s, as ex-
plained earlier, they will tend to be close to the background
probabilities, unless spreading is performed.

Assume for example that given the object starts at time
t, for each of the five points in the interval �t+s−2, t+s+2�,

FIG. 2. The spreading operation. Left panel: the spectrogram S�t , f�. Middle panel: the extracted edges Y�0,−1� �same orientation as in Fig. 1�. Right panel: the

result of spreading Ỹ�0,−1� ,�=2. The x axis corresponds to time �in milliseconds� and the y axis to frequency �0–3 kHz quantized into 45 bins�.
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one-fifth of the population has an edge of type E�1,0� at that
point. It seems reasonable however that these edges all cor-
respond to the same “event” on the object. The entire popu-

lation would have an edge Ỹ�0,1� at t+s if spreading with �

=2 is performed. Thus the spreading operation is a mecha-
nism for increasing on-object probabilities. Although back-
ground probabilities increase as well, there is a range of
spreading that provides significant gains in the ratio, for
those cases where it is greater than 1. Moreover those loca-
tions where the ratio remains significantly less than 1, are
now much more reliable.

The threshold � can be determined in several ways. If
the conditional independence assumption were indeed appro-
priate, under the null hypothesis of an object at t , J�t� in Eq.
�5� can be approximated as a normal random variable with
mean �=
s,f ,v

N ps,f ,v,ows,f ,v+C and variance 
2

=
s,f ,vps,f ,v,o�1− ps,f ,v,o�ws,f ,v
2 . If our goal is to minimize false

negatives, i.e., the proportion of object missed by the detec-
tor, we could keep all instances of time for which

J�t� 
 � − k
 � � ,

for some choice of k. Clearly conditional independence is not
a valid assumption; nearby edges are highly correlated. How-
ever as the distance between two features increases it is safe
to assume that conditionally they are weakly dependent.
Thus J�t� still may be approximated as a normal variable but
the variance would have to include a term involving covari-
ances of pairs of variables. Finally it is possible to choose �
from the training set, for a particular predetermined false
negative rate.

Note that the detector can be viewed as a simple linear
classifier �perceptron� between object and background. The
weights are obtained from the probability estimates of the
individual features. Directly training a perceptron for object
against background data could produce more powerful
weights, however there is always the danger of overfitting
and we recall that one of our goals is to use small training
sets. This is even more so if nonlinear classifiers are used.
However under the same conditional independence assump-
tions as noted earlier the Fisher linear discriminant analysis
yields an alternative linear classifier of the form

ws,f ,v =
ps,f ,v,o − pf ,v,b

ps,f ,v,o�1 − ps,f ,v,o� + pf ,v,b�1 − pf ,v,b�
. �6�

In our experiments we find that the outcome of these two
classifiers is essentially the same.

It is also possible to construct more complex features, in
terms of the elementary ones in such a way that pb decreases
much faster than po and independence becomes a more cred-
ible assumption, this has been implemented in the context of
visual detection �see Amit �2000��.

III. DETECTION

Computing J�t� for all t amounts to nothing more than a
convolution of a filter composed of the chosen weights ws,f ,v
with the binary output Y obtained from computing the local
features �see Eq. �5��. However this is quite a large filter
given that T can be on the order of several tens of time units

and F several tens of frequency units. The computation can
be quite intensive. Our solution is to perform the computa-
tion in a two stage manner.

A. A two stage detector

First a simpler model is defined in which the weights
ws,f ,v are nonzero only on a feature set I for which ps,f ,v,o

��, where � is chosen to be higher than all the background
probabilities, so that ps,f ,v,o� pf ,v,b. Furthermore we use
equal weights for all the features in I yielding a sum

J0�t� = 

�s,f ,v��I

Ỹv�t + s, f� , �7�

which again will be compared to a predetermined threshold
�0. This sum is over a much smaller set I and only involves
counts, with no multiplications, and is hence much faster to
compute. Only at times t for which J0�t�
�0 do we compute
the full model J�t�. Thus, our overall detection rule is J0�t�
��0 and J�t��� �we denote this conjunction by J �J0� com-
bined with a clustering procedure described in the following
section.

In Fig. 3 we show the original wave form, the prepro-
cessed spectrogram, and the detections obtained by J0�t� and
J�t�.

B. Clustering

The statistics J0 and J are essentially convolutions and
therefore are inherently smooth in t. Consequently, a match
between the template and a realization of the object will
result in a cluster of time points �t0	 t1	…	 tL� at which
the detection statistic will stay above the prespecified thresh-
old. It is then necessary to choose a small number of discrete

FIG. 3. Detection of aar. The target segment is marked with green stems.
Top panel: Original wave form. Second panel: preprocessed spectrogram.
Third panel: continuous J0 response �blue curve�, J0 peaks with J0��0

�black stems�. Fourth panel: J responses �blue stars�, cluster centers �red
stems�, and empirical 0.99 threshold � �blue�.
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times to represent the cluster. We do this in two steps, treat-
ing the J0 and J responses separately. At the J0 stage, we
simply declare J0�t� a detection if and only if J0�t���0 and
J0�t� is a local maximum: J0�t−1��J0�t��J0�t+1�. Ex-
amples of such detections are represented by the black stems
in Fig. 3, the third panel from top. Note that instead of com-
puting J at all 700 time points it is computed at only about 50
points.

Next, J�t� is evaluated at all the points selected in the
previous step, and we keep only those points where J�t���.
These we cluster as follows.1 Initially, the set of the detection
points is partitioned into chains �t0	 t1	…	 tL� with links
tl− tl−1	C0. As these resulting clusters may still extend
across several object lengths, we split them further, succes-
sively cutting their longest links �i.e., tk−1 and tk move apart
to different clusters if tk− tk−1� tl− tl−1l=1,… ,L� until all re-
sulting clusters satisfy tL− t0�C1, for some prescribed con-
stant C1. This gives us clusters no longer than C1 time units.
Finally, one response �tk ,J�tk�� is reported for the kth cluster,
corresponding to the maximum of J within that cluster. The
two bottom images of Fig. 3 mark the clustered J �J0 re-
sponses by red vertical lines. Presently, our constants C0

�T and C1�1.5T are determined empirically and thus de-
pend on the average duration of the object �i.e., the length of
the template�. We also note that simple coarsening of the
time scale might prove to be a sufficiently effective alterna-
tive to our clustering.

Thus after applying J �J0 and clustering, the algorithm
postulates a set of times at which the target object is thought
to occur. Our experiments are conducted on a labeled data set
�TIMIT� for which a phonetic segmentation is available. A
detection time ti is deemed a correct detection if it lies any-
where within the segmentation provided by the TIMIT label-
ing, otherwise it is deemed a false alarm. If the object class
was present over a time interval and no detection occurred
within that interval, then this event was deemed a false nega-
tive. Thus the number of false negatives and false alarms are
calculated for any detection scheme. In this paper, we com-
pare our approach with a baseline nearest neighbor classifier
using the same criterion for scoring false alarms and false
negatives.

C. Time invariance

Although we are performing a rigid template match, in-
variance to time warping of the acoustic signal is incorpo-
rated both through the spreading of the features in the data,
as described earlier, and through the use of conservative
thresholds. For short objects such as phonemes or diphones
of average duration 80–100 ms, the variance is on the order
of 10–15 ms. The spreading in time of each feature is on the
order of ±8 ms �for those features corresponding to a time
discontinuity in the spectrogram�.

IV. TRAINING

The TIMIT set is a phonetically balanced labeled data
set consisting of 6300 sentences spoken by 630 speakers,
representing various US dialects. The set is partitioned into
eight directories, DR1 through DR8, corresponding to the

distinct dialects. The entire database is divided into a training
and a test portion. Each dialect region �DR1 through DR8� is
thus correspondingly split into a training and a test subset.
This is the standard split of the TIMIT database and we have
used this to separate training and test data for all our experi-
ments.

A training subset of 1460 sentences is used for estimat-
ing probabilities and determining thresholds, and a test set
�disjoint from the training one� has 4840 sentences on which
the performance of the algorithm is evaluated. We use the
diphone “aar” �as in the word “dark”� to illustrate the train-
ing procedure.

All �1046� instances of “aar” are segmented from the
training data, using the phonetic transcriptions provided with
the TIMIT data set. The binary local feature maps are com-
puted on each training example. A fixed interval time Tref is
chosen for the template reference grid, given by the average
duration of the training examples. For a training example of
duration T� each local feature at a location �t , f� is registered
�aligned� to location �tTref /T� , f� on the reference grid. This
creates a uniform time of the binary features of the different
training examples. At each location on the reference grid we
then count the number of local features found in the training
set at that location after registration. The images in the left
panel of Fig. 4 show these counts as brightness maps on the
reference grid with highest values given in dark. There are
eight images corresponding to the eight orientations of the
elementary features.

For the first stage of the detection �computing J0�, a set
of feature/location pairs �vi ,si , f i� , i=1, . . . ,NI is chosen by
picking only those with frequency �on the training set� above
the threshold �=0.5. This produces the set of features I of
Eq. �7�, and is shown in the right panel of Fig. 4 as black
regions. In the templates shown here there are 3729 of fea-
ture location pairs �	20% of a total of all feature location
pairs.�

For the second stage the counts at each location are
stored and become preliminary estimates p̃s,f ,v,o, of the �on
object� probabilities ps,f ,v,o. The background probabilities are
estimated similarly but assuming translation invariance.
Thus, only one probability is computed for each frequency
and each orientation. The background probabilities are com-
puted only once and then used in any new detector. The final
estimates p̂f ,v,b are found to be in the range 0.1–0.5. In order
to keep the weight values ws,f ,v bounded, it is important to
bound the on-object estimates away from 0 and 1. We thus
constrain the final estimators �p̂t,f ,v,o� to be less than 0.995
and greater than 1% of the background probability of the
same frequency and orientation. Specifically

p̂s,f ,v,o = min�0.995,max�p̃s,f ,v,o,� · p̂f ,v,b�� ,

where �=0.01. The upper value of 0.995 and the lower
value of 0.01· p̂f ,v,b were chosen empirically and have no
particular theoretical justification.

Note that learning reduces to local estimation of fre-
quencies of features as opposed to the estimation of complex
and high dimensional parameters. Thus training is very fast
and requires only small data sets. We view this as a crucial
property of our approach which is a major departure from the
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existing HMM paradigm. Note also that if templates for all
objects which need to be detected are defined in terms of the
same local features, the feature extraction step is carried out
only once.

Thresholds. The values for the thresholds �0 and � �for
J0 and J, respectively� are estimated using the full training
sentences; the maximal on-object values of J0 and J are re-
corded within the boundaries of the instance of the object in
the full sentence, as given by the phonetic transcription. No
registration is performed in this step. This yields a histogram
of values for the two statistics. For �0 we take �̂0−4
̂0 where
�̂0 and 
̂0 are the mean and standard deviation of J0 on the
training set. The threshold � is obtained using a predeter-
mined false negative rate, which in Sec. V B is taken to be
1% on the training set.

V. EXPERIMENTS

We test our algorithm, henceforth called the edge-based
detector �EBD�, on phonemes, diphones, and words in clean
speech and under several degradation conditions, and com-
pare it to an idealized baseline nearest neighbor classifier
�see the following�, henceforth called the baseline detector
�BLD�. Our sources of degradation are:

�1� Additive white noise with SNR=5, 10 dB.
�2� Addition of auditory clutter in the form of a second

speaker chosen at random with SNR=5, 10 dB.
�3� Addition of Babble noise �ten background speakers cho-

sen at random� at SNR=5, 10 dB.

In all cases, SNR is calculated by using rms ratios. Thus, if
y=x+� is the corrupted speech where x is the clean speech
and � is the added noise, then SNR is computed as

SNR = 10 log10
�x2

��2


= 20 log10

��x2

���2


,

where �x2
= �1/T��tx�t�2 denotes the average value of the
signal energy and ��2
= �1/T��t��t�2 denotes the average
value of the noise. Table I summarizes the specifications of
all the parameters involved in our experiments.

A. A baseline classifier

The baseline detector is a relatively accurate but highly
inefficient and idealized nearest neighbor classifier between
object and background, using the spectrogram data. Each
training example of the object is segmented, using the pho-
netic transcription provided with the TIMIT data set, and the

FIG. 4. Templates. Top panel: Prob-
ability templates for J—frequencies of
local features of eight orientations.
Bottom panel: Binary templates after
thresholding by �=0.5.
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spectrogram data �frequencies higher than 3 kHz being al-
ways cut off� is scaled in time to Tref�F, a reference grid of
the same dimensions as in the EBD template construction
�Sec. II A�. A random sample of Tref-long background data
segments is obtained, scaled to exactly the same dimensions
Tref�F.

For testing, each instance of the object in the test set is
segmented and the spectrogram on that time segment is res-
caled to Tref�F. This is then compared in sum of squares
norm to the training samples of both object and background.
Let do be the sum of the distances to the three nearest object
examples, and db the sum of the distances to the three nearest
background examples. Classification is given by

do

do + db
� �nn,

in which case the instance is assigned to the “object” class.
In order to produce ROC curves for this classifier, we vary
�nn� �0,1�. For false alarm rates we apply the same crite-
rion to a sample of full sentences that do not contain the
object, at each time instant. Thus, at each time t a segment
of duration Tref is extracted, rescaled to Tref�F and the
above ratio is computed. A clustering mechanism similar
to that used for the EBD is then applied to the output.

We reiterate that in addition to the advantage of using
nearest neighbors which is known to be a very accurate,
albeit inefficient, classifier this baseline also uses a manually
determined segmentation and a rescaling for the object
samples. This was done to ensure that the performance of the
baseline detector was measured in the most favorable cir-
cumstances. The EBD requires no segmentation or rescaling.

B. Diphone detection

We performed experiments on a number of diphone,
phoneme, and word detection tasks. These are too numerous
to report so in this paper we will illustrate our general find-
ings by considering the example of a very small number of
them. These will provide the reader a sense of the various
issues that arise in using this technology for detection tasks.

A detailed analysis is provided for the diphone aar

where we show comparisons to the baseline nearest neigh-
bors detector described earlier, and present the full ROC
curves. We show that our detector is less sensitive to training
set sizes and more robust than the baseline. We also study the
confusions made by these detectors in general and try to see
if there are any phonetic regularities in these confusions. It is
worth noting that ultimately a detector for a particular pho-
nological class does not return a segment but rather returns
only a point in time around which it thinks the segment is
present. We study where this point in time is located with
respect to the actual boundaries of the phonological segment.

1. Dependence on training set size

In Fig. 5, left panel, we show the performance of the
EBD as a function of the size of the training set for three
choices: all 1046 samples from the training data, 100 random
samples from the positive training data, and all 178 samples
from the North Midland dialect �DR3�. The background
probabilities were estimated once and for all from a small
sample of sentences and were found to be stable. The hori-
zontal axis measures the false negative rate �proportion of
target class phonemes not detected� and the vertical axis

TABLE I. Specifications of the model settings and parameters.

Stage Specifications

Global Time unit=5 ms, frequency unit=31.25 Hz
Preprocessing Smoothing: 7�7 Gaussian, 
=1

Frequency subsampling: step=2
Feature extraction Adaptive threshold: �=70%

Spread: �=2 pixels
Template dimensions: T�F�8, F=45�2.8 kHz

Detection Statistics Estimation: p̂t,f ,v,o=min�0.995,0.01p̂f ,v,b��
Feature selection for J0: I= ��t , f ,v� : p̂t,f ,v,o��=0.5�
J0-thresholding: �0= �̂0�J0 �obj�−4· 
̂0�J0 �obj�,
J �J0-clustering: C0, minimal intercluster distance, �T
C1, maximal cluster length �1.5T

Sentence parsing Partition block length �T
Robustness White noise: SNR=5, 10; Babble noise: SNR=5, 10

Clutter: Random speaker SNR=5, 10

FIG. 5. Performance of aa-r detectors as a function of training set size:
Top—EBD, Bottom—BLD.
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measures the number of false alarms �i.e., detections not on
the object� per second. It is not surprising that the algorithm
performs essentially the same with the different training sets,
since training only involves the estimation of the probabili-
ties of binary variables, and the algorithm as a whole is not
very sensitive to the accuracy of these estimates. For com-
parison in Fig. 5, right panel, we show the same data for the
BLD. There is evidence of some degradation for the smaller
training sets.

2. Sensitivity to degradation

The three panels of Fig. 6 show the ROC curves of the
algorithm under various degradations. The ROC curve for
clean data is shown for comparison. We observe that the
performance of the EBD and that of the BLD, with the full
training set and on clean data, is essentially the same. We
emphasize that without the idealized setting in the baseline
algorithm, where the objects are segmented and rescaled, the

FIG. 6. Sensitivity of aar detector to degradation. Top: clean speech and one random background speaker at 10 and 5 dB, red—EBD, blue—BLD. Middle:
clean speech and background babble noise at 10 and 5 dB, red—EBD, blue—BLD. Bottom: clean speech and additive white noise at 10 and 5 dB, red—EBD,
blue—BLD.
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baseline algorithm would perform much worse. In all cases:
additive noise, clutter and babble noise, the BLD shows sig-
nificantly greater deterioration. The ROC curve of the BLD
at 10 dB is comparable or worse than that of the EBD at 5
dB. This is most pronounced in the case of babble noise. It is
clear that the EBD is more robust in the experiments we have
performed so far.

Table II summarizes our experiments on all the objects
under the various degradations. Here the threshold � was
predetermined on the training data at a very conservative rate
of 1% false negatives. Several conclusions can be drawn
from the data presented in Table. II First, at low false nega-
tive rates the threshold obtained from training is quite robust
and generalizes well to the clean data set as well as to the
noisy ones. The main problems are with the diphones starting
with a fricative. We feel that the current approach is particu-
larly good when the underlying sounds have a well-
developed formant structure that maintains itself robustly
against additive noise. Since the fricative regions are noisy
and lack such formant structure, the spectrograms in these
regions are particularly degraded by noise and clutter. This
leads to poorer performance in noisy conditions as can be
seen in the examples of shiy and sux. Interestingly, we find
that for sononant sounds, the false negatives go up slightly
but the false alarms go up significantly. On the other hand,
for fricated sounds, the false negatives go up significantly
while the false alarms actually decrease.

On the whole false alarm rates are of the order of two
per second but less in many cases. Note that the performance
of rae appears to be particularly good: the false negative
rates are always close to the prescribed 1%, while the false
alarm rates stay below 2 per second. The detection of aar,

while also exhibiting well-behaved false negatives, shows,
on the other hand, false alarm rates that are consistently
higher than the ones of rae. However, it is important to re-
alize that the test data have more instances that are confus-
ible with aar than those with rae.

3. Analysis of confusions

The ROC curves document overall performance for each
of the detectors. Additional insight may be obtained by an
analysis of the most common confusions. Indeed, the false
alarms flagged by the detector are not random but rather
appear to have similar phonetic structure to the target object.
This is summarized in Table III, where for each of the six
detectors we show ten false alarms with the highest probabil-
ity of detection �skipping the ones that occur less than ten
times in the test set�. Note that there are between 1500 and
1800 diphone pairs and it is virtually impossible to display
the entire confusion matrix but a partial view of it provided
in Table III is most instructive.

From examining the confusions made by the diphone
detectors �aa-r, sh-iy, s-ux, r-ae� we conclude that the most
common false alarms are those for which the underlying di-
phone shares similar broad class features as the target di-
phone. For example, consider the aa-r detector. Most of the
false alarms seem to be of the form low/back-vowel-semi-
vowel. Thus the consonantal part of the diphone is one of
w,l,r,n. Note that w,l,r are all semi-vowels while n shares
with r the property of having an alveolar closure. Perceptu-
ally these sounds are also similar. Sometimes, the consonant
is not completely released but affects the vowel so some of
the false alarms consist of two vowels with a consonantal

TABLE II. Detection results: False negative probabilities and false alarms per second. Threshold � is set to first
J �J0 percentile �i.e., 0.01 false negative probability� on the training set. Each row indicates a different condition.
The training set was always clean. Ntrain and Ntest refer to the total number of instances of each object in the
training and test sets, respectively �second row�. The first column �for each object� shows the false negative
probability and the second column shows the false alarm rate per second.

Object aar shiy sux

Ntr Ntest 1046 413 812 299 532 191
Clean train set 0.01 1.717 0.01 1.359 0.009 1.451
Clean test set 0.01 1.788 0.03 1.317 0.016 1.373

White N 10 dB 0.024 1.27 0.137 0.714 0.037 1.094
White N 5 dB 0.063 1.064 0.331 0.433 0.084 0.851
Clutter 10 dB 0.005 2.169 0.124 0.902 0.115 1.135
Clutter 5 dB 0.019 2.232 0.224 0.839 0.147 1.093

Babble 10 dB 0.015 2.563 0.428 0.259 0.178 0.601
Babble 5 dB 0.012 2.795 0.659 0.129 0.44 0.373

Object oy rae dark

Ntr
− Ntest 684 263 672 243 452 166
Clean train set 0.01 1.46 0.01 1.394 0.011 1.694
Clean test set 0.008 1.548 0.008 1.423 0.012 1.663

White N 10 dB 0.015 1.178 0.012 0.865 0.03 0.455
White N 5 dB 0.038 1.004 0.045 0.667 0.114 0.19
Clutter 10 dB 0.015 1.969 0.004 1.785 0.006 1.461
Clutter 5 dB 0.023 2.045 0.004 1.834 0.018 1.452

Babble 10 dB 0.008 2.294 0.008 1.959 0.036 0.707
Babble 5 dB 0.023 2.432 0.0 2.035 0.048 0.5
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coloring in one of them. Thus axr, which is a retroflexed
vowel, occurs often in the false alarm list.

Similarly, one may consider the false alarms made by
the sh-iy detector. These seem to have the structure of
fricative-high/front vowel. The fricatives sh,s,f and the af-
fricate ch all share the property of frication. The two cases of
pau-y and pau-ih are unreasonable errors. pau refers to a
pause in the signal where the energy is very low but has a
spectrum resembling background noise and therefore more
like the fricatives superficially. This is actually one case
where our amplitude invariance may have hurt us since pau
is discriminated most by total energy rather than spectral
detail.

4. Location of detector peak

Recall that the detector for a phonological class is ob-
tained by picking a peak in the output of J �J0. Therefore the
detector provides a mapping from the speech stream to a
labeled point process. Consider a detector for a phonological
class X. If there is an instantiation of X in the utterance
between times t= t1 and t= t2 �i.e., t1 and t2 mark the segmen-
tal boundaries of X in the acoustic realization�, then the de-
tector is deemed to fire correctly if it fires anywhere in the

interval �t1 , t2�. If the detector fires correctly at td� �t1 , t2�,
then it may be of interest to have some information about the
statistics of td with respect to the segment �t1 , t2�.

Before we examine these statistics, it is useful to keep in
mind some aspects of our detection framework. First, note
that the framework is designed to detect the phonological
class and not necessarily the boundaries of that class. A cor-
rect firing of the detector would lead to one firing somewhere
within the segment �time td�. There is no reason to expect
this firing to be an estimate of either t1 or t2 �the segmental
boundaries�. Second, note that we have explicitly incorpo-
rated spreading of the binary features. This has been done to
provide some temporal invariance to variations in speaking
rate and other durational properties over the course of the
utterance. While this spreading indeed provides such invari-
ance, a consequence of this is also a resulting variability in
the precise location of the detector peak. We shall see this
variability in the plots that follow.

Shown in Fig. 7 are histograms of �td− t1� / �t2− t1� for a
number of detectors. The quantity �td− t1� / �t2− t1� represents
the distance to the left boundary of the segment normalized
by the total duration of the segment. Such a normalized mea-
sure allows for more direct comparison across different

TABLE III. Analysis of false alarms: Most frequent confusions. The numbers indicate the proportion of each class detected by a specific detector. Thus the
�first row, second column� entry under aa-r indicates that the aa-r detector fired for 72% of the cases when the underlying object was an er-ao transition.
Standard TIMIT transcription labels are used.

aa-r sh-iy s-ux oy r-ae dcl-d-aa-r-kcl-k

er-ao 0.72 sh-ey 0.66 s-ey 0.53 ao 0.81 axr-aa 0.57 l-ay-kcl-k 0.25
aw-axr 0.7 sh-ux 0.62 th-iy 0.5 aa 0.78 er-ao 0.56 dh-ae-tcl-t 0.25
ay-axr 0.69 pau-y 0.6 pau-ih 0.5 ay 0.75 aa-axr 0.55 dcl-d-ey-z 0.24
ao-w 0.67 pau-ih 0.59 f-ey 0.5 aw 0.63 axr-ay 0.54 r-ae-gcl-g 0.23
ay-l 0.66 ch-iy 0.58 sh-er 0.5 ow 0.61 ae-r 0.54 d-ow-n-tcl-t 0.22
axr-ao 0.65 s-iy 0.57 ch-iy 0.5 ah 0.42 axr-ey 0.53 l-iy-r 0.22
ae-l 0.63 s-ux 0.56 f-y 0.48 el 0.41 ay-ae 0.53 dh-ax-s 0.21
axr-ay 0.62 sh-ih 0.56 z-y 0.46 ae 0.4 f-ae 0.52 y-ih-er 0.19
nx-ao 0.6 iy-sh 0.56 sh-ux 0.46 l 0.35 r-aw 0.5 dx-axr-q 0.18
r-aw 0.59 f-iy 0.55 kcl-m 0.45 er 0.32 r-ay 0.53 dx-er-q 0.17

FIG. 7. Histograms indicating the sta-
tistics of detector peak locations ��td

− t1� / �t2− t1�-normalized distance to
left segmental boundary; see the text�
for a variety of detectors �panels I
through IV�. Panels V and VI are sta-
tistics for phonetic boundaries be-
tween aa and r �for the diphone aar�
and sh and iy �for the diphone shiy�,
respectively.
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acoustic realizations of the same segment. All detectors were
operated with a 1% false alarm rate and the statistics are
computed for all the correct detections obtained for each de-
tector on the test set. Panel I shows the statistics of the de-
tector output for the detector of the word “Dark.” For this
case, t1 represents the beginnng of the d-closure and t2 rep-
resents the end of the k burst obtained from the phonetic
segmentation provided. Notice that the detector is seen to fire
at a time that is mostly between 40% and 90% of the dura-
tion of the whole segment. Panels II through IV show similar
detector statistics for the detectors of the diphones aa-r, sh-
iy, and r-ae, respectively.

Some natural variation is observed. Thus, for example,
the detector for sh-iy seems to fire mostly at a time around
70% of the duration of the sh-iy realization. The spread
around this is indicated by the histogram in panel III. The
detector for r-ae seems to fire mostly at a time around 15%
into the duration of the r-ae segment. Both the r-ae and sh-iy
detectors have similar variability. On the other hand, the de-
tector for aa-r has much more variability as to where in the
segment it fires �see panel II�.

As we have mentioned before, it is not clear whether td

ought to be aligned with any phonetic boundary. However,
for the case of diphones, it is natural to wonder whether the
detector fires usually at the boundary between the first pho-
neme and the second. Our analysis suggests that this need
not be the case. For illustrative purposes, we show in panels
V and VI, the statistics for the durations for aa-r and sh-iy,
respectively. If X=AB represents a diphone �phoneme A fol-
lowed by phoneme B� then one can compute the statistics of
duration ofA /duration ofX. Shown in panels V and VI are
these statistics for aa-r and sh-iy, respectively. As we can
see, the durational statistics for sh - iy is tightly clustered
around 0.65 suggesting the duration of the fricative sh is
about 65% of the duration of the whole diphone. This corre-
lates well with the statistics of the corresponding detector
output shown in panel III. On the other hand, we see that
although there is considerable variation in the statistics of the
detector output for the aa-r detector �panel II�, there is much
less variation in the duration of aa �normalized by the dura-
tion of aar� as shown in panel V.

In conclusion, we see that there is some variation as to
where in the duration of the segment X, the detector for X
will actually fire. It is not obvious whether the statistics of
the detector firing will correlate with any natural phonologi-
cal boundaries if X is made up of multiple phonemes. Thus
our detectors should be viewed as detectors for the segment
as a whole rather than any boundaries.

As a result of all the above-mentioned experiments, it
might be fair to conclude that the detectors are unable to
make fine phonetic distinctions but are able to work robustly
for broad class transitions.

C. Words

In general, the approach presented in this paper can be
used to detect phonological objects of arbitrary sizes like
syllables, morphemes, or words. Consider for a moment the
problem of making a word detector based on these ideas.

There are two basic approaches. One could make the word
detector out of several component phoneme �or diphone� de-
tectors and a sequential firing of each of these component
detectors in the correct order would trigger the word detec-
tion. Alternatively, one could make a whole word template in
much the same manner in which the diphone templates were
constructed in the earlier section. A fuller investigation of the
pros and cons of each of these two approaches is beyond the
scope of the current paper and will be the subject of future
work. However, to provide the reader with some sense of the
performance of word detectors in general, we describe here
the behavior of a detector for the word dark based on the
whole word template approach.

The six ROC curves for degraded signals are shown in
Fig. 8 against the similar curve computed for the clean sig-
nal. A detection was deemed correct if it occurred anywhere
within the boundary of the word as determined from the
transcription labels. If a detection occurred outside the
boundary, it was deemed a false alarm. Due to the small
amount of data in the test set the ROC curves are not very
reliable at the very low false negative rate of under 1%–2%.
We do observe that at the range of 5%–10% false negatives,
the false alarm rate is several times smaller than that ob-
served for phonemes. For example on the clean data at 5%
false negative the false alarm rate for the word is approxi-
mately 0.12 per second compared to 0.75 per second for the
arr detector. At 10% false alarm rate the corresponding val-
ues are 0.05 and 0.5 per second. The additional structure
contained in the word dark eliminates many of the false
alarms detected by the aar detector.

VI. EDGE BASED PHONETIC CLASSIFICATION

Thus far we have investigated the issue of efficient de-
tection of phonological objects using the spread edges as the
input features. Of interest is the ability to use the spread
edges proposed in this paper for more standard classification
problems. Do these features capture the necessary informa-
tion to discriminate between phonetic objects with reason-
able accuracy? We do not explore this issue in depth but
report some results on the classification of segmented pho-
nemes. Since phonetic classification is a more traditional task
�than detection� in the speech community, these experiments

FIG. 8. Sensitivity of dark detector to degradation.
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will provide a sense to the reader as to how this technology
might be expected to perform on this more standard task.

We applied a tree based classification procedure we have
used in vision problems �see Amit �2002��. Edges are com-
puted on the continuous signal and the segments are ex-
tracted using the attached phonetic transcription. Each edge
data segment of size T�F is placed in a fixed sized grid
Tmax�F where Tmax is the largest time extent of the seg-
mented data, in our case Tmax=40 time units corresponding
to 200 ms. �A small number of segments may be longer and
is simply truncated at Tmax�. We assume the data have all
zeros on the remaining subgrid segment �T ,Tmax��F. This
implicitly conveys information on the length of the segment
although this is not explicitly used in the classification pro-
cedure. Robustness to local time warping and frequency
modulations is obtained by the spreading operation described
earlier.

Classification is achieved by training multiple decision
trees, with randomization �Amit and Murua, 2001�, at each
node only a small subsample of all Tmax�F�8 binary edge
features is inspected to find the most important split. We also
implement boosting �Schapire et al., 1998� whereby after
each tree the data are reweighted, increasing the weight on
misclassified examples. We grow M trees per class that are
trained to classify that class against all others �as one nega-
tive class�, for a total of M ·C trees. At each terminal node of
a tree grown for class c there is a weight between 0 and 1
corresponding to the proportion of training points of class c
that reached that node in training. For testing we drop a data
point X down all M ·C trees. Let �c,m�X� be the weight as-
signed to c at the terminal node reached by X on the mth tree
of that class. We choose the class that accumulates the high-
est weight:

ĉ = argmaxc=1,…,C
1

M 

m

�c,m�X� .

We use 100 000 training segments from the TIMIT train-
ing data set, and 50 000 testing segments. 200 trees are
grown for each class. With the full 52 phonetic classes of
TIMIT, we achieve a classification rate of 58.5%. It is com-
mon to consider performance on a reduced set of 39 phone-
mic classes for which we achieve 61.37%. On a set of broad
classes �8 in all� we achieve 83.8%. Shown in Table IV is the
confusion matrix for the eight broad classes. These corre-
spond to stops, flaps, affricates, fricatives, nasals, semivow-
els, vowels, and aspiration �corresponding to h in TIMIT�,

respectively �numbered 1 through 8 in that order in the con-
fusion table�. Performance for vowels is best at 91% correct
class identification. Performance for all other classes is rea-
sonable except for affricates �43%� and the phoneme h �as-
piration� �44%�, respectively. For affricates, we see that there
is significant confusion with stops �36%� and fricatives
�19%�, respectively. The confusion, though high, is not en-
tirely unreasonable. For the phoneme h �class 8�, we see that
the confusion is a little more random though even here, stops
�11%�, flaps �10%�, and fricatives �14%� dominate. These
last three categories often contain a degree of aspiration in
their phonetic realizations and we conjecture that this prob-
ably leads to the confusion.

VII. DISCUSSION

From the experiments reported here it appears that the
statistics of the local features on object and background are
sufficiently different to allow for a simple weighted sum to
successfully discriminate between object and background.
More complex local features may yield even higher power.
For example in Amit and Geman �1999� local edge conjunc-
tions are used. Furthermore the simplicity of the models al-
lows for some simple mechanisms of online adaptation
which we briefly discuss in the next section, after which we
discuss the issue of how such detections may be incorporated
into a more comprehensive continuous speech recognition
system.

A. Template adaptability

When the acoustic characteristics of the speaker
changes, or the acoustic channel changes �from free space to
a telephone channel or changes in microphone�, when there
is reverberation, or noise of various sorts, or auditory clutter,
a human displays varying degrees of perceptual constancy
that current machines are unable to achieve. It is unreason-
able to assume that the stored and learned representation of
the acoustic objects are relearned for each new environment.
Instead, two aspects come into play. One consists of invari-
ances hardwired in the representation which make them in-
sensitive to certain changes. An example could be limiting
the representation for sonorant regions to frequencies under
3000 Hz, so that irrelevant perturbations in higher frequency
regions do not affect recognition. Another example is the
amplitude invariance in the definition of the local features.
However by far more important is the ability to adapt pa-

TABLE IV. Confusion matrix of eight broad classes.

1 2 3 4 5 6 7 8

1 0.82 0.032 0.0039 0.076 0.044 0.0073 0.013 0.003 2
2 0.1 0.69 0 0.028 0.047 0.066 0.066 0.006 3
3 0.36 0.0034 0.43 0.19 0.0067 0.0051 0.0051 0
4 0.12 0.02 0.0018 0.79 0.04 0.012 0.014 0.002 2
5 0.018 0.036 0 0.018 0.82 0.04 0.066 0.001 1
6 0.0042 0.013 0 0.0086 0.028 0.82 0.12 0.000 6
7 0.0021 0.0027 0 0.0049 0.0084 0.068 0.91 0.000 15
8 0.11 0.1 0 0.14 0.074 0.07 0.065 0.44
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rameters of the representations on line as the signal is being
processed.

1. Online adaptation of template weights

The templates are defined in terms of binary variables
which are functions of local time-frequency information. De-
tection involves thresholding a weighted sum, where the
weights derive from fixed estimates of object and back-
ground probabilities. It is possible to have a continuously
updated estimate of the background probabilities pb,i, per-
formed online, over time intervals of larger duration. If there
is significant background activity at a particular range of fre-
quencies �f , f��, the probability estimates pb,i for the corre-
sponding features would increase, reducing the weight on
that feature in the sum in Eq. �5�. The threshold � would
have to be adjusted accordingly. This mechanism for adapt-
ing the template to the statistics of the background is simple
and transparent in large part due to the simplicity of the
original template.

2. Adapting to the individual speaker

Templates of the form shown in Fig. 4 are quite coarse.
During training some local features are spread in the fre-
quency direction to accommodate variations in the basic for-
mant frequencies among speakers. However, if the three ba-
sic formant frequencies of a particular speaker are known, it
is possible to adjust the templates around these frequencies
and narrow down their spread. This does not require retrain-
ing, rather a simple modification of the list of feature loca-
tion pairs, based on the estimated baseline formant frequen-
cies. This would enhance the detection rate, especially in
terms of false alarm rates.

B. From detection to continuous speech recognition

This paper focuses on the detection of acoustic objects,
and demonstrates that robust detection is possible with small
training sets. In all experiments described here we experi-
ence a certain percentage of false negatives, as well as a
certain false alarm rate measured for example as false detec-
tions per second. Note, however, that with a relatively small
library of detectors, either for all phonemes or perhaps all
diphones, one can transform the original spectrogram into a
sequence of labeled phonetic features. Since false alarms oc-
cur in detection for each feature, it is important to note that
the same time point may sometimes be labeled with two
different features. These ambiguities are to be resolved at
higher processing levels. Thus the approach provides us with
a parse of the time-frequency plane in terms of a vocabulary
of phonetic feature detectors.

One possible use of these features is to construct word
templates. Larger degrees of time invariance can be intro-
duced by more extensive spreading. These are very powerful
features in that they are detected with very high probability
on the object �word� and very low probability �the false
alarm rate� on background. The templates constructed from
these features would then provide robust and invariant word
detectors. Note that in Sec. V we experimented with a word

detector derived directly from the original edge features.
This works well for short words but would not provide for
sufficient time invariance for longer words.

Another possible use of the new feature map would be
as input into an HMM directly trained on the outputs of the
phoneme or diphone detectors. Thus higher level knowledge
of vocabularies and syntax is incorporated directly at this
more symbolic level. We do not advocate resolving all the
linguistic content based solely on the new feature map. At
some places there will be ambiguities between competing
interpretations which may need a more intensive analysis of
the original spectral data. However, it is hoped that these will
be relatively few, and the high level analysis will provide
only a small number of candidate interpretations which re-
quire such intensive analysis.

1In order to compute ROC curves efficiently �Sec. V�, we have to perform
the clustering prior to the thresholding. Strictly speaking, this alters the
overall detector, but the extent of this effect appears to be insignificant.
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Several alto saxophone players’ vibratos have been recorded. The signals are analyzed using
time-frequency methods in order to estimate the frequency modulation �vibrato rate� and the
amplitude modulation �vibrato extent� of each vibrato sample. Some parameters are derived from
the results in order to separate the two ways of vibrato playing: vibrato “à la machoire” and vibrato
“sur l’air.” Moreover, time domain simulations of single-reed instrument vibratos are created. The
model is controlled by two parameters: the mouth overpressure and a parameter characterizing the
reed-mouthpiece system. Preliminary comments and comparisons between the simulated vibratos
and recorded vibratos results are made. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2036027�

PACS number�s�: 43.75.Bc, 43.75.Pq �NHF� Pages: 2649–2655

I. INTRODUCTION

Vibrato is one of the common ornaments in occidental
classical music, particularly in singing, but in wind and
bowed instruments too. When the instruments are played us-
ing vibrato ornaments, deliberate fluctuations in the period
and the amplitude of the acoustic pressure signals are ap-
plied.

Most of the studies dedicated to vibrato have been con-
cerned with lyric singers,1–5 trying to measure the properties
like the vibrato rate �frequency modulation� or the vibrato
extent �amplitude modulation�, and then to analyze these
properties as functions of time, or to study their pitch per-
ception. Some other studies have been dedicated to musical
instruments like bowed instruments or flutes.6,7 Our study is
devoted to the single reed wind instruments and particularly
to the alto saxophone. According to Christophe Bois �a
french professional saxophone player, Professor at the
CNSM of Paris�, there are many kinds of vibratos that can be
separated in two sets according to the way they are produced:
�1� the vibratos “à la machoire” �the vibrato effect comes
from a slight mechanical vibration of the jaw�, �2� the vibra-
tos “sur l’air” �the vibrato effect comes from a slight modu-
lation of the mouth cavity air pressure controlled by the
tongue�. The study is based on the analysis of different stable
vibratos, by extracting their amplitude modulation param-
eters. Our aim in the study is to estimate characteristics of
the saxophone vibrato oscillations. One question is as fol-
lows: are saxophone vibratos mainly linked to frequency
modulation like vibratos of singers? Another question is at
the end, is it possible to separate the two kinds of vibratos by
analyzing the corresponding generated sounds? By using
physical modeling of reed instruments, simulations of the
sound regeneration allow mimiking of some aspects of the
musical performance. A last question may then be are sim-
plified models able to simulate vibratos and to exhibit the
same kind of characteristics?

The present paper is divided into four sections. After this
brief Introduction, the methods to extract the parameters of
the amplitude modulation and of the frequency modulation
are presented in Sec. II. Then the methods are checked on
known test signals in order to estimate accuracies, then ap-
plied to alto saxophone players’ vibratos and applied to
simulated vibratos in Sec. III. Finally, the preliminary con-
clusions and the perspectives of this work are discussed in
the conclusion, Sec. IV.

II. SIGNAL PROCESSING METHODS

Vibrato in the permanent regime may be modeled as
both an amplitude modulation and a frequency modulation of
a signal. Estimating both modulations allows the extraction
of parameters of modeling. For amplitude modulation, we
show that estimations based on methods such as envelope
detection are accurate enough. For frequency modulation,
time–frequency analysis is required. Several time–frequency
methods �spectrogram,1,2 modal distribution8� were used in
other vibrato studies. In the paper, we use the spectrogram,
and the instantaneous frequency is estimated as the local fre-
quency of the spectrogram.9

A. Modeling of test signal

For most musical signals, the multicomponent AM-FM
signal s�t� is modeled as a discrete sum of partials,8 i.e.,

s�t� = �
n=1

Nh

an�t�cos„�n�t�… , �1�

where an�t� is the amplitude modulation and �n�t� is the
instantaneous phase of the nth partial, respectively, and
where Nh is the number of harmonics of the playing fre-
quency. It is furthermore supposed that an�t�cos(�n�t�) is
the canonical representation of the signal, for all n, or
equivalently9 that the low-frequency content of the nth
partial is in the amplitude, an�t�, and that the high-
frequency content of the nth partial is in the term
cos(�n�t�).a�Corresponding author. Electronic mail: laurent.simon@univ-lemans.fr
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1. Amplitude modulation modeling

Only the permanent regime is studied in this paper. Con-
sequently, the expression of the amplitude modulation an�t�
we consider in this paper is such that

an�t� = �n�1 + �
k=1

Nv,a

�k cos�2�kFmt + �k�� , �2�

for n� �1,Nh�, where �n is the positive weight in amplitude
modulation of the nth partial, where Nv,a is the number of
harmonics of the vibrato frequency Fm, and where the
parameters �k and �k of the Fourier series have to be
estimated. Note that �k is the amplitude modulation rate of
vibrato harmonic k, ∀k� �1,Nv,a�.

2. Frequency modulation modeling

On the other hand, we suppose that the instantaneous
phase of the permanent regime is expressed as

�n�t� = 2�nFst + �
l=1

Nv,� n�lFs

lFm
cos�2�lFmt + �l� , �3�

where Fs is the playing frequency, �l and �l are, respec-
tively, the vibrato rate and the phase of vibrato harmonic l,
and Nv,� is the number of harmonics of the vibrato frequency
Fm. An instantaneous frequency is associated with the nth
partial, defined as9

f i
�n��t� =

1

2�

d�n�t�
dt

. �4�

If instantaneous frequency is an intuitive concept, its math-
ematical description �Eq. �4�� does sometimes satisfy our
perception regarding instantaneous frequency, and some-
times does not.9

Inserting �4� into �3� yields

f i
�n��t� = nFs�1 − �

l=1

Nv,�

�l sin�2�lFmt + �l�� . �5�

Note that for both modulations, the modulation fre-
quency in Eqs. �2� and �5� is the same.

3. Assumptions and parameters to be estimated

In the paper, only the permanent regime is studied. For
the amplitude modulation �Eq. �2��, it is furthermore sup-
posed that an�t��0, ∀t and ∀n� �1,Nv,a�, or, equivalently,
that

�
k=1

Nv,a

��k� 	 1. �6�

For the frequency modulation �Eq. �5��, it is also sup-
posed that there is no overlap of instantaneous frequency
from partial n to partial n+1. This means that the maximum
value of instantaneous frequency of the nth partial is consid-
erably less than the minimum value of instantaneous fre-

quency of the �n+1�th partial. First, the maximum of instan-
taneous frequency of the nth partial is bounded �upper limit�
by

Max�f i
�n��t�� = nFs�1 + �

l=1

Nv,�

��l�� , �7�

and second, the minimum of instantaneous frequency of the
�n+1�th partial is bounded �lower limit� by

Min�f i
�n+1��t�� = �n + 1�Fs�1 − �

l=1

Nv,�

��l�� . �8�

As a consequence, there is no overlap of instantaneous
frequency from partial n to partial n+1 if

�2Nh + 1� �
l=1

Nv,�

��l� 
 1. �9�

In the case of simulation, the controlled parameters are
the numbers of vibrato harmonics Nv,a �for the amplitude
modulation� and Nv,� �for the frequency modulation�, the
number of playing frequency vibrato harmonics Nh, and the
sampling frequency fe. The parameters to be estimated are
the vibrato frequency Fm, the playing frequency Fs, the am-
plitude modulation parameters �k �vibrato extent�, �k, the
frequency modulation parameters �l �vibrato rate�, �n and �l,
for n� �1,Nh�, for k� �1,Nv,a� and for l� �1,Nv,��. In this
study, we focus on the estimation of Fm, Fs, �k, and �l, for
k� �1,Nv,a� and for l� �1,Nv,��.

B. Amplitude modulation and instantaneous
frequency estimations

Instantaneous amplitude and frequency concepts were
originally developed in the theory of modulation in commu-
nications. These time-varying parameters are important fea-
tures to estimate for many applications such as radar, sonar,
or seismology. Their estimations allow, in particular, location
of the time-varying frequency content of the signal. Many
algorithms were developed to estimate these features and a
tutorial review10,11 was published in 1992. In the present pa-
per, we use the envelope detection algorithm for estimating
the amplitude modulation an�t� �Eq. �2�� and time–frequency
distributions to estimate the instantaneous frequency f i

�n��t�
�Eq. �5��.

1. Amplitude modulation estimation

In order to estimate the amplitude modulation, we first
demodulate the signal s�t� by means of a quadratic envelope
detector. The principle of this detector is as follows: the sig-
nal is squared, before being low-pass filtered. Then, by tak-
ing the square root of the low-pass filtered signal, we can
obtain an estimation of the amplitude modulation.12 The filter
used is a Finite Impulse Response �FIR� digital filter, and its
impulse response is calculated thanks to the Parks-McClellan
algorithm.13 Second, a synchronous detection is processed, in
order to estimate Fm, �k, and �k, for k� �1,Nv,a�.
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2. Instantaneous frequency estimation

Paraphrasing Cohen,9 “instantaneous frequency is one of
the most intuitive concepts, since we are surrounded �¯� by
many phenomena whose periodicity changes.” While instan-
taneous frequency seems to be a natural concept for describ-
ing our environment, its mathematical description is still an
open question.9,10

Furthermore, it has been shown9,10 that instantaneous
frequency may be related to time-frequency distributions
�TFD�. Indeed, such distributions allow a representation of
the frequency content of a signal as a joint function of time
and frequency, and the instantaneous frequency may be then
viewed as the average frequency at a given time.

Some distributions verify this property of the local av-
erage �such as the Wigner-Ville distribution�, while other
TFD only approximate it �such as the spectrogram�.9,10

Moreover, work has been done to construct a TFD that gives
a perfect location of the instantaneous frequency.14 In this
paper, we use the spectrogram as an estimator of the instan-
taneous frequency. Once the instantaneous frequency is esti-
mated, a synchronous detection is processed, in order to es-
timate Fm, �l, and �l, for l� �1,Nv,��.

If the concept of instantaneous frequency is meaningful
for a monocomponent signal, i.e., a signal where there is
only one frequency varying with time for all time, a prelimi-
nary breakdown of the signal has to be done for a multicom-
ponent signal. In the present case, we suppose that the in-
stantaneous frequencies of partials n and �n+1� do not
overlap �which is clearly the case for real-world vibrato sig-
nals�. As a consequence, instantaneous frequency may be
estimated for all the partials n� �1,Nh�.

Following Cohen,9 we note PSP�t , f�, the spectrogram of
s�t�, according to

PSP�t, f� = 	
 s���h�� − t�e−j2�f�d�	2

, �10�

where h�t� is a window function. In the following, we fur-
thermore use the spectrogram to estimate the instantaneous
frequency related to the nth partial as above,

f̂ i
�n��t� =

�Bn
fPSP�t, f�df

�Bn
PSP�t, f�df

, �11�

where the partial n is related to the bandwidth Bn around the

frequency nFs. Even if f̂ i
�n��t� is not a good estimator of the

instantaneous frequency �due to an entanglement of the sig-
nal and window9�, narrowing the window h�t� �or equiva-
lently broadening the bandwidths Bn� allows a correct esti-
mation of the instantaneous frequency,9 as shown in the next
section.

III. RESULTS AND DISCUSSION

A. Instantaneous amplitude and frequency estimators
for test signals

Three test signals are simulated in this section, accord-
ing to Eqs. �1�–�5�, for Nh=1 and for three harmonics of the
vibrato frequency �Nv,a=Nv,�=3�. The values of the param-
eters fs, fm, �k, and �l are given in Table I �for k and l
� �1,3��, corresponding to realistic values of real-world vi-
brators. For each of the three signals, a Gaussian white noise
is added with different signal-to-noise ratios �from
0 to 50 dB�.

TABLE I. �a� First set of parameters of a test signal. �b� Second set of parameters of a test signal. �c� Third set
of parameters of a test signal. Simulated values and associated errors.

�a�
Parameter Simulated value Associated error �%�

�Fs ,Fm� �Hz� �392, 4.5� �	0.1,1.3�
��1 ,�2 ,�2� �Eq. �2�� �0.441, 0.176, 0.029� �0.45, 0.56, 0.45�
��1 ,�2 ,�3� �Eq. �5�� �0.006, 0.003, 0.002� �1.7, 10, 25�
�HD� ,HD�� �Eqs. �12� and �13�� �0.375, 0.515� �0.53, 12.23�
�SGC� ,SGC�� �Eqs. �14� and �15�� �1.362, 1.636� �0.6, 5.07�

�b�
Parameter Simulated value Associated error �%�

�Fs ,Fm� �Hz� �392, 5� �	0.1,1�
��1 ,�2 ,�3� �Eq. �2�� �0.75, 0.25, 0.125� �0.67, 2.4, 15.2�
��1 ,�2 ,�3� �Eq. �5�� �0.01, 0.004, 0.004� �2, 5, 32.5�
�HD� ,HD�� �Eqs. �12� and �13�� �0.349, 0.492� �3.7, 15.45�
�SGC� ,SGC�� �Eqs. �14� and �15�� �1.362, 1.636� �0.6, 5.07�

�c�
Parameter Simulated value Associated error �%�

�Fs ,Fm� �Hz� �1590, 4.75� �	0.1,1.9�
��1 ,�2 ,�3� �Eq. �2�� �0.7, 0.3, 0.067� �0.57, 1.33, 11.94�
��1 ,�2 ,�3� �Eq. �5�� �0.002, 0.0015, 0.002� �5, 2, 25�
�HD� ,HD�� �Eqs. �12� and �13�� �0.402, 0.781� �1, 8.6�
�SGC� ,SGC�� �Eqs. �14� and �15�� �1.407, 2� �0.92, 5�
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We note in the following the levels of the vibrato
strength from 1 �no vibrato� to 5 �exaggerated vibrato�. In
Table I�a�, the level of the vibrato strength is 2, with a low
modulation rate in both amplitude and frequency. In Table
I�b�, the level of the vibrato strength is 4, with a high modu-
lation rate in both amplitude and frequency. Finally, the level
of the vibrato strength in Table I�c� is 4, with a low modu-
lation rate in frequency and a high modulation rate in ampli-
tude. Furthermore, the rate of harmonic distortion �HD� for
the amplitude modulation is expressed as

HD� =��k=2
Nv,a�k

2

�k=1
Nv,a�k

2 . �12�

For the frequency modulation, the rate of harmonic distortion
will be

HD� =��l=2
Nv,��l

2

�l=1
Nv,��l

2 . �13�

We also estimate the spectral gravity center �SGC� according
to

SGC� =
�k=1

Nv,ak�k

�k=1
Nv,a�k

, �14�

for the amplitude modulation, and

SGC� =
�l=1

Nv,�l�l

�l=1
Nv,��l

, �15�

for the frequency modulation.
The values of the associated errors given in Table I show

good agreement between the simulations and the estimations.
The associated errors for the estimation of �1 are less than
1%, while the associated errors for the estimation of �1 are
less than 5%. Furthermore, the playing frequency Fs and the
vibrato frequency Fm are, respectively, estimated with errors
less than 0.1% and 2%. Although the values of �3 and �3 are
worse estimated, due to the very weak values of the simu-
lated parameters, we maintain that the signal processing
methods described in Sec. II are well suited for the analysis
of vibratos. Last, the harmonic distortion rate is better esti-
mated for the amplitude modulation than for the frequency
modulation.

B. Real-world signals, estimation of parameters,
and discussion

In order to apply the signal processing methods to real
sounds, the saxophone player Christophe Bois has recorded
self-sustained notes, from which one second of the perma-
nent regime is selected and analyzed. The database contains
21 samples that are summarized in Table II. The database has
been filled by playing the note E3, at two dynamic levels,
piano and forte, at five vibrato strength levels, from soft �1�
to high �5�, using the two kinds of vibrato, “a la machoire”
and “sur l’air.” A class of records has been set from 2 to 11.
A given class of record corresponds to the same note, the
same dynamic, and the same vibrato strength level, the way
of playing being “a la machoire” or “sur l’air.” Most of the
possibilities have been explored, giving the 21 samples. The
samples have been analyzed using the signal processing

methods described in Sec. II in order to extract the param-
eters �k representative of the amplitude modulation, and �l

representative of the frequency modulation. The first coeffi-
cients �1 as a function of �1 are displayed in Fig. 1. Having
a look at Fig. 1, no obvious conclusion can be drawn; the
two kinds of vibratos cannot be separated by their ��1 ,�1�
values, even though two samples having a close pair value
��1 ,�1� in Fig. 1 can be easily distinguished by an informal
listening test. A first result is that the kind of vibrato is not
directly linked with a kind of signal modulation. Another
coefficient has then to be found. As explained previously in
Sec. III A, harmonic distortion rates can be computed from
the higher coefficients �k and �l �for k , l�1� of the real
signals. The rate of harmonic distortion for the amplitude

TABLE II. Database of real signals. Record number, vibrato strength �from
1: no vibrato, to 5: exaggerated vibrato�, dynamic, kind of vibrato and class
of record.

Record
number

Vibrato strength
�1–5� Dynamic

Kind of
Vibrato

Class of
record

2 1 piano a la machoire 2
3 2 piano a la machoire 3
4 3 piano a la machoire 4
5 4 piano a la machoire 5
6 5 piano a la machoire 6
7 1 forte a la machoire 7
8 2 forte a la machoire 8
9 3 forte a la machoire 9

10 4 forte a la machoire 10
11 5 forte a la machoire 11
12 1 piano sur l’air 2
13 2 piano sur l’air 3
15 3 piano sur l’air 4
16 4 piano sur l’air 5
17 5 piano sur l’air 6
18 1 forte sur l’air 7
19 2 forte sur l’air 8
20 3 forte sur l’air 9
21 4 forte sur l’air 10

FIG. 1. �1 as a function of �1. The associated record numbers are in Tables
II and III. Circles: Vibrato “a la machoire.” Crosses: Vibrato “sur l’air.”
Diamonds: Vibrato coming from playing performance.
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modulation �Fig. 2�a�� and for the frequency modulation
�Fig. 2�b�� are estimated successively from the real signals as
a function of the class of record. Note that the two ways of
playing vibrato are quite well separated: the vibratos “a la
machoire” exhibit higher values of the amplitude modulation
distortion than the vibratos “sur l’air” �Fig. 2�a��. At the op-
posite, the vibratos “a la machoire” exhibit lower values of
the frequency modulation distortion than the vibratos “sur
l’air” �Fig. 2�b��. Nevertheless, the separation is not exclu-
sive. For each of the two distortion rates, there is a counter-
example corresponding to a high pronounced vibrato at forte
dynamic �record numbers 10 and 21 in Fig. 2�a��, and to a
high pronounced vibrato at piano dynamic �record numbers 5
and 16 in Fig. 2�b��. As an alternative to the distortion rate, a
spectral gravity center of the vibrato modulation can be de-
fined. The corresponding results associated with amplitude
and frequency modulations are, respectively, displayed in
Figs. 3�a� and 3�b�. For the amplitude modulation, the con-
clusions are the same as the ones drawn from the distortion
rate �Fig. 2�a��, but there is no counterexample anymore, and
the two ways of vibrato playing are well separated then. Note
that several samples corresponding to other notes than E3,
E4, for example, have been recorded and analyzed. The re-
sults obtained are compatible with the conclusions drawn
from the E3 note’s extensive study.

The algorithm of both amplitude and frequency modu-
lation estimations is also applied to signals coming from
playing performance. The database is made up of extracts of
several recordings, where only the vibrato of the saxophonist
is present. The selected musical tunes are presented in Table
III. In Fig. 1, the estimations of �1 and �1 are compared with
the estimations of the vibratos of self-sustained notes. More-
over, we compare the estimations of HD� �Fig. 2�a��, HD�

�Fig. 2�b��, SGC� �Fig. 3�a�� and SGC� �Fig. 3�b��, for these
signals coming from playing performance, with the cases of

self-sustained note vibratos. We call class 12 the class asso-
ciated with the signals coming from playing performance.

Figures 1–3 show how the estimated parameters of the
signals coming from playing performance �class number 12�
are coherent with the values of the database of real-world
signals. For the record number 242 �Table III�, note that the
harmonic distortion rate HD� �Fig. 2�a�� is about 70%. Pa-
rameter values of �1, �1, HD�, HD�, SGC�, and SGC� are
clearly in the same area of the corresponding parameters for
self-sustained notes.

C. Simulated signals

1. Physical modeling

The nature of the sound production of single reed instru-
ments is now well understood.15 Using an elementary model

FIG. 2. �a� Harmonic distortion coefficient HD� as a function of the class of
record. An estimation from the amplitude modulation. �b� Harmonic distor-
tion coefficient HD� as a function of the class of record. An estimation from
the frequency modulation. The associated record numbers and the classes of
records are in Tables II and III. Circles: Vibrato “a la machoire.” Crosses:
Vibrato “sur l’air.” Diamonds: Vibrato coming from playing performance
arbitrarily associated to class 12.

FIG. 3. �a� Spectral gravity center SGC� as a function of the class of record.
An estimation from the amplitude modulation. �b� Spectral gravity center
SGC� as a function of the class of record. An estimation from the frequency
modulation. The associated record numbers and the classes of records are in
Tables II and III. Circles: Vibrato “a la machoire.” Crosses: Vibrato “sur
l’air.” Diamonds: Vibrato coming from playing performance arbitrarily as-
sociated to class 12.

TABLE III. Database of signals coming from playing performance. Record
number, title of musical tune, vibrato strength �from 1: no vibrato, to 5:
exaggerated vibrato�. The class associated to these signals is class 12.

Record
number Title of musical tune Vibrato strength

192 Syrinx of C.Debussy, played
by F.Chouraki

3–4

194 Syrinx of C.Debussy, played
by F.Chouraki

1–2

231 Quatuor of Olav Berg, played
by H.Bergersens

2–3

232 Quatuor of Olav Berg, played
by H.Bergersens

2–3

241 An der schönen blauen Donau
of J.Strauss, by Spike Jones

4–5

242 An der schönen blauen Donau
of J.Strauss, by Spike Jones

4–5

243 An der schönen blauen Donau
of J.Strauss, by Spike Jones

5
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for the reed and the mouthpiece, coupled with an idealized
instrument, here an alto saxophone, a large range of the mu-
sical behavior of the single reed instruments is described.
The elementary model is based on two equations: one for the
nonlinear excitation mechanism, the reed-mouthpiece system
�Eq. �16��, and the one for the resonator, regarded as a linear
system �Eq. �17��. The two equations make the coupling be-
tween the two following variables: u�t�, the volume flow
entering into the instrument, and p�t�, the acoustical pressure
in the mouthpiece,

u�t� = wHO�1 −
pm − p�t�

PM
�sign�pm − p�t��

��2�pm − p�t��



, if pm − p�t� � PM ,

u�t� = 0, if pm − p�t� � PM , �16�

p�t� = 
cu�t� + r�t� � �p�t� + 
cu�t�� , �17�

where w is the effective width of the reed channel, H0 the
reed opening at rest, pm the mouth pressure, 
 the air density,
and c the speed of sound in free space. The limit value PM

for which the reed closes the opening is given by PM =kH0,
where k is the reed stiffness. PM is the minimum value of the
mouth pressure above which the static solution correspond-
ing to the reed blocked against the lay is stable. The reflec-
tion function r�t� of the pipe is obtained by an inverse Fou-
rier transform of the reflection coefficient R�j�� defined as a
function of the dimensionless input impedance Z�j��,

R�j�� =
Z�j�� − 1

Z�j�� + 1
. �18�

The saxophone bore is mainly conical. An approxima-
tion of the truncated cone by using a system of two cylinders
can be used. Their lengths Lb and La, respectively, are equal
to the lengths of the truncated cone and of the truncature,
respectively. Typically the ratio La /Lb has been chosen to be
equal to 5. The dimensionless input impedance Z�j�� is de-
fined as follows:16

1

Z�j��
=

1

tanh��La�
+

1

tanh��Lb�
, �19�

where � is the propagation constant, taking into account the
viscothermal effects �losses and dispersion�.

In order to get oscillations, a simulation technique in a
discrete time domain is used.17,18 Assuming the control pa-
rameters �Pm ,H0 ,k� to be constant, periodic oscillations are
obtained in permanent regimes after a short transient. A way
to reproduce vibratos by simulations is to use control param-
eters slowly varying slowly in time. Typically, simulations
have been done using control parameters varying harmoni-
cally at 5 Hz.

2. Estimation of parameters and discussion

A set of simulations corresponding to each one of the
two control parameters, Pm and H0, have been done. The

modulation rate of each parameter is equal to 5 Hz. The
modulation extent of Pm and H0 is varying from 5% to 30%,
and from 10% to 40%, respectively, of their mean value.
Three sets of simulations have been calculated: one set cor-
responding to a variation of H0, another one to a variation of
Pm, the third one corresponding to a modulation of both the
control parameters. Then, the simulated signals have been
analyzed in the same way as the real sounds by using the
signal processing methods described in Sec. II, in order to
evaluate the values of �1 and �1. The results are shown in
Fig. 4 and Fig. 5 using the same kind of display as those of
real sounds given in Sec. III B.

The preliminary results of Fig. 4 show that the mouth
pressure Pm mainly controls the amplitude modulation, and

FIG. 4. �1 as a function of �1 �simulated signals�, �a� for different values of
H0 and �b� for different values of Pm. Two special cases are to be consid-
ered: H0=40%, Pm=20% �diamond� and H0=35%, Pm=15% �square�.

FIG. 5. �a� Harmonic distortion coefficient HD� as a function of the modu-
lation rate H0 ��� or Pm ���. An estimation from the amplitude modulation
of simulated signals. �b� Spectral gravity center SGC� as a function of the
modulation rate H0 ��� or Pm ���. An estimation from the amplitude modu-
lation of simulated signals. Two special cases are to be considered: H0

=40%, Pm=20% �diamond�, and H0=35%, Pm=15% �square�.
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the reed opening H0 mainly controls the frequency modula-
tion. But each control parameter does influence both the am-
plitude and frequency modulations significantly. The results
displayed in Fig. 4 do not show any separation between each
of the three sets of simulations. At the opposite, both the rate
of harmonic distortion and the SGC results applied to ampli-
tude modulation �Fig. 5� seem to be able to separate the set
of simulations of H0 variations, and the set of simulations of
Pm variations. According to our hypotheses, assuming that
the vibrato “a la machoire” is linked with a H0 variation, and
the vibrato “sur l’air” with a Pm variation, then the two kinds
of vibratos are separated quite successfully.

IV. CONCLUDING REMARKS

In this paper, some vibratos on alto saxophone instru-
ments have been studied. Suitable signal processing methods
have been developed in order to estimate parameters of am-
plitude and frequency modulations. First the methods have
been validated for test signals, and then they have been ap-
plied to the real saxophone vibrato sounds, and to simulated
vibrato sounds coming from physical modeling of
saxophone-like instruments. The methods are able to esti-
mate the characteristics of the vibrato oscillations by extract-
ing the first harmonics of the periodic vibrato oscillation, the
vibrato extent, and the vibrato rate, with errors of less than
5%.

From the extraction of the amplitude and frequency
modulations harmonic components of the real vibrato
sounds, a first conclusion is drawn: although vibratos of
singing voices are mainly linked to frequency modulation,
significant amplitude modulations have been estimated from
saxophone vibratos. Otherwise, no straightforward difference
between the two techniques of playing vibratos, “a la ma-
choire” and “sur l’air,” have been shown directly from these
components. But, by using a coefficient representing the vi-
brato amplitude distortion, like a spectral gravity center,
some trends in the ability to separate the two techniques have
been shown. At the end, more sophisticated coefficients will
have to be defined in order to improve the separation.

In parallel, by using physical modeling of reed instru-
ments, simulations of vibratos have been carried out. The
simplified models are based on a few parameters character-
izing the saxophone �the input impedance� and the player
�the reed parameters and the mouth pressure�. After having
an extensive discussion with professional saxophone players,
their two vibrato playing techniques have been simulated as
follows: the vibrato “a la machoire” and the vibrato “sur
l’air,” are taken into account in the model by a slow variation
in time of the parameter, H0, and of the parameter, Pm, re-
spectively. At the end, the simulated sounds have been stud-
ied by the same processing methods than the one used to

study the real sounds. The same kind of trends in the ability
to separate the two vibrato simulated techniques has been
shown.

Further studies might be done on other wind instrument
vibratos. An important work has to be produced on players in
order to extract direct information on the slowly varying con-
trol parameters. If it seems easy to extract the mouth pressure
modulation, to get the opening reed-lay modulation during
the performance technique seems to be a hard task.
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This study focuses on a particular attribute of trumpet tones, the brightness, and on the physical
characteristics of the instrument thought to govern its magnitude. On the one hand, an objective
study was carried out with input impedance measurements, and, on the other hand, a subjective
study with hearing tests and a panel of subjects. To create a set of different trumpets a variable depth
mouthpiece was developed whose depth can be easily and continuously adjusted from “deep” to
“shallow.” Using this mouthpiece and the same trumpet, several instruments were generated which
may be played in three ways: �i� by a musician, �ii� by an artificial mouth, and �iii� using physical
modeling simulations. The influence of the depth of the mouthpiece on the perception of the
trumpet’s tones was investigated, and the ability of a musician, the artificial mouth, or physical
modeling simulations to demonstrate perceptively noticeable differences was assessed. Physical
characteristics extracted from the impedance curves are finally proposed to explain the brightness of
trumpet tones. As a result, the physical modeling simulations now seem to be mature enough to
exhibit coherent and subtle perceptual differences between tones. This opens the door to virtual
acoustics for instrument makers. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2006007�
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I. INTRODUCTION

Studying the quality of musical instruments is particu-
larly interesting to help their development and to improve
quality assessment procedures.

In the existing literature, two kinds of studies tackle the
quality assessment of musical instruments. On the one hand,
there are subjective studies which aim at characterizing the
subjective response given by a musician or a listener. The
main difficulties with these approaches are that the subjec-
tive answers of a “subject” are generally nonreproducible,
semantically ambiguous, and depend on cultural and
training aspects of the subject. Several studies using
user-tests and sensory analysis techniques are proposed
�Pratt and Bowsher, 1979�. On the other hand, there are ob-
jective studies which aim at ascertaining which physical
measurements seem to govern the subjective quality of the
instrument �Pratt and Bowsher, 1978�.

In parallel, in recent years, physical modeling simula-
tions �Adachi and Sato, 1995� have provided interesting re-
sults to understand the functioning of brass instruments
which could be used by instrument makers in the develop-
ment process of new instruments. Assessing certain attributes
of the quality of an instrument on a virtual prototype and
using simulated tones have been proposed by Farina and
Tronchin �2000�.

Concerning the brass instruments, the main physical
measurement is the input impedance of the bore. In order to

propose a model for predicting certain qualities of brass in-
struments, the approach consists in discovering correlations
for a set of instruments between the subjective response
�given by the subject� and measurements �extracted from the
impedance curve�. These experiments are difficult to carry
out, because one must finely control which parameters vary
between the set of instruments, in order to be sure that the
differences observed in the subjective assessment are effec-
tively due to these variations. Plitnik and Lawson �1999� test
several assumptions for the correlations between subjective
attributes of horns and information extracted from the im-
pedance curve. The conclusion is that searching for a one-to-
one correspondence between a subjective attribute and an
acoustic variable �coming from the input impedance� is
counterproductive if not futile. These conclusions are the
starting point of our study. Other studies have already been
carried out to establishing the influence of the mouthpiece on
the sound perceived. The influence of the mouthpiece cup
volume and the impedance peaks no longer need to be
proved �Benade, 1976�. Wright and Campbell �1998� attempt
to relate timbral changes perceived by the human ear-brain
system to specific features of mouthpiece design. Psycho-
acoustical listening tests have also been carried out �Caral
and Campbell, 2002�, to evaluate the perceived difference in
timbre related to a change of mouthpiece and to find a
threshold of distinguishability. They show that a small
change �less than 5%� influences the signals sufficiently to be
then perceived by a subject.

Let us underline that in these studies, a lot of parameters
vary from one mouthpiece to the next, and one cannot iden-
tify which parameter is the most influential on the subjective

a�Author to whom correspondence should be addressed; electronic mail:
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2656 J. Acoust. Soc. Am. 118 �4�, October 2005 © 2005 Acoustical Society of America0001-4966/2005/118�4�/2656/11/$22.50



evaluation. In order to isolate and finely control the influenc-
ing variables of the timbre quality of brass instruments, we
developed a trumpet mouthpiece with a depth that can be
easily and continuously adjusted from “deep” to “shallow.”
Using this device and the same trumpet, we generated a set
of instruments with notably different acoustical behavior,
varying only the internal geometry of the mouthpiece. This
set of instruments has been evaluated in two ways: �1� a
particular attribute of tones �played by a musician and an
artificial mouth, or numerically simulated�, the “brightness,”
has been assessed via hearing tests �Petiot et al. 2003�, and
�2� the input impedance of the instruments has been mea-
sured. The objectives of this paper are as follows:

�i� To show how a change in the depth of the mouthpiece
influences the impedance curve and the perception of
the brightness of tones.

�ii� To study to what extent tones generated by a musi-
cian, an artificial mouth, or by physical modeling
simulations are similarly perceived. The question here
is to know if the perception of numerically simulated
tones is in accordance with the perception of tones
played by a musician or an artificial mouth, and if
simulations are mature enough to exhibit subtle per-
ceptual differences between sounds.

�iii� To find indicators extracted from the impedance curve
correlated with the assessment of brightness, in order
to predict this subjective assessment by objective
measurements, and finally help the design of
instruments.

Section II presents the experimental devices and the proce-
dures used for the study. The input impedance setup is briefly
described and the procedures used to generate the trumpet
tones are explained. We put particular emphasis on the
method used for physical modeling simulations. The hearing
tests which have been carried out are explained.

Section III describes the results concerning the subjec-
tive study �hearing tests� and the objective measurements
�input impedance�. The subjective data are analyzed by sen-
sory analysis techniques.

Section IV focuses on the interpretation of the results
and on the correlations between subjective evaluations and
objective measurements which can be found. Conclusions
and perspectives are proposed in Sec. V.

II. EXPERIMENTAL DEVICES AND PROCEDURES

A. Brass instrument

1. The variable depth mouthpiece

The mouthpiece of the trumpet, and more generally of
all brass wind instruments, plays a paramount role both for
the overall “comfort” of the musician and the sound pro-
duced. It is, however, difficult to investigate the correlations
between the geometry and the sound produced. If one tries to
explain the perceived differences, many parameters vary at
the same time �the shape of the cup, thickness of the rim,
width of the throat, the back bore,…� �Plitnik and Lawson,
1999�. For this reason, we developed a special mouthpiece
for which a single geometric parameter, the depth of the

mouthpiece cup, can be controlled. The system is made of a
micrometer screw which increases the mouthpiece cup depth
by 0.5 mm each turn �Fig. 1�. The mouthpiece can evolve
easily and continuously from position T0 “shallow” �0 turn,
0 mm� to position T10 “deep” �10 turns, 5 mm� The mouth-
piece is designed in such a way that the variation between
position Ti and T�i+1� is equivalent to the addition to the
bore of a 0.5-mm-thick cylinder. Eleven positions of the
mouthpiece, from T0 �shallow� to T10 �deep�, have been
retained for the study �beyond ten turns, the instrument be-
comes greatly denatured to remain playable�. Using this
mouthpiece, and the same trumpet �Yamaha model 1335�, we
generate a family of 11 different instruments, named Ti �i
=0 to 10, number of turns�.

This family of instruments is the reference set for the
subjective tests and the objective measurements presented in
the next paragraphs.

2. Input impedance setup

Brass wind instruments and more generally wind instru-
ments can be characterized by their input impedance. Input
impedances of the trumpet described above have been mea-
sured using the impedance sensor described in Dalmont and
Bruneau �1991�. Impedance sensors are linear sensors with
two entries whose signals are influenced by both the pressure
and volume velocity on the reference plane �input of the
mouthpiece in our study�. Pressure is generally measured
with a microphone, therefore impedance sensors are classi-
fied according to the way the volume velocity is determined
or controlled. Initially, most of the impedance sensors used a
source of constant velocity and a microphone giving a pres-
sure signal approximatively proportional to the impedance
measured �impedance sensor with capillary tube, for ex-
ample�. Other systems based only on pressure measurements
have become widespread �for an overview of impedance sen-
sors see Dalmont �2001�, for example�. The sensor used in
this study is based on one pressure and one volume velocity
transducer, the source signal being a swept sine �see details
in Dalmont and Bruneau �1991��. Figure 2 presents examples
of input impedance curves �magnitude and phase� of the
trumpet with no valve depressed according to two cup
depths, “shallow” �T0 configuration� and “deep” �T10 con-
figuration� as described in the previous section.

Two kinds of measurements have been made. The first,
called “narrow-band measurements,” corresponds to mea-
surements made step by step from 50 to 150 Hz, using a step
equal to 1 Hz �Fig. 2�. The second, called “broadband mea-
surement,” corresponds to measurements made from 4 Hz
step by step to 4096 Hz using a step equal to 4 Hz. The
narrow-band measurements are used in order to extract the
resonance frequencies and their associated parameters as the
quality factor and the impedance magnitude value �Sec.

FIG. 1. Cross section of the mouthpiece with two positions of the depth:
shallow �T0, left� and deep �T10, right�.
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III A 1�. The broadband measurements are used as an input
parameter of the simulated tones �Sec. II B 2�.

A set of the input impedances corresponding to all the
configurations of the mouthpiece cup is needed. Each input
impedance is calculated from the measured impedance
Z0�j�� of the “shallow” configuration T0. The calculation is
based on the electro-acoustical line theory by adding to the
bore a cylindrical element of the same diameter as the input
diameter of the mouthpiece. The calculated dimensionless
impedance Zci�j�� is given from Z0�j�� by the following
formula �Eq. �1��:

Zci�j�� =
Zo�j�� + j tan�kLi�

1 + j tan�kLi�Zo�j��
, �1�

where Li is the length of the added cylindrical tube, � is the
angular frequency, and k is the wave number. For the present
study, Li is equal to 0.5 mm �case i=1� ,1.0 mm �case i
=2� , . . . ,5.0 mm �case i=10�. Then a set of ten calculated
impedances is available from the measured one. Notice
that the calculated impedance Zc10 has been compared to a
measurement corresponding to the “deep” configuration in
order to check that the calculation method is sufficiently
accurate.

B. Generation of tones

1. The artificial mouth and the trumpet player

Several authors have worked on artificial mouths be-
cause they are essential devices to produce reproducible
measurements �Gilbert et al., 1998�. It is possible to finely
control the embouchure and this makes it possible to take
extensive measurements during stable playing conditions. It
has been proved �Petiot et al., 2003� that the artificial mouth
is able to exhibit differences between similar instruments via
objective measurements and, in this way, may be used as a
test bench for instrument makers. The “artificial mouth” for
brass winds primarily consists of “artificial lips” �latex tube
filled with water� whose vibration characteristics are mainly

controlled by the pressure of water and the mechanical pres-
sure exerted by an “artificial jaw.” The air overpressure in the
oral cavity is another essential parameter for the control of
the system.

For our study, several categories of tones, produced ei-
ther by the artificial mouth or by a musician, were recorded.
All the recordings �sampling frequency 44 100 Hz, 16 bits�
were made in the same room �same place, same temperature�
with a Sennheiser e604 microphone. The microphone was
placed in the axis of the bell �distance=10 cm� and con-
nected to the preamplifier and the Digigram Vx Pocket V2
sound card. The dynamic of the sound was measured with a
sound level meter placed at the output of the bell.

For the 11 positions of the mouthpiece �T0–T10�, two
notes, �3 and C4, were recorded. Three categories of notes
were considered:

AM: played by the artificial mouth, with a dynamic forte
�115 dB�,

MF: played by the musician, dynamic mezzo forte
�100 dB�,

MP: played by the musician, dynamic piano �80 dB�.
A 600-ms window of the signal, stable in pitch and am-

plitude, was selected from the recordings. Each tone, a
steady-state segment, was normalized in duration �600 ms�,
in intensity and in frequency �frequency corresponding to the
note of the well-tempered scale� with a signal processing
software. A linear attack and decay of 50 ms were added to
the tones.

In order to limit as much as possible the variability in-
herent to the musician, he was asked to play the note in the
easiest and most natural way �without trying to adjust the
height or the timbre of the tones�.

2. Simulated tones

Besides musical tones played by musicians or an artifi-
cial mouth, simulated tones can be obtained by finding ap-
proached solutions of acoustic models of the trumpet under
playing conditions. Many authors have dealt with modeling

FIG. 2. Measured dimensionless input impedance
�magnitude in dB and phase� of the trumpet with the
“shallow” mouthpiece T0 �dotted� and with the “deep”
mouthpiece T10 �continuous�.
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wind instruments in order to construct a computer simulation
for synthesis �called physical modeling synthesis� or to un-
derstand the physical behavior of these instruments. The first
wind instrument time-domain simulation to appear in the lit-
erature has been the clarinet model by Schumacher �1981�.
This method was adapted in order to study real instruments
by using measured impedance as an input parameter of the
simulation �see, for example, Gazenge et al. �1995��. An al-
ternative to the time-domain approach is a simulation char-
acterizing the periodic steady-state oscillation using a calcu-
lation of their spectrum. This asymptotic method based on
the harmonic balance technique was first used by Schuma-
cher �1978� and by Gilbert et al. �1989�. Because the har-
monic balance technique can easily show the evolution of the
solutions versus a parameter of the physical model, this tech-
nique is used to study the evolution of the spectrum of the
simulated tones versus the cup’s depth parameter of the
trumpet mouthpiece.

Basically the harmonic balance technique is a numerical
method computing converging periodic solutions p�t� of a
system while taking a given finite number N of harmonics
into account in a truncated Fourier series �Eq. �2��:

p�t� = �
n=−N

N

Cne2�jnFot

= Co + �
n=1

N

�2 Re�Cn�cos�2�jnFot�

− 2 Im�Cn�sin�2�jnFot��

= Co + �
n=1

N

An cos�2�jnFot + �n� . �2�

The unknowns of the system are the harmonic amplitudes
�Co, the real part and the imaginary part of the N complex
values of Cn; the alternative real unknowns An and �n can be
used, too� and the operating frequency Fo �details of the
technique in Gilbert et al. �1989��.

The system of equations comes from an acoustic model
of a brass instrument adapted from Elliot and Bowsher
�1982� and detailed in Cullen et al. �2000�, p�t� the input
mouthpiece pressure being an approached periodic solution.
The acoustic model can be summarized as a system of three
equations, a function of three periodic variables; the opening
height H�t� between the two lips of the player, the volume
flow v�t� at the entrance to the mouthpiece, and p�t�. The lips
act as a valve controlling the air flow v�t� from the mouth �at
pressure Pm� to the instrument mouthpiece �at pressure p�t��;
this flow depends primarily on the pressure drop �p= Pm

− p�t�, and secondly on the opening height H�t�. The behav-
ior of the valve can be represented by a nonlinear equation
�Eq. �3�� of the form

v�t� = bH�t��2�Pm − p�t��
�

, �3�

where b is an effective width of the lip’s opening area and �
is the density of air. Notice that the opening height H�t�
varies around a rest value Ho which is characteristic of the

trumpet player embouchure. The simplest model which rep-
resents the lip motion is based on a one degree of freedom
mechanical system represented by the following equation
�Eq. �4��:

d2

dt2
H�t� +

�Ld

QLdt
H�t� + �L

2H�t� =
Pm − p�t�

�L
, �4�

where �L and QL are the resonance �angular� frequency and
the quality factor of a mechanical resonance of the lips. The
parameter �L is an effective mass per area of the lips. The
two previous equations �Eqs. �3� and �4�� represent the non-
linear aeroelastic valve which is coupled with the air column.
The sign of the parameter �L in Eq. �4� determines the “out-
ward” ��L�0� or “inward” striking ��L�0� behavior of the
lip-reed model. Notice that there is no unambiguous answer
about the question of “inward” or “outward” behavior of the
lip reed. In other words, most of the time, the two behavior
can be observed on the same brass instrument under playing
conditions �for an exhaustive review of this question, see for
example Cullen et al. �2000��. Then following Elliot and
Bowsher �1982�, we have chosen by default the “outward”
analogy by choosing a negative value of �L �Table I�. An
effective way to model the acoustic behavior of the air col-
umn is to write an impedance relationship in the frequency
domain �Eq. �5��:

P�j�� =
�c

S
Zci�j��V�j�� , �5�

where Zci�j�� is the dimensionless input impedance of the
brass instrument �as defined in Eq. �1��, c is the speed of
sound, and S is the input section area, P�j�� and V�j�� being
the mouthpiece pressure and the volume flow written in the
frequency domain.

The elementary model based on Eqs. �3�–�5� is adapted
to find numerical solution of steady self-sustained oscilla-
tions of the trumpets using the harmonic balance technique.
In order to do the simulations, values of the parameters used
in the model are needed. If the trumpet is well described by
its input impedance which is known �see Sec. II A 2�, pro-
viding lip parameters needed in Eqs. �3� and �4� is not an
easy task. The lip parameters values used in the harmonic
balance technique to simulate the trumpet player embou-
chure are listed in Table I. The values have been adapted
from the study of Cullen et al. �2000� and particularly from
their Table III in order to get realistic and sensible simula-
tions.

This leads to a very fine spectral analysis and is very
convenient for showing the modifications of the playing fre-
quency and the spectrum produced by the variation of the

TABLE I. Lip parameters used in the harmonic balance technique to simu-
late the trumpet player embouchure.

b �mm� 10
Ho �mm� 0.05

�L /2� �Hz� 410
QL 5

1/�L �m2 kg−1� −0.5
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trumpet mouthpiece cup geometry �e.g., a change of the in-
put impedance associated to each mouthpiece geometry�, the
lip parameters being constant during all the simulations.
Eleven simulated acoustic pressures associated to the 11 in-
put impedances T0–T10 are calculated.

The approached solutions p�t� coming from the elemen-
tary model correspond to the instrument mouthpiece acoustic
pressure. Now external acoustic pressures are needed in or-
der to be comparable with the recorded trumpet tones de-
scribed in the previous section. Then the concept of “spec-
trum transformation function” was used. According to
Benade’s theory �1976�, the general trend of the spectrum
transform function T�j�� relating the external pressure am-
plitudes of the various harmonics to the internal pressure
amplitudes being a linear relationship varying from 0 to 1 as
a function of frequency from 0 Hz to a cutoff frequency fc,
we have chosen fc equal to 1400 Hz. Then above fc, T�j�� is
assumed to be equal to 1, the spectrum transform function
representing an ideally high-pass filter.

At the end, the solutions of the harmonic balance simu-
lation are given by a set of external pressure amplitudes of
the harmonics. To be used during the perceptive tests, the 11
solutions defined in the frequency domain have to be recal-
culated in the time domain by adding all the harmonics, Fou-
rier theorem and are windowed and normalized by using the
method applied to the recorded tones �see Sec. II B 1�. The
normalization frequency was equal to 466 Hz. The minimum
and the maximum frequency of the simulated tones were
equal to 469 Hz �position T10� and 479 Hz �position T0�,
respectively. We assume that this normalization of the fre-
quency, extremely weak �max=46 cents�, does not influence
the brightness perception of the subjective tests.

The method was then used to generate simulated tones
�Simu� corresponding to our set of instruments �T0–T10� by
using as input parameter of the simulation the measured im-
pedance.

C. Subjective tests

The subjective tests consisted in psychoacoustical hear-
ing tests and have involved several subjects and stimuli. A
detailed presentation of the various hearing tests we have
carried out with the variable depth mouthpiece is presented
by Petiot et al. �2004�. We will describe in this section how
the stimuli were designed and the tests we have focused on.

1. Stimuli of the tests

The stimuli of the tests are made of tones belonging to
the following categories:

AM: played by the artificial mouth, with a dynamic forte
�115 dB�,

MF: played by the musician, dynamic mezzo forte
�100 dB�,

MP: played by the musician, dynamic piano �80 dB�,
Simu: numerically simulated tones.
The subjects listened to the stimuli via a headphone

Audio-Technica ATH-M40.

2. Test 1: Threshold of distinguishability

The variations of the bore of the instruments �T0–T10�
being very weak, the aim of this first test was to estimate if
differences of timbre corresponding to different instruments
can be perceived. The assessment of the difference was done
by pairwise comparison. The objectives of this test were
firstly to evaluate, for each category of tones, the threshold
of distinguishability of the sounds differentiation, and sec-
ondly to show if the value of this threshold depends on the
category.

In order to limit the duration of the tests, only five
sounds �corresponding to positions T0, T2, T5, T6, T10�
were selected, for each category. All the ten possible pairs
among the five sounds were considered. A typical stimulus of
test 1 �e.g., �3, AM T0–T6� consists of a pair of sounds of
the same category �e.g., AM, MF, MP, or Simu� and corre-
sponding to the same note, separated by 600 ms of silence.
In order to check the coherency of the subject, one pair of
identical sounds �T5–T5� was added to the stimuli. A total of
11 pairs of sounds, for each category �AM, MF, MP, or
Simu�, constituted the stimuli of the tests. The pairs proposed
for the evaluation are marked with an “X” in the following
matrix �Table II�.

The pairs were presented three times to the subject in a
random order, so as to check the consistency of the subjects.

The subjects were asked to indicate whether or not the
two tones of a pair were different. They could listen to the
pair as many times as they wished, and gave their answers by
clicking on boxes via an interface programmed in VisualBa-
sic6 �Fig. 3�.

Due to time constraints, test 1 was performed in two
parts.

TABLE II. The 11 pairs of sounds proposed for the subjective evaluations.

Instrument for
sound 1

Instrument
for sound 2

T0 T2 T5 T6 T10

T0 	 	 	 	

T2 	

T5 	

T6 	 	 	

T10 	 	

FIG. 3. Interface for test 1.
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In a first session, subjects assessed all the pairs of the
AM, MF, and MP categories, for the note �3.1 There were 99
pairs �11pairs	3categories	3replications� proposed in this
session.

In a second session, subjects assessed all the pairs of the
Simu category, for the same note �3 �total of 33 pairs in this
session: 11 pairs	1 categories	3 replications�. A total of
20 subjects �including 12 musicians�, performed test 1. In
addition to these evaluations, subjects were asked to indicate
at the end of the assessments the more relevant terms to
describe the differences between tones.

3. Test 2: Ranking on a gradual axe of brightness

After a study of the differences between tones �test 1�,
we examined the nature of these differences �test 2�.

For test 2 we focused on a particular attribute of the
timbre: the brightness of the sound �Krimphoff, 1993; Grey,
1977�. Psychoacoustic studies have shown that this dimen-
sion is one of the main perceptual dimensions of the timbre
in steady-state regime. The tones having been previously bal-
anced in pitch and intensity; the differences are based on the
timbre only. Furthermore, to the question asked at the end of
test 1 “which word qualifies for you these differences,”
brightness was one of the most recurrent terms.

For the categories of tones MF, AM, and Simu, with the
11 tones T0–T10 as input, the subjects were asked to rank
them on a graduate scale from “dull” to “bright,” with a
“click and drag” interface programmed in VisualBasic6.

The objective of test 2 is first to know if differences of
brightness can be significantly detected, to check the exis-
tence of a correlation between the subjective assessment of
brightness and the depth of the mouthpiece, and finally to see
if the correlation depends on the category of tones.

The experimental data and results are presented in the
following section.

III. EXPERIMENTAL DATA AND RESULTS

A. Subjective study

1. Test 1: Threshold of distinguishability

First, three subjects, suspected to be noncoherent be-
cause they assessed at least once the pair of identical tones as
“different,” were excluded from the final results.

Next, for the remaining 17 subjects and for each pair of
tones, we assigned a “1” for a correct answer and “0” for
incorrect. Subjects’ answers are cumulated and expressed in
percentages: thus, 100% means that all the subjects found
that, each time they heard it, the pair of tones was “differ-
ent,” 0% means that the pair has always been evaluated as
similar by all the subjects. The results for each category of
sounds are shown in Table III.

The results show the same tendency for all categories of
tones: the larger the difference in the mouthpiece depth, the
higher the percentage of correct answers, i.e., more the tones
are perceived as different. The greater the difference of
mouthpiece depth, the better the differentiation of timbre.
The results indicate in particular that the importance of the
perceived differences between the simulated tones varies in
the same way for the tones played by a musician as by the
artificial mouth. Simulation is able to reproduce differences
between sounds which are similar to those played by the
musician or the artificial mouth. This result, not obvious at
all in the beginning of the study, is a first important conclu-
sion.

In order to evaluate the threshold of distinguishability
for each category of tones, two criteria are next calculated.

The first one is based on a statistical test. Given that our
test is based on a forced choice question �two possible an-
swers, “identical” or “different”�, we have to check the risk
of obtaining such results by chance. The statistical law
adapted in this case is the binomial law,2 which gives in our
case that up to 55% of correct answers, the risk of obtaining
this score at random is less than 5%. The pairs for which the

TABLE III. Percentage of correct answers in the paired comparisons for test 1.

AM

Instrument
for sound 2

MF

Instrument
for sound 2

T0 T2 T5 T6 T10 T0 T2 T5 T6 T10

Instrument for
sound 1

T0 43 88 96 100 Instrument for
sound 1

T0 57 86 98 94
T2 61 T2 76
T5 T5
T6 80 53 96 T6 69 41 55
T10 100 98 T10 96 59

MP

Instrument
for sound 2

Simu

Instrument
for sound 2

T0 T2 T5 T6 T10 T0 T2 T5 T6 T10

Instrument for
sound 1

T0 53 76 61 80 Instrument for
sound 1

T0 46 69 80 94
T2 6 T2 50
T5 T5
T6 14 4 59 T6 48 15 56
T10 84 41 T10 91 48
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risk is greater than 5% are shaded in Table III; the number of
pairs concerned is indicated in Table IV, column 2.

The second criterion is the average percentage of correct
answers for all the tested pairs.

These two criteria are given for each category of tones
in Table IV.

Given that the higher the average percentage of correct
answers and the lower the number of removed pairs, the
higher the threshold of distinguishability, we can conclude
that the ranking of the categories according to this threshold
is

thresAM � thresMF � thresSimu � thresMP.

The threshold of differentiation is the lowest with the AM.
Thus, the artificial mouth seems to be a good device to ex-
hibit subtle differences between instruments.

Perceived differences for MP �musician, dynamic p� are
less marked than for the other categories. The musician
seems to “smooth” the differences between the instruments,
and, furthermore, the dynamic “piano” is not favorable to
reveal differences of timbre �the dynamic piano does not
allow the generation of high-order harmonics�.

This first test shows finally that subjects perceived dif-
ferences between sounds even for small variations of the
bore of the instrument. For the case of MP, differences were
so small �the threshold is high� that we decided to exclude
this category for test 2.

2. Test 2: Ranking on an axe of brightness

Each subject provided a ranking of the tones on an axe
of brightness. Before aggregating the assessments of the sub-
jects in an average answer, we first have to check whether or
not the group of subjects is homogeneous and to select a
panel of subjects who agree enough in their evaluation. The

intersubject Spearman coefficient rab between two subjects is
a measurement of the agreement between their rankings:

rab = 1 −
6�i=1

n
�Ca�Ti� − Cb�Ti��2

n�n2 − 1�
, �6�

with n the number of tones �here 11� and Ca and Cb rankings
proposed by subject a and subject b.

This coefficient is equal to 1 if the rankings are exactly
the same, −1 if they are exactly opposite. A cluster analysis
�hierarchical ascendant classification� on the distance matrix
between all the subjects �distance=1−rab� has been done for
each category of tones. It reveals that the group of subjects
was not necessarily homogeneous.

For the category AM, three subjects were discordant
�atypical� and proposed roughly reverse rankings relative to
the rest of the group.3 The rest of the group agreed in the
assessment and constituted an homogeneous panel.

For the category Simu, all the subjects agreed in their
assessments.

For the category MF, the answers were very disparate:
after an analysis of the dendrogram, we selected a panel of
seven subjects but the agreement between them is rather
poor, so the average value will be suspected as unreliable.

In order to exhibit a specific tendency of the panel of
subjects in the assessment of brightness, we removed the
data of the atypical subjects and we considered only the data
of the panel to get an average answer. Table V presents for
each instrument and each category of tones the average rank
of brightness �brightness score�.

For AM and Simu, the brightness score is highly corre-
lated with the mouthpiece depth. For MF, this correlation is
less marked. This could be explained by the fact that the
musician compensates for the difference of mouthpiece and
adapts his embouchure to the instrument in order to produce
the sound he has in mind.

The Friedman statistic test on the average ranks shows
that, for all categories of sounds �AM, MF, and Simu, there
is globally a significant difference between the sounds ac-
cording to their brightness with a p value �1%.

Next, for each pair of sounds, the Friedman test shows
that some pairs are significantly perceived as different with a
p value �5%. These pairs are shaded in Table VI. For the
other pairs �e.g., T0–T2�, the difference of brightness is too
small to be statistically significant.

For the AM and Simu categories, the results show that
the greater the difference of mouthpiece depth, the more the

TABLE IV. Criteria proposed to rank the category of sounds according to
the threshold of distinguishability

Category

No. of pairs
removed by the
statistical test

Average percentage
of correct answers

AM 2 81.5%
MF 2 73.1%

Simu 5 59.7%
MP 5 47.8%

TABLE V. Brightness score resulting of test 2.

Position

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Brightness
for AM

10.93 10.07 9.00 6.60 5.87 7.67 4.47 3.07 3.20 3.33 1.60

Brightness
for Simu

10.76 9.76 9.18 7.65 6.59 6.06 4.82 4.00 3.12 2.29 1.76

Brightness
for MF

8.72 5.89 10.17 6.28 8.06 5.33 4.67 2.56 2.17 6.28 5.78
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difference of brightness is significantly perceived. It has to
be noticed that the perceived brightness of the simulated
tones is coherent with the perceived brightness of real tones
�AM�. This is a strong point for the validation of simulations.

For the MF category, the previous tendency for the per-
ceived difference of brightness is less obvious. The variabil-
ity created by the musician is of the same order as the subtle-
ties that we want to explain. For this reason, in order to
interpret the difference of brightness with objective vari-
ables, we will focus for the rest of our work on sounds pro-
duced by the artificial mouth.

B. Objective study

1. From the instrument

The resonance frequencies: Given that we focused our
subjective study on a particular tone of the trumpet �partial
#4�, additional variables of the impedance curve related to
the fourth and eighth resonance peaks have been extracted.

In the playing situation, the musician produces a note
whose frequency—the playing frequency—is close to the
resonance frequency of the vibration mode that controls the
self-sustained excitation process. The resonance frequencies
can be defined as the frequencies corresponding to the
maximum—peak amplitude—of the input impedance magni-
tude of the air column of the instrument with its input section
closed. Then the resonance parameters are directly extracted
from the “narrow-band measurement” �see Sec. II A 2�; the
frequency accuracy being equal to the frequency sampling, it
means 1 Hz. Another way of defining the resonance and to
extract the resonance parameters �resonance frequency, qual-
ity factor, and magnitude� from the measured impedance
Z�j�� is to fit locally around the resonance number n the
experimental result with a model of resonance like the Lor-
entz model as follows �Eq. �7��:

Z�j�� = G0n

+ G1n

j��/2�fresn�Qn
−1

− ��/2�fresn�2 + j��/2�fresn�Qn
−1 + 1

,

�7�

where fresn and Qn are the resonance frequency and the
quality factor of the nth resonance, the complex number
G0n and the real positive value G1n being useful to get the
magnitude of the input impedance at the frequency fresn.
More precisely, the individual peak number n is selected
and the complex input impedance is locally fitted with a

circle in the Nyquist complex plane using a least-squares
minimization—for a review of the curve-fitting methods,
see for example, Ewins �1984�. Even if the frequency ac-
curacy is not easy to determine, by circle-fitting based on
four experimental data we assume that it is less than
0.1 Hz.

The resonance frequencies were extracted from the im-
pedance curves.

Because the subjective study �see Sec. III� is focused on
a particular tone of the trumpet—the partial number 4—the
frequencies, the Q values, and the magnitudes associated to
the fourth and eight resonance peaks are especially needed
and listed in Table VII—notice that the inharmonicity
f res8 /2f res4 is given, too. The resonance parameters of the 11
following input impedances—T0, T1, T2,…, T10—are ex-
tracted.

2. From the tones

Spectral centroid: The spectral centroid is commonly
associated with the measure of the brightness of a sound
�Grey and Gordon, 1978�. This measurement is obtained by
evaluating the “center of gravity” using the Fourier trans-
form’s frequency and magnitude information, where An rep-
resents the amplitude of harmonic n of the spectrum and N
the number of harmonics considered �in our case, N=6�:

TABLE VI. Pairs for which the difference of brightness is significantly perceived as different �Friedman test with p value indicated in the corresponding cell�.

AM

Instrument
for sound 2

MF

Instrument
for sound 2

SIMU

Instrument
for sound 2

T0 T2 T5 T6 T10 T0 T2 T5 T6 T10 T0 T2 T5 T6 T10

Instrument
for sound 1

T0 1% 1% Instrument
for sound 1

T0 3% 1% Instrument
for sound 1

T0 1% 1% 1%
T2 2% 1% T2 1% 1% 1% T2 1% 1%
T5 1% T5 3% 1% T5 1% 2%
T6 1% 2% T6 1% 1% T6 1% 1%

T10 1% 1% 1% T10 1% T10 1% 1% 2%

TABLE VII. Resonance frequencies, Q values, and magnitude of the reso-
nance peaks �0 dB is corresponding to �c /S� obtained by circle-fitting. The
resonance parameters and inharmonicity corresponding to peak 4 and peak 8
of the 11 following input impedances—T0, T1, T2,…, and T10—are given.

Fourth resonance Eight resonance

Inharmonicity
f res8 /2f res4f res4�Hz� Q4 	Z4	 f res8�Hz� Q8 	Z8	

T0 465.2 41.7 36.9 912.9 46.3 35.2 0.9812
T1 463.5 40 37.2 909.2 46.2 33.5 0.9808
T2 461.7 39.9 37.4 906.4 47.8 31.9 0.9816
T3 459.9 39.5 37.7 904 46.2 30.4 0.9828
T4 458 39 37.8 902.1 45.5 29 0.9848
T5 456 37.6 38 900.6 46.9 27.7 0.9875
T6 454.1 38.8 38.1 899.3 47.8 26.6 0.9902
T7 452.1 37.2 38.2 898.2 47.2 25.5 0.9934
T8 450 36.7 38.3 897.2 45.1 24.5 0.9969
T9 448 36.9 38.3 896.3 45.4 23.6 1.0003

T10 446 35.9 38.2 895.6 46.5 22.8 1.0040
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Sc =
�i=1

n
nAn

�i=1

n
An

. �8�

Table VIII shows for each position of the mouthpiece the Sc
of the tones, for three categories of tones �AM, MF, and
Simu�.

For the categories AM and Simu, we notice that the
deeper the mouthpiece, the lower the Sc. This behavior is not
true for the category MF. This can be explained by the fact
that the musician is not reproducible enough �his embou-
chure varies according to the instrument played�. The musi-
cian produces variations of the timbre of the same order as
those which are created while varying the mouthpiece, and
this phenomenon certainly disrupts and masks the effect of
the mouthpiece on the spectral content of the tones.

C. Interpretation of the results

1. Correlation between the brightness and the
spectral centroid

The correlation between the brightness scores of the
tones �Table V� and the spectral centroid �Table VIII� has
been studied. For each category of tones, the linear correla-
tion coefficient �Pearson� is given Table IX.

For AM and Simu, the results are in agreement with a
well-known result in psychoacoustics: the brightness of the
sounds is correlated with their spectral centroid �Krimphoff
et al., 1994�. This result gives credit to our procedure of
brightness assessment. For MF, there is surprisingly no cor-
relation �R=−0.04�. In fact, the agreement between the sub-
jects of the panel in their brightness assessment is probably
too weak, so the average scores of brightness are not reliable
and representative of a tendency.

2. Correlation between the brightness and the
resonance parameters of the instrument

The study of sound production in brass instruments
shows that there is a coupling between the lips of the musi-
cian and the resonator. The intonation of the instrument is
not only controlled by the closest resonance frequency of the
input impedance but possibly conditioned by upper reso-
nance frequencies of the resonator.

The relation between the brightness and the amplitude of
the high-frequency components of the spectrum is clearly
demonstrated. So, in order to study the brightness of the note
�3, we propose to study the influence of resonance param-
eters of the instrument on the spectral centroid.

Secondly, we limit our analysis to the influence of the
magnitude of the second harmonic of the note on the spectral
centroid �the higher this magnitude, the higher the spectral
centroid�. Finally, we propose to explain the influence of the
impedance curve on the magnitude of this harmonic.

We make the assumption that the spectrum and then the
spectral centroid of the note in the permanent regime are
mainly governed by the characteristics of the impedance
curve corresponding to partials 4 and 8 of the impedance
curve �the resonance frequency 8 corresponds roughly to the
second harmonic of the note �3�. Our objective is to find
which characteristics of the impedance curve are the more
influencing on the magnitude of the spectral centroid Sc of
the tones, and then on their brightness.

We considered the following variables of the impedance
curve: f res8 /2f res4, 	Z8	 / 	Z4	, and Q8 /Q4.

Figure 4 shows a superimposed representation of the
characteristics of the impedance curve around the resonances
4 and 8, and of the fundamental f and second harmonic 2f of
the note �3. The solid line represents the impedance curve
around resonances 4 and 8. These resonances are character-
ized by f res4, f res8, 	Z4	, 	Z8	, Q4, and Q8. The dashed line
represents a modified impedance curve around resonance 8
when Q8 increases. The dash-dot line represents a modified
impedance curve around resonance 8 when 	Z8	 increases.
We suppose that the playing frequency of the note �f� is
close to the resonance frequency f res4, and we limit our study
to the case where the inharmonicity f res8 /2f res4 is lower than
1 �Fig. 4�.

We assume for this analysis that the playing frequency f
is greater than f res4 and that the second harmonic is greater

TABLE VIII. Spectral centroid for AM, Simu, and MF for each instrument.

Sc

Instruments

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

AM 2.72 2.74 2.65 2.37 2.46 2.32 2.38 2.14 2.18 2.16 2.16
Simu 2.62 2.57 2.54 2.51 2.48 2.45 2.42 2.39 2.36 2.34 2.32
MF 2.53 2.50 2.71 2.55 2.54 2.52 2.66 2.61 2.65 2.77 2.82

TABLE IX. Correlation coefficient between the brightness score and the
spectral centroid.

AM Simu MF

RPearson 0.93 0.99 −0.04 FIG. 4. Representation of the impedance curve around resonances 4 and 8
and of the playing frequency f and its second harmonic 2f �arbitrary units�.
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than f res8 �case of Fig. 4�. A simplified analysis of the physics
of the coupled system lips-resonator, based on the input im-
pedance curve given in Fig. 4, indicates the following sen-
sible conclusions:

�i� The amplitude of the second harmonic of �3
�frequency=2f� is favored if the inharmonicity
f res8 /2f res4 increases to 1, all other parameters of the
impedance curve being constant. So, the Sc of a tone
is favored if f res8 /2f res4 increases until 1.

�ii� The amplitude of the second harmonic of �3 is fa-
vored if the magnitude of Z8 increases, all other pa-
rameters of the impedance curve being constant. So,
the Sc of a tone is favored if 	Z8	 / 	Z4	 increases.

�iii� The amplitude of the second harmonic of �3 is fa-
vored if the quality factor Q8 decreases, all other pa-
rameters of the impedance curve being constant. So,
the Sc of a tone is favored if Q8 /Q4 decreases.

These conclusions remain valid if the playing frequency
f is lower than f res4 and the second harmonic 2f is greater
than f res8. If the playing frequency f is lower than f res4 and
the frequency 2f is lower than f res8, one can easily verify that
the conclusions are similar except that the inharmonicity
must decrease.

Of course, things are not so simple when we want to
interpret the values of the brightness of the tones using char-
acteristics of the impedance of our set of instruments: all the
characteristics vary at the same time and their influence is
combined. For example, the linear correlation coefficient
�given Table X� between the brightness scores of the tones
and 	Z8	 / 	Z4	 on the one hand and 	Q8	 / 	Q4	 on the other hand
confirm the suggested conclusion above �RPearson�	Z8	 / 	Z4	�
�0 and RPearson�	Q8	 / 	Q4	�0�. The correlation between the
brightness and inharmonicity f res8 /2f res4 is in our case nega-
tive and remains in accordance with the conclusions of the
previous physical study.

In order to reveal the underlying variables among the
three variables �f res8 /2f res4, 	Z8	 / 	Z4	, and 	Q8	 / 	Q4	� we per-
formed a principal component analysis on the standardized
data �correlation matrix� concerning 11 individuals and the
three variables �from Table VII�. The first factor accounts for
92% of variance, the second factor for 7%. So a representa-
tion on a plane accounts for 99% of variance. Figure 5 rep-
resents the position of the individuals �T0–T10� in the facto-
rial plane, and the directions of the initial variables
�f res8 /2f res4, 	Z8	 / 	Z4	, and 	Q8	 / 	Q4	�. The evolution of the
variables is actually complex and when f res8 /2f res4 increases,
	Q8	 / 	Q4	 increases and 	Z8	 / 	Z4	 decreases.

In order to interpret the brightness scores, we performed
a multiple linear regression of the brightness scores bi �the

dependent variable� on the factorial coordinates �F1i F2i�
�independent variables�. This classical technique in sensory
analysis leads to the determination of the coefficients �
 ,��
of the regression, given by

bi = 
F1i + �F2i + � . �9�

The determination coefficient R2 of the regressions are given
in Table XI.

A very good adjustment is observed for AM and Simu
�significant with p value �1%�. For MF, only 37% of the
variance is taken into account by the regression. This is be-
cause the average score of brightness is, in the case of MF,
certainly not reliable.

For the AM and Simu categories, a graphic interpreta-
tion of the regression can be given by plotting in the factorial
plane the vector model of the attribute “brightness,” B.AM
and B.Simu �Fig. 5�. The origin of the vector is arbitrarily
located in the origin of the frame, the values of the regression
coefficients �
 ,�� give the position of the arrow, and the
arrowhead points in the direction of increasing brightness.
This vector is parallel to the steepest slope line of the plane
�Eq. �9�� and the perpendiculars to the vector are the “iso-
brightness lines.”

The results of the regression are entirely in agreement
�vectors B.AM and B.Simu are almost merged�: the bright-
ness of simulated tones is similarly interpreted as the bright-
ness of sounds played by the artificial mouth. This is again a
strong point for the validation of simulations.

Concerning the relations between the brightness and
characteristics of the impedance curve, we noticed that the
higher 	Z8	 / 	Z4	, and the lower Q8 /Q4, the brighter the sound.
This result conforms to the physicist’s intuition presented
above. But we noticed too that the lower f res8 /2f res4, the

TABLE X. Correlation coefficients between the brightness score and the
variables 	Z8	 / 	Z4	, Q8 /Q4, and f res8 /2f res4

AM Simu MF

RPearson	Z8	 / 	Z4	 0.96 0.99 0.63
RPearsonQ8 /Q4 −0.81 −0.85 −0.57

RPearsonf res8 /2 . f res4 −0.90 −0.95 −0.54

FIG. 5. Factorial plane 	Z8	 / 	Z4	-Q8 /Q4-f res8 /2f res4.

TABLE XI. Determination coefficient of the multiple linear regressions be-
tween the brightness scores and the factorial scores.

AM Simu MF

R2 0.89 0.98 0.37
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brighter the sound. This result could appear to be counterin-
tuitive, but we must keep in mind that the influence of this
variable can be masked by the influence of the others.

IV. CONCLUSIONS

In this paper, we studied the brightness of trumpet tones,
the tones being generated in three ways: by a musician, by an
artificial mouth, and by physical modeling simulations. Two
studies were conducted on a set of instruments using a
variable-depth mouthpiece: a subjective study with hearing
tests for the assessment of the threshold of distinguishability
between pairs of sounds and for the evaluation of the bright-
ness and an objective study with the extraction of objective
variables from the impedance curve.

We showed that the artificial mouth and the simulations
give results coherent with those of the musician concerning
the perception of differences of timbre. We verified that the
threshold of distinguishability between sounds is of the same
order for the artificial mouth, the simulated tones, and the
musician. We demonstrated that the artificial mouth and the
simulations give similar results concerning the brightness of
trumpet tones. We emphasized the fact that the musician is
not reproducible enough and creates difference of timbre of
the same order as the difference produced by the depth-
change in the mouthpiece. We conclude that the artificial
mouth is an essential device for the study of the quality of
wind instruments, for the conception of new instruments, and
for the validation of realistic simulated tools.

Concerning the interpretation of brightness of sound, we
have proposed a method based on principal component
analysis and multiple regression for the research of the un-
derlying and more influencing characteristics of the imped-
ance curve on the brightness of sounds. We found that the
magnitude of the impedance peak corresponding to the sec-
ond harmonic of a tone is highly correlated with its bright-
ness and seems to be the cause. But we must keep in mind
that correlation is not equivalent to causality. The simulation
will be a useful tool to study experimentally the influence of
variables of the impedance curve on attributes of the sounds.
By making it possible to test a wide range of different virtual
instruments, statistical studies will be possible to test as-
sumptions concerning the causal links between objective
characteristics of instruments and sound attributes. These
causal links will be finally used for the design of new instru-
ments.

Concerning the simulations, we have proved that sounds
simulated by the harmonic balance technique are able to re-
produce differences of timbre which are similarly perceived
to those played by a musician or the artificial mouth. This is
a first step for the use of virtual acoustics techniques in the
conception of new instruments.
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and are not presented here.
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given by nCkp
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3We cannot say if these three subjects had actually understood the instruc-
tion, had a defective hearing, or have really judged that in a different way.
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A time-domain finite-difference solution to the equations of linear elasticity was used to model the
propagation of lithotripsy waves in kidney stones. The model was used to determine the loading on
the stone �principal stresses and strains and maximum shear stresses and strains� due to the impact
of lithotripsy shock waves. The simulations show that the peak loading induced in kidney stones is
generated by constructive interference from shear waves launched from the outer edge of the stone
with other waves in the stone. Notably the shear wave induced loads were significantly larger than
the loads generated by the classic Hopkinson or spall effect. For simulations where the diameter of
the focal spot of the lithotripter was smaller than that of the stone the loading decreased by more
than 50%. The constructive interference was also sensitive to shock rise time and it was found that
the peak tensile stress reduced by 30% as rise time increased from 25 to 150 ns. These results
demonstrate that shear waves likely play a critical role in stone comminution and that lithotripters
with large focal widths and short rise times should be effective at generating high stresses inside
kidney stones. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2032187�

PACS number�s�: 43.80.Gx, 87.54.Hk, 43.20.Gp �FD� Pages: 2667–2676

I. INTRODUCTION

Lithotripsy is the clinical procedure whereby extracor-
poreally generated shock waves are focused onto kidney
stones to fragment them into small enough pieces that they
can be passed naturally. Lithotripsy was first introduced in
1980 �Ref. 1� and in the United States about 70% of kidney
stones are treated with shock waves.2 Despite the wide ac-
ceptance of shock wave lithotripsy the mechanisms by which
the shock waves comminute stones are not agreed upon. In
addition it is now recognized that lithotripsy is not a benign
procedure but results in tissue damage to most if not all
kidneys which can lead to both acute and chronic
complications.3–6 Until the mechanisms of kidney stone frag-
mentation and kidney tissue damage are identified, improve-
ments to lithotripsy are principally found empirically.

Identification of the mechanisms of kidney stone frag-
mentation requires that one first determine the state of load-
ing on the stone and after which a fracture mechanics model
needs to be applied to determine the material failure. A few
models to determine the loading within kidney stones have
been published. Dahake and Gracewski7,8 used a finite-
difference time-domain �FDTD� simulation for elastic waves
but their study was motivated by intracorporeal shock wave
lithotripsy and they treated the case of point sources on the
surface of spherical stones. Xi and Zhong9 have used ray
tracing of compression and shear waves to determine loca-
tions of interactions but the ray tracing model cannot predict

stress amplitudes and does not account for diffractive effects.
Cleveland and Tello10 described a FDTD model for calculat-
ing pressure waves in kidney stones subject to lithotripsy
shock waves but the model treated the stone as a fluid and
neglected the presence of shear waves. Mihradi et al.11 em-
ployed a finite-element model �FEM� to predict the stress
loadings on kidney stones in lithotripsy. The incident wave-
form was modeled as a half-sinusoid of purely positive pres-
sure and simulations were carried out for pulses of different
durations �0.5 to 5 �s� in a two-dimensional Cartesian coor-
dinate system. It was concluded that fracture occurs due to
spall, that is, reflection of the positive pressure from the dis-
tal surface of the stone.

Once the state of loading is determined the criteria for
failure has to be identified. Most measurements on stone
strength have reported either compressive strength or frac-
ture toughness in experiments that were carried out at low
strain rates.12–14 This data shows enormous variation and be-
cause the strain rate in lithotripsy is 105 s−1 it is not clear
whether measurements at low strain rates provide data rel-
evant to lithotripsy.15 Also, it is likely that the fracture is a
fatigue process and requires further data, such as dynamic
fracture toughness.16

This paper aims to address the issue of determining the
stresses and strains in kidney stones during lithotripsy. We
employ a finite-difference scheme, which is widely used in
the geophysics community, to model the propagation of
shock waves in kidney stones. This allows us to compute the
stress and strain inside stones accounting for pressure waves
in the surrounding fluid and elastic waves in the solid includ-a�Electronic mail: robinc@bu.edu
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ing all surface interactions. Using the simulations we are
able to quantify a key role of shear waves that has only been
alluded to in previous work.

II. MODEL

In this work kidney stones were assumed to behave as a
linear, isotropic, elastic medium �the validity of this assump-
tion is addressed in the discussion�, in which case the under-
lying equations are Newton’s second law and Hooke’s law:

�vi

�t
=

1

�0

��ij

�xj
, �1�

��ij

�t
= ��ij

�vk

�xk
+ �� �vi

�xj
+

�v j

�xi
� . �2�

The equations are written in index notation where vi repre-
sent the velocity at each location, �ij the stress tensor, �ij the
Kronecker delta function, a repeated index implies summa-
tion, �0 is the material density, and � and � are the Lame
coefficients of the material.

We further assumed that the problem was axisymmetric
and cast the equations in cylindrical coordinates �r ,� ,z�. The
z axis was the axis of propagation of the shock wave and the
stones were modeled as volumes of rotation around the z axis
�in this paper either spheres or cylinders�. For cylindrical
coordinates v�=0 and all derivatives with respect to � vanish
�see, for example, Ref. 17, pp. 26–27; Ref. 18, p. 77; or Ref.
19, Chap. 12� in which case Eq. �1� becomes
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and the nonzero stresses in Eq. �2� are given by
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where the dilatation rate is

� · v =
�vr
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+

vr

r
+

�vz

�z
. �5�

Equations �3�–�5� were solved using a finite-difference grid
that was staggered in both time and space, referred to as the
Vireux scheme in geophysics20–22 or the Yee cell in electro-
magnetics �Ref. 23 and Ref. 24, pp. 107–144�. In this formu-
lation it is assumed that the velocities are known at time t
−�t /2 and the stresses known at time t. To march forward
one step first the velocities are advanced from t−�t /2 to t
+�t /2 using Eqs. �3� and in the second the stresses are ad-
vanced from t to t+�t using Eqs. �4� and �5�. Due to the
nature of the staggered grids the vr /r term is never evaluated
at r=0 and therefore does not need special attention within
the algorithm. The material properties were allowed to vary

arbitrarily in space and were assumed to be defined at the
same spatial location as the normal stresses. Linear interpo-
lation was used to determine material properties at staggered
grid points.

The edges of the numerical grid produce reflections that
can be avoided by either solving on a large enough domain
that the reflections are delayed enough in time that they can
be gated out of the analysis or by use of boundary layers that
absorb incident waves in particular the perfectly matched
layer �PML�.25,26 In these 2D simulations �where computer
memory limitations are not a significant issue� the grid was
chosen to be very large �at least 8 mm away from any inter-
face� to ensure that reflections did not enter the domain of
interest �the stone� during the time of interest. For these
simulations the boundary condition applied along each
boundary was that the shear stress and normal component of
the velocity were zero which ensured that along the r=0 axis
the axis-symmetric assumption in cylindrical coordinates
was satisfied.

From a material failure point of view, the principal
stresses and strains and maximum shear stress and strain are
important indicators of fracture. Two of the principal stresses
lie in the r-z plane and are given by

�1,2 = ��rr + �zz�/2 ± ��rz
2 + ��rr − �zz�2/4 �6�

with the angle of �1 with respect to the r axis given by

tan 2�p1 = 2�rz/��rr − �zz� . �7�

Due to the absence of the other two shear stresses the third
principle stress is �3=���. We define the maximum tensile
stress as �T=max��1 ,�3� and the peak compressive stress
�C=−min��2 ,�3� �large compression is associated with a
large negative number�. The maximum shear stress is
given by

�max = �max��i� − min��i��/2. �8�

The principal strains ui are related to the corresponding prin-
cipal stresses �i by ui= �1/2���i+A, where A= p / �2�
+4�2 /3�� is a scalar value proportional to the effective pres-
sure in the stone p=−��zz+�rr+���� /3.27 This means that the
maximum and minimum strains are oriented in the same di-
rections as the corresponding maximum and minimum
stresses. Note that maximum strain associated with shear
waves does not depend on p, that is, it is proportional to
maximum shear stress.

To aid interpretation of the results we will employ the
fact that the divergence of the particle velocity �Eq. �5�� can
be used to identify the disturbances that travel at the longi-
tudinal sound speed. Similarly the curl of the particle veloc-
ity �Ãv can be used to identify disturbances that travel at
the shear �transverse� wave speed. In our case only the �
component 	 is nonzero:

	 =
�vr

�z
−

�vz

�r
. �9�

Tracking the divergence and curl allows the propagation of
different types of waves within kidney stones to be followed.

For one set of simulations we were interested in solving
the elastic equations in Cartesian coordinates. We used Eqs.
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�3�–�5� with the substitution �r ,� ,z�→ �x ,y ,z� and all terms
with 1/r drop from the equations. We assumed a state of
plane strain in which case the stress in the out-of-plane axis
�y� is given by �yy =−�xx+�zz /v where v=� / �2��+��� is
Poisson’s ratio. All the other field variables can be calculated
using the same formulas given above.

A. Material properties

The model requires three material properties for each
medium—the density and the two Lame coefficients. The
most common measurements made on natural and artificial
kidney stones are the density, longitudinal sound speed, and
shear wave speed which are related to the Lame coefficients
through

cL =�� + 2�

�0
, cS =��

�0
. �10�

In Table I we show the material properties used in the simu-
lations here.

In the simulations presented here we considered stones
surrounded by water, which is a reasonable approximation of
both in vitro and in vivo environments in which stones are
destroyed. The material properties over the entire grid were
therefore first initialized to that of water. In this work we
considered stones of either cylindrical or spherical shape
with homogeneous internal structure. Once the location and
geometry of the stone were specified the indices on the grid
that fell within the stone volume were identified and then �,
�, and � for those indices set to the properties of the stone.

B. Source condition

The source condition was taken to be a classic lithot-
ripsy pulse28 modified with a hyperbolic tangent function to
provide a smooth shock front:

ps�t� = 0.5�1 + tanh�t/tRT�� exp �− t/tL� cos �2
fLt + 
/3� ,

�11�

where tL=1.1 �s and fL=83.3 kHz control the pulse shape
and tRT controls the rise time which was varied from
50 to 200 ns. The source was input in one of two ways. �1�
The source was modeled as a boundary condition in a
plane placed in the fluid at a distance of 5 mm from the
stone. The source pressure was coupled into the simula-
tions by setting the normal stresses in the source plane to
�rr=�zz=���=−pS, where the negative sign accounts for the
fact that in solid mechanics a compressed material has
negative stress where as in fluid mechanics a compressed

material is under positive pressure. The shear stress in the
fluid was zero. �2� The source was modeled as an initial
condition with the pressure distributed in space, obtained
by replacing t in Eq. �11� by −z /c0, and the particle ve-
locity was determined based on the plane wave relation-
ship v= p / ��c0�. The results were insensitive to the manner
in which the source was included.

Most of the simulations considered the incident pulse as
a homogeneous plane wave �that is, the amplitude of the
pulse did not vary with r�. In addition a finite-sized focal
zone was modeled by applying a Gaussian shading as a func-
tion of radial distance to the amplitude of the pulse:

ps�r,z,t� = exp�− �r/rG�2�ps�0,z,t� , �12�

where the effective diameter �half pressure� of the focal spot
is 1.66rG. No phase correction was applied as in the focal
region of a lithotripter the wavefronts are close to planar.

III. RESULTS

In what follows the code is first used to identify the role
that shear waves play in determining the peak stresses and
strains in a finite length cylindrical stone and a spherical
stone. The code is then compared against published experi-
mental data. Finally, the code is used to determine how the
peak stress inside a stone is affected by �1� the size of the
shock wave focal spot, �2� the size of the stone, and �3� the
shock wave rise time.

A cylindrical stone was chosen to match artificial stones
reported in the literature29 �diameter 6.5 mm, length 7.5 mm,
and material properties identified by E30 in Table I�. Figure 1
includes snapshots of the divergence and the curl, which
show disturbances propagating at the longitudinal wave and
shear wave speed, respectively. Also shown are the maxi-
mum tensile stress and the maximum shear stresses. The top
row �2.8 �s� corresponds to when the leading compressive
phase of the incident wave has almost reached the distal
surface of the stone. It is seen that there are almost no lon-
gitudinal perturbations after the shock wave passage �see di-
vergence images�. However, at the edges of the stone a shear
wave is produced �see curl images� and in addition an in-
verted diffracted compression wave is produced—analogous
to the edge wave from finite amplitude aperture. Because of
the higher sound speed in the stone the compression wave
inside the stone runs ahead of the wave in the fluid and so to
ensure the boundary conditions with the fluid a shear wave is
generated in the stone at the boundary. Because the speed of
the longitudinal wave is higher than that of the shear wave
the effective source of shear waves at the stone boundary is
“supersonic” and results in a conical wavefront �similar to a
sonic boom�. The longitudinal wave in the stone also
launches an acoustic wave in the fluid which also has a coni-
cal wavefront. The incident wave propagating in the fluid
outside of the stone induces a stress in the stone that also
produces a shear wave in the solid but because the speed in
the fluid is the same as the shear wave speed the wavefront is
curved. Finally the passage of the pressure wave in the fluid
over the outer surface of the stone generates a surface wave
in the stone at the stone-water interface—this is a coupling

TABLE I. Physical properties of media used in the simulations. The prop-
erties �, �, and � were the three independent properties that were input to
the code.

� �kg/m3� cL �m/s� cS �m/s� � �GPa� � �GPa� v

Water 1000 1500 ¯ 2.25 0 0.500
PSM-9 1150 2493 1108 4.32 1.41 0.377
Solid E30 1700 3000 1500 7.65 3.83 0.333
Fluid F30 1700 3000 ¯ 15.30 0 0.500
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of shear and longitudinal waves and can be seen in both the
divergence and curl images. This wave is restricted to a small
region ��0.5 mm� near the interface.

When the wavefronts reflect at the distal surface
�3.2 �s� a rich interaction between compressional and shear
waves occurs. The compression wavefront is not planar
when it is incident on the distal surface, as the presence of
the fluid has “slowed down” and attenuated the outer por-

tions of the wavefront. Therefore it reflects primarily as a
compression wave but also partially as a shear wave. The
next wave incident on the rear surface is the conical shear
wave which is close to a plane wavefront and so when it
interacts with the distal surface it does reflect as shear wave.
However, the second shear wavefront does have curvature
and so although it reflects primarily as a shear wave it also
mode converts into a compression wave. The surface wave

FIG. 1. �Color� Snapshots of the divergence, curl, max tensile stress, and maximum shear stress inside a cylindrical stone at 2.6, 3.2, 3.6, 3.8, and 4.8 �s after
the SW is incident on the stone. The shock wave is incident from beneath the stone.
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reflects too; it generates a diffracted shear wave at the corner
and also launches a shear wave along the distal surface.

We now consider what happens to the maximum princi-
pal stresses �tensile stress� and maximum shear stress in the
material. The numerical results indicate that the maximum
tensile stress does not occur due to the interaction of the
reflected compressive wave with the incoming tensile phase
�3.2 �s�. Rather the peak tensile stress occurs due to an in-
teraction of the reflected longitudinal wave with a shear
wave generated from the outer surface of the stone �3.8 �s�.
This shear wave is generated due to the interaction of the
shock wave in the water passing the outside of the stone.
This interaction also results in the highest shear stress. We
also find that a large tensile stress is developed in a region
localized near the lateral surfaces of the stone �3.6 �s� due to
an interaction of a shear wave reflected from the rear surface
of the stone and the wave traveling in the fluid outside the
stone.

Figure 2 shows analogous snapshots for a spherical
stone made of the same material. At 2.8 �s the longitudinal
wave has passed the stone with a part of it having reflected
off the distal surface and focused about 1.5 mm from the rear
surface. At 3.8 �s the shear wave generated by the internal
compression wave traveling inside the stone �where it inter-

acts with the surface� focuses to a point about 2 mm from the
distal surface. At 5.2 �s the shear wave generated by the
wave traveling outside the stone arrives at the distal end and
results in the largest tensile stress. At 6.2 �s the surface
waves reach the distal point �aphelion� of the stone and gen-
erates both a large tensile stress and shear stress at the distal
surface.

Figure 3 shows snapshots of the peak tensile strain in the
cylindrical and spherical stones at the time 3.8 �s—this time
was when the highest strain occurred in the simulations. By
comparing these images to the snapshots in Figs. 1 and 2 at
the same time it can be seen that the spatial distribution of
the peak tensile strain is almost identical to that of the peak
tensile stress. That is, the same phenomenon that produces
the highest tensile stress also resulted in the highest tensile
strain in the stone. We found that evolution and distribution
of the peak compressive strain and the peak shear strain were
also equivalent to the peak compressive stress and peak shear
stress, respectively.

Therefore, for both the spherical and cylindrical geom-
etry, it is the arrival of shear waves generated by the passage
of pressure waves in the fluid outside of the stone that results
in the highest stresses and strains in the stone. In what fol-

FIG. 2. �Color� Snap shots of the divergence, curl, max tensile stress, and maximum shear stress inside a spherical stone at 2.8, 3.8, 5.2, and 6.2 �s.
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lows data are only presented for the principal stresses but the
results equally well apply to the principal strains.

The results from the simulations were compared to mea-
surements of the stress induced by a lithotripsy shock wave
in a photoelastic material �PSM-9�.9 In the photoelastic im-
ages the number of fringes is proportional to the difference in
the principal stresses in the material �which is equivalent to
the maximum shear stress�. In the water the presence of the
pressure waves leads to a shadowgraph effect. We simulated
the experimental setup solving the stress equations on a two-
dimensional Cartesian grid assuming plain strain as dis-
cussed in Sec. II using the nominal material properties re-
ported in Ref. 9 �reproduced in Table I�. In Fig. 4 we
compare the images of the measured fringes with the predic-
tion of the peak shear stress from the model described here
�rotated and scaled to match the published photoelastic im-
ages� and it can be seen that the features depicted in the
photoelastic measurements are captured by the elastic wave
model. For example, at 10 �s �experiment time 186 �s� the
head wave in the fluid, the high stresses near the equator of
the stone, and the circular distribution of stress near the distal
wall of the stone are in good agreement. The simulations do
appear to properly capture the stress field of this experiment.

The observation that the interaction of the shock wave
with the outer surface of the stone leads to high tensile stress
implies that for lithotripters with small focal zones �less than
the diameter of a stone� there will not be strong generation of
shear waves and so the constructive interference of large
stresses may not occur. We considered the effect of the di-
ameter of the focal zone by introducing Gaussian shading to
the incident shock profile and keeping the pressure amplitude
on axis �r=0� the same. In Fig. 5 we show the dependence of
the peak principal stresses as a function of the diameter of
the focal zone of the shock wave. The peak stress was deter-
mined by detecting the maximum stress for each point in the
grid over the course of the simulation and then taking the
largest of the maximum stresses within the volume of the
stone.

All of the peak stresses decreased dramatically as the
focal zone diameter decreased. For the spherical stone, as the
focal diameter decreased from 11 to 4 mm all of the peak
stresses were reduced by at least 50%. For the cylindrical
stone the peak stresses had halved once the focal diameter
was 5 mm. The result was consistent for stones of properties
covering the range reported for natural stones: cL between
2500 and 4000 m/s and v between 0.33 and 0.37 �data not
shown�.

We found that the generation of high stresses in the
stone was not strongly dependent on the stone size. Figure 6
shows the peak stresses as a function of the diameter of a
spherical stone for the case of an incident plane wave. There
was little change in the peak stress as a function of diameter.
We note that this is in disagreement with the results of the
pressure simulations �where the stone modeled as an effec-
tive liquid� which predicted that the peak negative pressure
�equivalent to tensile stress� in the stone should decrease
dramatically for stones less than 4 mm in diameter.30 The
explanation for this discrepancy is that the pressure code
does not capture shear waves in the stone, which play a
dominant role in determining the peak stress. In Fig. 7 the
spatial distribution of the peak tensile stress is shown for
spherical stone treated as either a fluid or an elastic solid.
There are both quantitative and qualitative differences in the
spatial distribution and the amplitude of the stress in the
stone. This is further evidence of the importance of shear
waves in determining the state of stress in the stone.

We finally considered the effect of shock rise time on the
stresses induced in the stone. The rise time was controlled
using the tanh�t / tRT� term in Eq. �11� and the waveform was
scaled to ensure the same peak pressure. The calculated peak
stresses in the cylindrical stone are shown in Fig. 8. We see
that as shock rise time increased all of the peak stresses
�tensile, compressive, and shear� in the stone decreased. This
occurs due to two effects: �1� The leading compressional
wave in the stone suffers more from diffraction due to the
longer rise time and so the peak pressure of the tensile wave
reflected off the back of the stone �“spall wave”� is about
31 MPa for a 50-ns rise time but only 12.9 MPa for a
200-ns rise time. �2� The spatial extent of the shear waves
generated by the passage of the wave outside the stone is

FIG. 3. Snapshot of the peak tensile strain �%� at 3.8 �s for the cylindrical
stone �upper� and spherical stone �lower�. The distribution of the tensile
strain corresponds closely to the equivalent tensile stress shown in Figs. 1
and 2, respectively.
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related to the spatial extent of the shock front. For a shock
front with a 50-ns rise time the resulting shear wave had a
length of 0.36 mm and for a 200-ns rise time the length was
0.66 mm. These lengths were determined from measure-
ments of the shear stress predicted by the FDTD simulations.
In the latter case the shear wave was so extended in space

that near the surface it was difficult to isolate it from the
surface wave. The shorter length shear wave �associated with
short rise time� is focused more efficiently along the axis of
the stone and so results in stronger focusing and higher
stresses than the longer length shear wave �associated with
longer rise time�. Therefore a shorter rise time shock wave

FIG. 4. Comparison of the photoelastic images from PSM-9 �Fig. 9 from Ref. 9� with predictions of the maximum shear stress in the stone and the pressure
in the surrounding fluid. Experimental data are shown in the middle two rows. The top row shows snapshots from the simulation corresponding to the upper
row of experimental data. The bottom row shows snapshots from the simulation corresponding to the lower row of experimental data.
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yields larger stresses because the shear waves generated at
the lateral side of the stone focus more strongly and the
“spall wave” is higher in amplitude.

IV. DISCUSSION AND CONCLUSIONS

We used a finite-difference time-domain solution of the
linear elasticity equations to determine the evolution of the
state of stress and strain inside kidney stones subject to a
lithotripter shock wave. The model accounted for all wave
interactions at fluid-elastic boundaries and the interaction of
the various types of waves that the solid structure can sup-
port. From the model it was possible to determine the peak
stresses and strains �compressive, tensile, and shear� in the
stone, which are often important indicators of material fail-
ure.

The key conclusion from the simulations is that the peak
stresses and strains in a kidney stone are critically dependent
on the presence of shear waves. In particular for the studies
here we found that the passage of the shock wave in the fluid

surrounding the stone generated shear waves or surface
waves at the “equatorial” surface of the stone which propa-
gated into the stone and interfered constructively with other
waves to generate the peak stresses. This conflicts with the
conclusions of Mihradi et al.11 that the classical spall or Hop-
kinson effect is responsible for the peak tensile stresses in the
stone. The probable explanation for this is that the waveform
they used did not have a short shock front and as we show in
Fig. 8 the peak tensile stress is reduced dramatically as the
rise time increases.

Therefore, to obtain efficient generation of high stress
inside a kidney stone it is desirable to have a high-amplitude
pressure wave passing on the outside of the stone. This con-
clusion is identical to that of squeezing that has been postu-
lated by Eisenmenger,31 however the rationale for our con-
clusion is different. In squeezing it is postulated that the
pressure wave in the surrounding fluid acts as a compressive
hoop stress which, based on a static model for stress, gener-
ates splitting of the material. In our model the shock wave in
the fluid launches shear waves and surface waves which con-
structively interfere to generate high stresses. The role of
shear waves generated at the outer surface of the stone has
also been identified using ray tracing,9 but, although ray trac-
ing can identify possible wave-wave interactions, it cannot
predict the amplitude of the stresses induced by the waves. In
this work we were able to show quantitatively that the role of
the shear wave generated by the external shock wave is dra-
matic. In particular, as the diameter of the focal spot of the
shock wave reduced from 11 to 4 mm, the peak stresses re-
duced by at least a factor of 2. This result was robust to
stones of different size and material properties. We note that
the stone geometries simulated here had cylindrical symme-
try which should maximize the constructive interference on
axis. This effect may be less pronounced for natural stones
with more complex geometries but we still anticipate that
shear wave effects will play an important role.

In addition, we found that peak stresses increased as the
rise time of the shock wave decreased. As rise time increased
from 50 to 200 ns the peak stresses decreased by approxi-
mately 30%. This was attributed to two processes: �1� the
spatial extent of the shear wave increased and so the shear
wave could not focus as efficiently on axis and �2� the com-
pressive wave in the stone was affected by diffraction and
the amplitude of the tensile wave reflected from the distal
surface was less. We speculate that this finding may explain
clinical reports that stones trapped in the ureter are difficult
to break.32 When the shock wave passes through the tissue
the absorption of the tissue will lengthen the shock rise time
to around 100 ns.33 For stones in the collecting system of the
kidney there is a volume of urine surrounding the stone and
as the shock wave propagates through the urine it can “heal,”
recover a very short rise time, due to nonlinear distortion.
The “healing” distance can be calculated as the shock forma-
tion distance34 and for a lithotripter shock wave in water is
less than 5 mm. Therefore, even a small amount of fluid
around the stone will allow the shock rise time to recover.
For stones in the ureter there is little or no urine surrounding
the stone and therefore the shockwave cannot heal and will
impact the stone with a relatively long rise time. We ac-

FIG. 5. Peak stresses �tensile, compression, and shear� as a function of
diameter of the focal zone. Top: spherical stone 6.5 mm in diameter. Bot-
tom: cylindrical stone 6.5 mm in diameter and 7.5 mm long.

FIG. 6. Peak stresses �tension, compression, and shear� inside a spherical
stone as a function of stone diameter. The peak stresses are relatively insen-
sitive to stone diameter.
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knowledge that the difficulty in breaking stones in the ureter
can also be explained by invoking cavitation.

We note that there are limitations of the model employed
here including the use of cylindrical symmetry, homogenous
stones, and linear elasticity. The use of cylindrical symmetry
can be relaxed at the cost of higher computational burden
and the use of an absorbing boundary condition, such as the
Beringer PML, will likely be required. Extension to inhomo-
geneous stones is relatively straightforward as it simply re-
quires altering the material properties of the stone but this
was beyond the scope of this study. The linear approximation
is justified within the stone as the propagation distances are
quite short. Nonlinear distortion is cumulative and is impor-
tant over the range of propagation through the tissue to the
stones �greater than 100 mm� but less important in the stone
�propagation distances less than 10 mm�. Further, incorpora-
tion of nonlinear elasticity is confounded by a paucity of data
for the higher order elastic constants of kidney stones. Most
information on the properties of kidney stones results from
ultrasonic measurements which invoke linear elasticity
theory or axial loading which cannot determine all the higher
order constants. However, it is not unreasonable to assume
that most kidney stones are brittle in nature and therefore can
be reasonably approximated using linear elasticity up to the
point of failure. Also alternative failure criteria could be em-

ployed, such as von Mises and Tresca conditions or fracture
toughness, rather than the maxiumum stresses and strains
calculated in this work. Finally, we note that viscoeleasticity
can be incorporated into the model—which could be of par-
ticular importance to the binder phase of kidney stones.15

In conclusion the results indicate that lithotripters with
large focal widths and short rise times will result in high
peak stresses inside the stone. If direct stress is responsible
for stone comminution, then a large-focal-zone short-rise-
time lithotripter should result in the best comminution of the
stone. We note that the gold standard in clinical lithotripsy is
the Dornier HM3 which has these characteristics. However,
the trend among current clinical lithotripters is towards small
focal zone lithotripters �diameters less than 5 mm� with high
pressure amplitudes but not necessarily short rise times. The
results from our simulations indicate that these characteris-
tics may not be advantageous.
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Male sperm whale acoustic behavior observed from multipaths
at a single hydrophone
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Sperm whales generate transient sounds �clicks� when foraging. These clicks have been described as
echolocation sounds, a result of having measured the source level and the directionality of these
signals and having extrapolated results from biosonar tests made on some small odontocetes. The
authors propose a passive acoustic technique requiring only one hydrophone to investigate the
acoustic behavior of free-ranging sperm whales. They estimate whale pitch angles from the
multipath distribution of click energy. They emphasize the close bond between the sperm whale’s
physical and acoustic activity, leading to the hypothesis that sperm whales might, like some small
odontocetes, control click level and rhythm. An echolocation model estimating the range of the
sperm whale’s targets from the interclick interval is computed and tested during different stages of
the whale’s dive. Such a hypothesis on the echolocation process would indicate that sperm whales
echolocate their prey layer when initiating their dives and follow a methodic technique when
foraging. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2033567�

PACS number�s�: 43.80.Ka, 43.66.Qp, 43.30.Sf �WWA� Pages: 2677–2687

I. INTRODUCTION

The scientific community is compelled to research
sperm whales �Physeter macrocephalus� for a variety of rea-
sons; some researchers may strive to assess the risks associ-
ated with anthropogenic noise �Gisiner, 1998�, while others
conduct experiments to protect the whales from excessive
boat traffic �Delory et al., 2002�. Another motivation is the
quest for new knowledge regarding the foraging behavior of
sperm whales, since this aspect of their behavior is still the
most puzzling �Fristrup and Harbison, 2002; Jaquet, 1996�.
Underwater visual observations of free-ranging, foraging
sperm whales have never been carried through convincingly
�Mccarey and Rubin, 1998�, and the information available on
the sperm whale diet is limited to stomach or fecal sam-
plings. This is due to the fact that sperm whales mostly feed
on mid sea and deep sea squid and fish, and at such depths
research is difficult to conduct �Santos et al., 2001; Smith
and Whitehead, 2000�. However, many experiments have
been conducted to address the whales’ foraging behavior,
using tagging techniques, visual observations, and passive
acoustics.

Tagging sperm whales with depth-meters has led to an
understanding of their diving behavior. Sperm whales under-
take series of 30–90-min four-stage foraging cycles, com-
posed of a breathing break at the sea surface, a vertical de-
scent to the hunting depth, the hunt itself, and a vertical
resurfacing �Watkins et al., 1993�. Visual observations of
sperm whales breathing at the sea surface provide some un-
derstanding of their social behavior. For instance, the males
tend to travel solitarily, whereas the females and their calves
travel in groups �Arnbom and Whitehead, 1989�.

The use of passive acoustics enables scientists to better
understand the sperm whale acoustic activity. Sperm whales
emit a multitude of transient sounds �clicks� when diving.
The function of the clicks may be to communicate �Watkins
and Schevill, 1977; Weilgart, 1990� or echolocate �Jaquet et
al., 2001; Mohl et al., 2000�. The directionality and source
level of the clicks are measured to determine their use in
communication or echolocation �Madsen et al., 2002b�.
Echolocating sperm whales emit usual click sequences �0.2
� ICI�2 s, interclick intervals�, interrupted by faster click
trains �creaks, ICI�0.2 s� and then silences �Mullins et al.,
1988�. Sperm whales emit echolocation clicks mostly during
the descent and while hunting within the prey layer �Madsen
et al., 2002b�. Sperm whales within social groups also send
stereotyped ICI structure click sequences, called codas
�Weilgart, 1990�. Male sperm whales may make some other
rare vocalizations, called slow clicks �Jaquet et al., 2001;
Madsen et al., 2002b�. The use of passive acoustics is not
only limited to the study of the click rythmics, but it also
leads to an understanding of the click production mechanism
�Mohl et al., 2003; Thode et al., 2002� and to the reconstruc-
tion of sperm whale diving trajectories �Wahlberg, 2002�.

New tagging techniques, using depth-meters, hydro-
phones, accelerometers, and magnetometers, have enabled
scientists to gain knowledge of sperm whale behavior. These
tags enable scientists to record sperm whale movements to-
gether with their acoustic activity �Johnson and Tyack, 2003;
Zimmer et al., 2003�. Fluking has been measured while
sperm whales swim down and resurface �Miller et al.,
2004a�. Sperm whales maneuvering is measured during the
hunting process �Miller et al., 2004b�. Such tagging tech-
niques, like passive acoustics, have also lead to the descrip-
tion of the click production mechanism and to the recon-
struction of diving trajectories, but with increased levels of
precision �Zimmer et al., 2005�.a�Electronic mail: laplanche@univ-paris12.fr
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While the aforementioned tagging techniques provide
insight into sperm whale behavior, the technique itself can
disrupt or alter the natural tendencies of the tagged mam-
mals. Also the tagging procedure is time consuming and dif-
ficult to implement �Madsen et al., 2002a�. Because of this,
the authors bring forward a passive acoustic technique that
will uncover new behavioral information without such short-
comings. Passive acoustics may give results close to those
attained using depth-meter/hydrophone tags �Madsen et al.,
2002b�. The depth �and range� of sound sources can be esti-
mated by using a single hydrophone. This method has been
successfully carried out on sperm whales �Thode et al.,
2002� and dolphins �Aubauer et al., 2000�. Nevertheless, the
accuracy on the depth and range measurements is not enough
for estimating subtle foraging sperm whale movements.

The authors estimate subtle sperm whale movements by
measuring pitch angle variations using a single towed hydro-
phone. The comparison of these variations to the acoustic
activity then leads to a hypothesis on the sperm whale
echolocation system: sperm whales, like some other toothed
whale species, would control click level and ICI when
echolocating on targets at different ranges. The authors then
compute an echolocation model estimating sperm whale tar-
get ranges from the ICI. They apply this echolocation model
during the sperm whale descent and hunt, and assess its con-
sistency. They estimate the water mass geometry analyzed by
the whale’s sonar during both stages, leading to the hypoth-
esis of a dive-scale sperm whale foraging strategy.

II. MATERIAL AND METHODS

A. Single hydrophone localization

The authors need to assess the vertical distribution of
click level to estimate sperm whale pitch angle. To this end,
they compare the click levels emitted along different rays of
multipath propagating sperm whale clicks. The authors esti-
mate the depth and range of phonating sperm whales, before
reconstructing the multipath ray geometry, to measure the
attenuation of the click signals when transmitting along these
rays.

The sea surface and the seafloor reflect and diffuse
propagating acoustic waves �Clay and Medwin, 1977�. The
hydrophones collect multiple delayed, dephased, and attenu-
ated versions of the signals emitted by sound sources �Fig.
1�. The use of a single hydrophone, and the detection of n
surface/seafloor echoes, serves as a substitute of a large vir-
tual vertical �n+1�-hydrophone array �one real, n virtual�
�Aubauer et al., 2000�. A sound source can be localized in
depth and range from this array, by measuring the time of
arrival differences of the source signal between the virtual
hydrophones, then by measuring the time of arrival differ-
ences between the echoes �Fig. 2�. One needs to detect two
echoes of a click to estimate the depth and range of a pho-
nating sperm whale. The detection of an additional echo
leads to an estimation of the depth of the recording hydro-
phone �Thode et al., 2002�.

B. Accuracy

The depth, range, and propagation loss are estimated
using a spherical propagation model, by assuming that the
speed of sound is constant along the water column. The va-
lidity of this convenient hypothesis is assessed by comparing
this model with a ray-tracing model. The vertical variations
of the speed of sound are estimated from temperature and
salinity values given by the MERCATOR oceanic model
�MERCATOR, 2004�. The authors have compared the propa-
gation times of sperm whale clicks by ray tracing, in a me-

FIG. 1. Signals received from a single emitted sperm whale click. Here,
assuming zh�zs�zb−zh �Fig. 2�, the direct path click signal �1� comes first,
followed by the surface echo �2�, the seafloor echo �3�, and the-twice re-
flected seafloor/surface echo �4�. Click signals reflected by the seafloor are
more attenuated when propagating �by reflecting and by transmitting on a
longer distance� than click signals transmitted via direct path. The amplitude
of the former may anyway be greater than the amplitude of the latter, sug-
gesting click directionality.

FIG. 2. Multipath ray geometry. The depths of the sperm whale, the hydro-
phone, and the seafloor are respectively zs, zh, and zb. The sperm whale is at
the range rs from the hydrophone. The direct path ray, surface reflected ray,
and seafloor reflected ray form the algebraic angles �1��1�0⇔zs�zh�,
�2��2�0�, and �3��3�0� to the horizontal. The detection of two surface/
seafloor echoes serves as a substitute of a large virtual vertical hydrophone
array of length 2zb. The whale depth and range define the geometry of the
multipath rays �length and inclination�.
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dium of a varying speed of sound, and in a medium of a
constant speed of sound. The curvature of the rays has neg-
ligible effects on the propagation times �Laplanche et al.,
2004�. An adjustment of the single hydrophone localization
technique �Thode et al., 2002�, taking into account speed of
sound variations �Laplanche et al., 2004�, would indicate that
in the context of the author’s experiments, the assumption of
a spherical propagation model would be enough. This as-
sumption would be valid in some sensible settings, with a
hydrophone and a source not too close to the sea surface, and
a source at close enough range, so as to limit the interference
and refraction phenomena.

The accuracy of the localization process when using the
spherical propagation model is evaluated using a random
variable error estimator �Laplanche et al., 2004� modeling
with Gaussian random variables the nonlinear error estima-
tion method presented in Wahlberg �2004�. The source depth
and range are calculated from the seafloor depth, the hydro-
phone depth, the surface/seafloor echo delays, and the mean
speed of sound �Thode et al., 2002�. A large number of
samples �100 000� of these parameters are drawn around a
mean �the measured value� with a standard deviation �half
the accuracy of the measurement�. The accuracies �twice the
standard deviations� of the source depth and range are esti-
mated from the depth and range samples calculated from the
parameter samples. The linearity of the localization process
is evaluated by estimating the kurtosis excess of the depth
and range samples.

C. Click level

Acoustic waves are attenuated when propagating in the
sea water and when reflecting on the sea water interfaces.
Still using the spherical propagation model, the attenuation
of an acoustic wave when traveling through a distance r of
sea water is close to 20 log10�r�+ar �Aubauer et al., 2000�.
The absorption coefficient a depends on the frequency of the
transmitting wave and on chemical properties of the sea wa-
ter �such as pH, salinity, and temperature�. In this particular
case, it is close to a=10−3 dB/m using the Thorp model. The
authors consider sperm whale click central frequency at
9 kHz, given the limited band of the recording system, as
compared to the 15-kHz sperm whale click central frequency
�Madsen et al., 2002a�.

The attenuation of an acoustic wave when reflecting to
the seafloor is estimated using the Hall-Watson model. It is
contingent upon the incidence angle of the wave on the sea-
floor, the frequency of the wave, and the porosity �0� p
�1� of the seafloor.

Using the sonar equation, the measurement of the input
levels, and the estimation of the propagation attenuation of
direct path transmitted sperm whale click signals and seaf-
loor reflected click signals will then lead to an evaluation of
the apparent source levels of the clicks in these ray directions
�in dB re: 1 V/�Pa�. The comparison of the apparent source
levels in these ray directions will then lead to an estimation
of the vertical distribution of the click beam energy.

D. Sperm whale pitch angle variations

Let us consider a sperm whale at a depth zs and a range
rs from a hydrophone, itself at a depth zh, in a basin of depth
zb �Fig. 2�. The direct path ray �1�, the surface echo ray �2�,
and the seafloor echo ray �3� form the algebraic angles to the
horizontal �1=atan��zs−zh� /rs�, �2=atan��zs+zh� /rs�, and
�3=atan��zs+zh−2zb� /rs�. Let p1, p2, and p3 be sperm whale
click level sent in these three directions. The ratios
�pi / pj�dB=20 log10�pi / pj� would lead to an estimation of the
vertical click level distribution.

Sperm whales may alter the click level while diving, as
discussed below. There would be no consequences of click
level variations on the values of the ratios �pi / pj�dB, if the
sperm whale click frequency content were constant. But
sperm whales, like smaller odontocetes, alter jointly click
frequency and level �Madsen et al., 2002a�. Such a frequency
emphasis would lead, after transmission, to an alteration of
the measurement of the ratios �pi / pj�dB, and a resulting bias
in the estimation of the sperm whale pitch angle. The au-
thors, given the limited band of their recording system, as-
sume these effects to be negligible. Directionality variations,
as directly induced by a modification of the shape of the
click beam, would also alter the whale pitch angle estima-
tion. However, such variations do not take place, as dis-
cussed below. The variations of the ratio �pi / pj�dB would
then be representative of a change in the direction the sperm
whale click beam.

The surface ray is directed upwards ��2�0�, and the
seafloor ray is directed downwards ��3�0�. The upwards/
downwards direction of the direct ray �Fig. 2� depends on the
depth of the source ��1�0⇔zs�zh�. For short cable surface
hydrophones �zh�zb�, the direct ray would be directed up-
wards, as sperm whales usually start clicking a few minutes
after beginning a dive, stop clicking a few minutes before
surfacing, and are usually silent at the sea surface level
�Whitehead and Weilgart, 1990�. For short cable hydro-
phones mounted on the seafloor �zb−zh�zb�, the direct ray
would be directed downwards. For long cable hydrophones,
a preliminary source localization is necessary to conclude the
direction of the ray. One can demonstrate that the aperture
angles defined by the direct/surface rays and the seafloor ray
are greater than � /4 for a usual source range/depth setting,
�1−�3�� /4 for rs�2�zb−zh� and zs�zh, �2−�3�� /4 for
rs�2zb and zs�zh.

The ratio �p2 / p3�dB �or �p1 / p3�dB, assuming a short cable
surface hydrophone� would then assess the trend in the ver-
tical direction of the click energy. Assuming a vertical sym-
metry of the sperm whale click acoustic beam �Zimmer et
al., 2005�, then p2 / p3=0 dB for clicks emitted in the direc-
tion ��2+�3� /2, p2 / p3�0 dB for clicks emitted in directions
�� ��2+�3� /2, and p2 / p3�0 dB for clicks emitted in direc-
tions �� ��2+�3� /2. For ��2����3�, the sign of �p2 / p3�dB

gives the vertical direction of the click beam. Assuming that
sperm whales need to move their head to change the direc-
tion of the click beam, the variations of �p2 / p3�dB would then
indicate changes in sperm whale vertical movement. The au-
thors define the whale pitch angle 	 as the angle formed by
the whale’s dorso-rostral axis and the horizontal.
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E. Sperm whale pitch angle

The use of a sperm whale click beam pattern �Zimmer et
al., 2005� theoretically leads to a quantification of the values
of sperm whale pitch angles. Using a whale heading to the
direction 
 �defined as the projection of the off-axis angle on
the horizontal plane, Fig. 3� with the pitch angle 	, a trigo-
nometry calculation leads to the value of the off-axis angle �
of the hydrophone to the whale click beam:

cos � = cos �1 cos 	 cos 
 + sin �1 sin 	 . �1�

And by defining �� �−� /2 ,� /2� such that tan �
=cos 
 / tan �1, the whale pitch angle can be calculated
from the off-axis angle, by selecting 	� �−� /2 ,� /2� from

	 = asin� cos � cos �

sin �1
� − � or

�2�

	 = � − asin� cos � cos �

sin �1
� − � .

Using the sperm whale click beam pattern and the estimation
of the click gain, the estimation of the click beam level emit-
ted towards the hydrophone leads to the estimation of the ray
off-axis angle �, which then leads to an estimation of the
whale pitch angle 	. The sperm whale heading 
 is estimated
from the three-dimensional whale trajectory, as described be-
low.

F. Sperm whale trajectory reconstruction

The authors estimate small scale sperm whale pitch
movements from the vertical distribution of click level.
Large scale movements can be estimated from the sperm
whale depth and range estimations, which are found by mea-
suring click echo delays. Large scale movements will give an
estimation of the sperm whale heading 
, as required in the
sperm whale pitch angle quantification process. Large scale
movement will also lead to the rough three-dimensional re-
construction of sperm whale trajectories.

The authors deconstruct the sperm whale trajectory into
segments, while assuming a uniform sperm whale movement
�straight and at constant speed� on each segment. Let us con-
sider a whale at depth z1, range r1, and time t1 heading

straight to reach the depth z2, range r2, and time t2 at the
constant speed v12 �Fig. 3�. The sperm whale depth and range
at a time t1� t� t2 are

zs = z1 + vz�t − t1� ,

�3�
rs

2 = rmin
2 + vr

2�t − tmin�2,

while the vertical and horizontal speeds of the whale are

vz = �z2 − z1�/�t2 − t1� ,

�4�
vr = 	r1

2 − rmin
2 /�t1 − tmin� ,

where rmin is the horizontal distance of the hydrophone to the
line containing the trajectory segment, and tmin is the time
when the whale would reach the range rmin �Fig. 3�. Interpo-
lating the whale depth variations during �t1 , t2� with a
straight line leads to an estimation of depths z1 ,z2 and verti-
cal speed vz. Interpolating the squared whale range variations
rs

2 with a parabola leads to an estimation of the ranges r1, r2,
rmin and the horizontal speed vr. Such interpolations lead to
an estimation of the three-dimensional geometry of the tra-
jectory segment �a symmetry and a rotation around the hy-
drophone vertical axis apart�, the whale speed v12=	vz

2+vr
2,

and the whale heading 
 when crossing this segment �Fig. 3�.

G. Recording system

The data were recorded during two missions in the
Mediterranean Sea, in the Main Channel of the Strait of
Gibralter in March 2003, and in the abyssal plain offshore
Toulon in August 2004, using preamplified, omnidirectional,
ceramic Vinci-Technologies HC2000 hydrophones, with an
output sensitivity of, −155 dB re: 1 V/�Pa, and a frequency
response flat in the frequency window �80 Hz,13 kHz�. The
signals were sampled at 44.1 kHz, PCM coded with 16 bits
using a laptop with a Digigram VXpocket 440 soundcard,
and recorded using the multitrack software Sek’d Sampli-
tude. In this experiment, the signals have been highpassed at
3 kHz with a digital filter, so as to enhance the S/N ratio in
the click detection process, given the relative frequency
bands of sperm whale clicks and background noise. Solitary
male sperm whales were recorded, from the CIRCé ship Elsa
�10 m� during the 2003 mission, and from three Breach sail
boats Brin d’alu �10 m�, Saoufe �12 m�, and Zino �14 m�
during the 2004 mission.

Hydrophones were at 30-m depth in 2003 and 70 m in
2004. The sea bottom was at 900 m in 2003 and 2000 m in
2004. The depth of the seafloor was measured using marine
charts and is defined as the depth below the hydrophones.
The depth of the hydrophones zh was estimated using the
method presented in Thode et al. �2002�. The seafloor is
assumed to be flat at a known depth and of known porosity.
The assumption of a flat seafloor is applicable in the author’s
examples but not in all other cases. When sperm whales are
recorded in front of the continental slope, clicks reflect on
the cliff into many echoes, making difficult their identifica-
tion. The clear detection of seafloor echoes is a good test for
substantiating the flatness of the seafloor. In both recording
locations cited above, the seafloor was flat enough to identify

FIG. 3. Sperm whale trajectory. The sperm whale trajectory is deconstructed
into segments �here a single segment, projected into the horizontal plane�,
the whale moving straight at constant speed in each segment. In this ex-
ample, the whale moves along the segment from the range r1 at t1 to the
range r2 at t2. The range of the whale while crossing the segment is
rs=	rmin

2 +vr
2�t− tmin�2, and its heading is defined by the angle 
. The range

rmin is the horizontal distance of the segment to the hydrophone. tmin is the
time the whale passes �or would pass� at the range rmin.
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the detected echoes. Short-scale relief variations scatter sea-
floor echoes and decrease the accuracy of the measurement
of their delays. The consequence of this lack of accuracy is
estimated using the random variable error estimation method
described above.

H. Delay/level measurements

The data is recorded from isolated male sperm whales.
The authors study the acoustic behavior of isolated male
sperm whale individuals and do not deal with group strate-
gies. The methods �click detection� and results would apply
within this framework. Nevertheless, hypotheses on the
acoustic behavior of isolated sperm whales could also help in
understanding the behavior of each individual within a
group.

Surface echoes are always detected jointly with direct
path click signals. Twice reflected seafloor/surface echoes are
also always detected with once-reflected seafloor echoes
�Fig. 1�. Seafloor echoes are well detected during the first
10 min of dives, when sperm whales vertically swim down
and echolocate towards the seafloor �Thode et al., 2002�. The
seafloor echo detection during the hunting stage depends on
the seafloor properties �depth and relief� and the whale range.
The seafloor echoes were more easily detected during the
2003 mission, by recording sperm whales from a longer
range in a more shallow bassin. Surface and seafloor echo
delays are measured by cross-correlating the echoes with the
direct path signal. The localization and click level measure-
ment processes have been automated by estimating the a
priori probability density functions of the surface/seafloor
delays as described in Laplanche et al. �2005�.

III. RESULTS

A. Acoustic behavior

The variations of the surface echo delay during a com-
plete dive of a single sperm whale �recorded during the 2004
mission� are plotted in Fig. 4. The whale emitted 2380 usual
clicks and 31 creaks. The additional detection of seafloor
echoes at the beginning of the dive leads to the plotting of
the sperm whale depth and range variations which indicate a

vertical dive, as illustrated by Madsen et al. �2002a� and
Thode et al. �2002�. The ICI variations during the descent are
plotted in Fig. 5.

After vertically diving to 400 m, the whale repeats an
acoustic pattern lasting between 30 and 180 s, composed of a
block of usual clicks, hereafter referred to as search phase,
ending with a creak or a pause, hereafter referred to as ter-
minal phase. Such a notation, used by different authors re-
garding Blainville’s beaked whales �Madsen et al., 2005�, is
discussed below. Some of these search/terminal phases are
plotted in Fig. 6. Usual click sequences during search phases
�as described below� are not always such stereotypes, but
similar patterns were found in 2003 and 2004. Creaks are not
always emitted during the terminal phases �Madsen et al.,
2002b�. If no creaks were detected in 2003, every search
phase ended with a creak in 2004. And silences are also
sometimes skipped during the terminal phases �Mullins et
al., 1988�.

B. Click directionality and level

The estimated direct path and seafloor reflected click
levels �p1 and p3, respectively� and ICI variations during
search/terminal phases are plotted in Fig. 6. Here, the whale
is located at a depth zs=600±30 m �kurtosis excess 3

10−3�, and a range rs=3700±250 m �kurtosis excess 2

10−3�, from a hydrophone at a depth zh=32±2 m, in a
basin of depth zb=880±30 m and mean speed of sound c0

=1512±10 m/s, measuring surface echo delays ±0.1 ms and
seafloor echo delays ±0.5 ms. The direct ray, the surface ray,
and the seafloor ray then create respectively �1=8.5±0.6,
�2=9.5±0.6, and �3=−17±1.3 �kurtosis excess 5
10−2�
degree angles with the horizontal �Fig. 2�. The 0 dB value of
the level ratio �p1 / p3�dB would then correspond to a click
emitted slightly downwards, forming a �= ��1+�3� /2
=−4.2° ±0.6° angle with the horizontal.

The sperm whale click beam pattern is extremely narrow
��p1 / p3�dB=−30 at t=780 s, Fig. 6�. Sperm whale clicks are
also very powerful �Fig. 7�, reaching 210 dB re: 1 �Pa �pp�
�limiting to the band �3 kHz, 13 kHz��. These two results are
consistent with previous findings, i.e., the sperm whale click
generator can also serve as an echolocation system �Mohl et
al., 2003�.

FIG. 4. Surface echo delay variations
during a complete dive. A whale �2004
data set� emitted 2380 usual clicks and
31 creaks �vertical lines� during a
45-min dive. Two thousand clicks are
detected using a threshold/cross-
correlation algorithm, leading to 2000
measurements of the surface echo de-
lay �dots�. The algorithm wild points
are also plotted �200, crosses�. The
whale emitted the first creak at t
=10 min, at the depth zb=400 m, with
a 57-ms surface echo delay. The whale
repeats 31 search/terminal phases, in
this example ending with creaks.
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C. Sperm whale movements

In this study, only relative �and not absolute� values of
sperm whale pitch angles are estimated, by using the ratio
�p1 / p3�dB. The complexity of the sperm whale click beam
pattern as formed by various components of different levels
and frequency contents �Zimmer et al. 2005�, the lack of
knowledge in the variations amongst sperm whale individu-
als of this click beam pattern, the lack of knowledge in the
click level variations, and the use by the authors of a limited
bandwith recording system kept the authors from conducting
a reliable pitch angle quantification process �using Eq. �2��.

Sperm whale pitch angle variations are plotted during a
descent �Fig. 5� and during two successive search/terminal
phases �Fig. 6�. The respective acoustic activity is also plot-
ted. The sperm whale pitch movements go together with the
rhythmic variations while descending �Fig. 5�. The sperm
whale pitch movements while hunting are periodic and in
sync with the rhythmic variations �Fig. 6�. In the next sec-
tion, the authors propose a hypothesis on the sperm whale
biosonar, so as to clarify this correlation between the sperm
whale acoustical and physical activity.

IV. DISCUSSION

A. Echolocation model

The recorded sperm whales emitted bursts of usual
clicks each lasting 5–15 s during the search phases, fol-
lowed by clicks at a higher rate �creaks� and/or silence peri-
ods during the terminal phases �Fig. 6�. As shown in Fig. 7,
during the search phase, clicks from a burst are first emitted
every ICImax second. The interclick interval then progres-
sively decreases to ICImin, before gradually increasing to a
new maximum ICImax� . These variations of the interclick in-
terval are correlated to those of the levels p1 and p3 of the
direct path/seafloor reflected click signals. During the search
phases, 20-dB level peaks are simultaneously detected in
both direct path and seafloor path directions. Such peaks
were only detected when recording from directions close to
the whale axis, as discussed below. Click level maximums
pmax emitted towards these paths are detected when the in-
terclick interval of a 5–15-s burst reaches its maximum
ICImax. And click level minimums pmin are detected when the
interclick interval reaches its minimum ICImin �Fig. 7�.

Four hypotheses could explain such apparent click level

FIG. 5. ICI and pitch angle variations during the de-
scent. ICI during the first 10 min of a dive �dots, at the
top�. Using the echolocation model, the estimated ICI
during the descent, when using targets vertically below
the whale inside the prey layer, is also plotted �solid
line�. The pitch angle variations are plotted �ratio
�p1 / p3�dB, raw values and moving average, at the bot-
tom�. The bissecting angle �for which �p1 / p3�dB=0� be-
tween the direct ray and the bottom ray varies from
−39° →−27° to the horizontal for t=200→600 s. The
whale pitch angle is then greater than 30° during the
descent �as �p1 / p3�dB�0�. The ICI variations are corre-
lated to the pitch angle variations. Pitch angle variations
suggest a three-phase pitch movement ��t=200→250
→280 s, t=280→350→400 s, t=400→480→570 s�.
The ICI plotting ends ��580,600� s� with the first
search phase inside the prey layer.

FIG. 6. Sperm whale pitch angle and ICI during two
successive search/terminal phases. Relative sperm
whale pitch angle �p1 / p3�dB=20 log10�p1 / p3� �solid
line� and moving average �dashed line, at the top�. It is
positive for clicks emitted upwards, and negative for
click emitted downwards. ICI �at the bottom�.
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variations: vertical movement of the sperm whale head
�pitch�, horizontal movement �yaw�, click directionality con-
trol, and click level control. The first hypothesis is rejected
given the pitch angle variations plotted in Fig. 6. The second
hypothesis is rejected, as maximums/minimums of click lev-
els are always in sync with maximums/minimums of ICI
�this also applies to the first hypothesis�. The whale would
have to systematically direct its click beam towards the hy-
drophone when clicking at a slow rate, and turn its head
when clicking faster, which is highly unlikely. The third hy-
pothesis would suggest that sperm whales would emit highly
directional clicks when clicking fast, and widen the click
beam when clicking slower. The fourth hypothesis would
suggest that sperm whales would send less powerful clicks
when clicking fast, and increase the click level when clicking
slower. Homogenous off-axis angle variations of a measured
sperm whale click beam pattern �Zimmer et al. 2005� would
suggest that sperm whales would not change the click direc-
tionality when diving. The variations in click level given in
Fig. 7 would rather suggest click level control.

These click level variations are in sync with the ICI
variations, suggesting click level and ICI adjustment to the
target range, as found on some smaller odontocetes, as dis-
cussed below. Yet some sperm whale tag recordings show no
correlation between click level and ICI variations �Madsen et
al., 2002a�. Click level variations as plotted in Fig. 7 were
not detected when making off-axis recordings �especially in
2004, when recording from a shorter range�. The authors
then suggest that these level variations would only appear,
using Mohl et al. �2003� notation, on the forward echoloca-
tion pulse �P1�. The initial backward pulse �P0� level would
not be altered by this process. Off-axis recordings, from a
distant towed hydrophone or a tag attached to the whale’s
back, would then not detect the click level variations as plot-
ted in Fig. 7. Still, what would explain P0 20-dB level varia-
tions detected from the tags �Madsen et al., 2002a�? Would
click level adjustment to target range take place while trans-
mitting within the nasal complex, and a different click level
adjustment �to target kind?� take place when emitting the
initial pulse at the phonic lips? Understanding click level
variations may be a key point in learning the workings of the
sperm whale’s biosonar. The hypothesis on click level �and

ICI� control to target range would lead to sensible results, as
discussed below, and provide some clues regarding the un-
derstanding of the sperm whale’s biosonar.

Results from biosonar tests carried out on some smaller
odontocetes suggest click level control �Au and Herzing,
2003; Au and Wursig, 2004; Rasmussen and Miller, 2002�
with target range. Dolphins would adjust the click level by
6 dB for every halved or doubled target range. ICI control
has also been observed on bottlenose dolphins �Au, 1993�.
Such an acoustic behavior does not seem to be characteristic
of all ondontocete species �Madsen et al., 2005�. The sperm
whale’s and dolphin’s biosonar share many similarities
�Madsen et al., 2002a�, and, given measurements illustrated
in Fig. 7, it would be interesting to assess the consistency of
the hypothesis of click level and ICI control to target range
on sperm whales.

The author’s echolocation model speculates that sperm
whales control click level and ICI to target range as bottle-
nose dolphins do. The click level variations presented in Fig.
7 would then result in adjustments by 6 dB for every halved
or doubled target range. The ICI would directly depend on
the whale’s target range r, ICI=2r /c0+ tproc �Au, 1993�. The
constant processing delay tproc would be the delay between
the reception of the echo of a click and the production of the
next click.

B. Processing delay

Sperm whales would adjust the level of clicks to com-
pensate for the one-way transmission loss between the whale
and its target. If a click emitted with a 0-dB gain aims at a
target at a range r, a click emitted with a gain G �dB� would
then aim at a target at a range 10G/20r, assuming only spheri-
cal spreading loss. Then, by labeling rmax and rmin the range
of the targets aimed using clicks at the rates 1 / ICImax and
1/ ICImin, one arrives at rmax=10G/20rmin with G=20 dB,
leading to

rmax � �rmin with � = 10. �5�

Assuming a processing time tproc of the click echoes
independent of the range of the target, then

FIG. 7. Sperm whale click level and ICI during a search
phase. �Top� Click source level p1 emitted �upwards�
towards the direct path �solid line�, and click source
level p3 emitted �downwards� towards the seafloor re-
flected path �dashed line�. �Bottom� ICI. Peaks of
source level in p1 and p3 are detected when the sperm
whale clicks at the lowest rate �ICI=ICImax�, and mini-
mum values of level are detected when the sperm whale
clicks at the highest rate �ICI=ICImin�. The difference
of click level within a click burst may reach 20 dB.
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ICImin =
2rmin

c0
+ tproc and ICImax =

2rmax

c0
+ tproc, �6�

leading to

tproc =
�ICImin − ICImax

� − 1
. �7�

From the ICI values given for the first plotted 5–15-s click
burst �ICImax=1 s and ICImin=0.5 s� �Fig. 7�, one can find
the processing delay tproc=0.45 s. This value would be
equal to the minimum ICI corresponding to the shortest
target echolocation range �r=0�. This value ICI=0.45 s
would set the limit of validity of the sperm whale echolo-
cation model described above. The same 0.45-s value has
been found in a statistical analysis, setting the limit be-
tween usual clicks and creaks �Zimmer et al., 2005�.
Sperm whale acoustic activity then splits into two distinct
modes, usual clicking �ICI�0.45 s� and creaking �ICI
�0.45 s�, in view of the temporal pattern of the click
sequences �search phase/terminal phase�, the click rate
production �Zimmer et al., 2005�, and the echolocation
model limit. The delay tproc has been defined as the delay
between the reception of the echo of a click and the pro-
duction of the next click. It may be interpreted as the sum
of the processing delay of the first click target echo, and
the delay required to produce the next click. The distinc-
tion between usual clicks and creaks mentioned above
would then suggest that sperm whales would either pro-
cess usual click and creak echoes differently, or produce
usual clicks and creak clicks differently.

The echolocation model is now calibrated by estimating
tproc=0.45 s. Its consistency is then evaluated during sperm
whale descent and hunting.

C. Scan during the descent

Sperm whales emit echolocation clicks during most of
the descent. What do they echolocate? Some authors have
suggested that sperm whales echolocate to the sea floor. ICI
variations are indeed correlated to the whale depth variations
and consistent with a vertical scan of the sea bottom �Thode
et al., 2002�. The authors have in this case used the echolo-
cation model ICI=2r /c0, close to the one presented here but
with a null processing delay. The seafloor scanning hypoth-
esis, however, would not seem to be correct. Different au-
thors have shown that the ICI of click sequences emitted
during the descent may sometimes be much shorter than the
two-way travel time to the sea bottom �Zimmer et al., 2005�.
These authors have suggested that sperm whales rather scan
their prey layer while descending. ICI variations during the
descent are indeed correlated to whale pitch angle variations
�Zimmer et al., 2003�.

The authors apply the echolocation model ICI=2r /c0

+0.45 s to the descent. Pitch variations correlated to ICI
variations are also noticed using the method presented by the
authors �Fig. 5�. The authors assess the consistency of the
aforementioned hypothesis of prey layer scanning while de-
scending. In the example of Fig. 4, the prey layer is at
400 m, which is equal to the depth of the sperm whale when

emitting the first creak. Using the echolocation model, the
estimated ICI during the descent, when using targets verti-
cally below the whale inside the prey layer, is plotted in Fig.
5. Measured and estimated ICIs are equal at t=200, 280,
400, and 570 s. The measured ICI is greater than the estima-
tion between these instants; it increases for t=200→250 s,
t=280→350 s, and t=400→480 s; and decreases for t
=250→280 s, t=350→400 s, and t=480→570 s. These
variations are correlated to those of the estimated pitch angle
�Fig. 5�. This would suggest, as mentioned in Zimmer et al.
�2003�, that the sperm whale indeed echolocated vertically at
the prey layer �at t=200,280,400 s�, and echolocated at a
horizontal prey layer strip by a vertical movement of its body
while descending. The sperm whale pitch angle and the prey
layer strip geometry can be quantified using the echolocation
model. The sperm whale would start echolocating vertically,
and make three scans of the prey layer, with pitch angles
varying to 90° →60° →90° for t=200→250→280 s, 90°
→30° →50° for t=280→350→400 s, and 50° →20° for
t=400→570 s, before entering the prey layer and hunting.
Such pitch estimations are consistent with those found using
digital tags �Zimmer et al., 2003�. The prey strip is estimated
as 600 m long �from the whale pitch angle and distance to
the prey layer� and 80 m deep �from the whale pitch angle
and its ICI standard deviation�. The results presented in this
section would suggest that sperm whales would indeed
echolocate at their prey layer while descending, and follow
an acoustic behavior which would be close to the aforemen-
tioned echolocation model.

D. Whale heading

The authors then estimate the whale trajectory from the
interpolation of the whale range variations between t1

=16 min and t2=37 min �Fig. 8�. Such variations of the
whale range could be explained assuming a straight trajec-
tory at a constant speed, as described above. Based on this
hypothesis, the whale would move, in the example of Fig. 8,
in a straight line at vr=0.8 m/s from the range r1=480 m to
the range r2=650 m, passing at tmin=25 min at the minimum
range rmin=200 m. The whale would then swim at a constant
heading within the prey layer. Such behavior is consistent
with surface visual observations, describing a general con-
stant heading movement of male sperm whales based on the
location of the surface breathing points �Watkins et al.,
1999�. The authors’ measurements would support the hy-
pothesis of a sperm whale broken-line trajectory, whereas
trajectory reconstructions using tagged accelerometers would
support more chaotic underwater behavior �Zimmer et al.,
2005�. The straightforward movement pointed out by the au-
thors is a large scale movement and does not prevent short
scale chaotic movements when closing on prey �Miller et al.,
2004a�.

E. Scan during the hunt

Sperm whales would move straightforward while hunt-
ing within the prey layer. The whale’s physical activity while
crossing the prey layer is estimated from the pitch angle
variations, as described below. Its acoustic activity and the
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range of the whale’s targets are estimated from the ICI using
the echolocation model. The conjunction of all these bits of
information would lead to the authors’ hypothesis asserting
that sperm whales would methodically scan a cone-shaped
water mass searching for prey with usual clicking at depth.
Sperm whales would then attack while silencing or creaking.
This methodic scan is a hypothesis, and a consequence of the
assessed assumption that sperm whales control ICI when
searching for their prey.

The sperm whale’s physical activity is estimated from
the pitch angle variations �Fig. 6�. In this example, the sperm
whale would start usual clicking aiming horizontally
�p1 / p3=0 dB�. It would then progressively point downwards
�p1 / p3�0 dB, decreasing�, before gradually �but more
quickly� coming back to a horizontal line �p1 / p3�0 dB, in-
creasing�. During the terminal phase, the sperm whale would
start with a horizontal click beam and move upwards, in-
creasing its click rate or silencing, before aiming back hori-
zontally so as to start a new search/terminal phase. The low
S/N ratio during the terminal phases makes difficult the as-
sessment of the acoustical/physical activity of the whale.
Nevertheless, the fast click activity and silence would sug-
gest feeding �Miller et al., 2004a�.

From the value of the delay tproc, the authors estimate the
ranges rmin and rmax during the search phases. At the begin-
ning of the plotted search phases �ICImax=1 s and ICImin

=0.5 s�, the sperm whale would aim at targets located at
rmin�42 m and rmax�420 m. At the end of the search phase
�ICImax=0.8 s and ICImin=0.45 s�, it would aim at targets
located at rmin�30 m and rmax�300 m.

Given the echolocation and the progressive variations of
the ICI during a single 5–15-s click burst, decreasing from
ICImax to ICImin before reincreasing to a maximum ICImax�
�Fig. 7�, the authors suggest that the whale would echolocate
between the ranges rmax and rmin �ICI decreasing from ICImax

to ICImin� and then back to a maximum range rmax� �ICI in-
creasing from ICImin to ICImax� � every 5–15-s burst of clicks.

The authors suggest that during the search phase sperm
whales would methodically scan a cone-shaped mass of wa-
ter searching for prey �Fig. 9�. Each scan would last 5–15 s
and would analyze the water twice between the upper ranges
rmax, the lower range rmin=rmax/�, and the upper range rmax� .
This scan would suggest that each sperm whale click is gen-
erated to aim in a specific direction at a specific range. Sperm
whales would move physically to change the click beam di-
rection, and control level and ICI to change the click target
range. Similar results have been found during the sperm
whale descent studied above.

There are some variations in the geometric features of
the scanned water mass: variations within a dive, between
dives, and from one sperm whale to another. These geomet-
ric features would depend on the number of scans, the ICI
minimum and maximum values, the duration of the search
phase, and the whale pitch angle variations. For instance, the
cones scanned by the whale tracked in 2004 would be shorter
�lower ICI� and thinner �only three to four 5–15-s click
bursts� than the cone scanned by the whale tracked in 2003,
whose ICI sequence is plotted in Fig. 7. This result suggests
that sperm whales would, if methodically scanning the prey
layer when hunting, adapt their scanning depending on ex-
isting prey.

V. CONCLUSIONS

The authors have estimated sperm whale pitch angle
relative �not absolute� values by studying multipaths at a
single hydrophone. Such an estimation enables the authors to
analyze sperm whale physical activity during different dive
stages: descent and hunt. In both cases, the whale’s physical
activity correlates to the whale’s acoustic activity.

The authors then point out a correlation between click
level variations and ICI. The hypothesis explaining such a
correlation would be click level control: sperm whales would
click slowly at a high source level and faster at a lower
source level. Inspired by results found for small odontocete
species, the authors propose an echolocation model, click
focusing. This echolocation model specifies that sperm
whales would aim at closer targets while emitting clicks with
lower source level at higher rhythmic rate, and aim at farther

FIG. 8. Sperm whale trajectory reconstruction. Sperm whale range varia-
tions �dots� and parabola interpolation �solid line� between t1=16 min and
t2=37 min. The whale would move in a straight line at vr=0.8 m/s from the
range r1=480 m to the range r2=650 m, passing at tmin=25 min at the mini-
mum range rmin=200 m.

FIG. 9. Sperm whale scan during a search phase. The sperm whale would
start scanning the top of a cone of water �from �A�, beginning of the search
phase�, carry on the scan by gradually pointing downwards �to �B��, gradu-
ally �but faster� point back upwards �to �C��, before entering the scanned
zone and feeding �to �D�, end of the terminal phase, beginning of the next
search phase�. Click target ranges are plotted here only during the beginning
of the first part of a search phase, from �A� to �B�.
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targets emitting clicks with higher source level and slower
rhythmic rate. Based on this hypothesis, the authors compute
an echolocation model estimating the sperm whale target
range from the ICI.

The authors find a click processing delay of 0.45 s, set-
ting the limit of validity of the sperm whale echolocation
model. This value is equal to what has been found by differ-
ent sources to be the limit between usual clicks and creaks.
The authors apply this echolocation model during the de-
scent. The coherency of the model would suggest that sperm
whales would indeed, as suggested by different authors,
echolocate at the prey layer while vertically descending. Es-
timated sperm whale pitch angle variations based on this
hypothesis are consistent with those found when using tags.

The authors then apply the echolocation model during
the hunt at the prey depth. Periodic sperm whale target range
variations and pitch movements suggest that sperm whales
would scan the water before attacking when foraging. The
authors estimate the scanned water mass dimension from the
echolocation model.

Finally, the animal range interpolation suggests that
sperm whales move at constant heading and speed while
hunting. The synthesis of all the results leads the authors to
suggest that sperm whales would follow a dive-scale strategy
when foraging. Sperm whales would preanalyze their prey
layer while descending, and cross this layer by repeating a
methodic scanning/catching technique, before resurfacing.
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Behavioral and auditory evoked potential �AEP� audiograms of a false killer whale were measured
using the same subject and experimental conditions. The objective was to compare and assess the
correspondence of auditory thresholds collected by behavioral and electrophysiological techniques.
Behavioral audiograms used 3-s pure-tone stimuli from 4 to 45 kHz, and were conducted with
a go/no-go modified staircase procedure. AEP audiograms used 20-ms sinusoidally
amplitude-modulated tone bursts from 4 to 45 kHz, and the electrophysiological responses were
received through gold disc electrodes in rubber suction cups. The behavioral data were reliable and
repeatable, with the region of best sensitivity between 16 and 24 kHz and peak sensitivity at
20 kHz. The AEP audiograms produced thresholds that were also consistent over time, with range
of best sensitivity from 16 to 22.5 kHz and peak sensitivity at 22.5 kHz. Behavioral thresholds were
always lower than AEP thresholds. However, AEP audiograms were completed in a shorter amount
of time with minimum participation from the animal. These data indicated that behavioral and AEP
techniques can be used successfully and interchangeably to measure cetacean hearing sensitivity.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2010350�
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I. INTRODUCTION

In 1966, Johnson measured the first complete audiogram
of an individual Atlantic bottlenose dolphin, Tursiops
truncatus �Johnson, 1966�. The results indicated that the
animal’s range of sensitivity to pure tones was from
75 Hz to 150 kHz, an exceptionally wide range covering
more than 100 kHz and 11 octaves. The significant data col-
lected were considered to be an innovative breakthrough in
marine mammal science, where a single animal can be used
to demonstrate the capability that may exist within a species.
The use of behavioral, psychometric techniques became the
standard to investigate hearing thresholds of captive odonto-
cetes. Since this experiment, behavioral audiograms measur-
ing the auditory sensitivity have been collected for the harbor
porpoise, Phocoena phocoena �Andersen, 1970; Kastelein et
al., 2002�, killer whale, Orcinus orca �Hall and Johnson,
1972�, Amazon River dolphin, Inia geoffrensis �Jacobs and
Hall, 1972�, beluga whale, Delphinapterus leucas �White et
al., 1978�, Eastern Pacific bottlenose dolphin, Tursiops spp.
�Ljungblad et al., 1982�, false killer whale, P. crassidens
�Thomas et al., 1988�, Chinese River dolphin, Lipotes vexil-
lifer �Wang et al., 1992�, Risso’s dolphin, Grampus griseus
�Nachtigall et al., 1995�, tucuxi, Sotalia fluviatilis guianensis
�Sauerland and Dehnhardt, 1998�, and the striped dolphin,
Stenella coeruleoalba �Kastelein et al., 2003�.

For more than 30 years, psychometric research with ma-
rine mammals developed based on the success using a single
or few research subjects. Considerable hearing threshold dif-
ferences between individual animals of different ages and
sexes have been demonstrated in previous behavioral hearing
research �Ridgway and Carder, 1997�, differences that may
not be evident when only a single animal subject is used.
Such psychometric analysis was constrained by the signifi-
cant investment to train the subjects for the behavioral para-
digm and to maintain the animals in captive environments to
conduct thorough research.

An alternative to the psychometric methods of measur-
ing behavioral audiograms was the collection of auditory
evoked potentials �AEP�. When an acoustic stimulus is pre-
sented, the cells within the auditory pathway are excited.
When this occurs, AEPs are the far-field electrophysiological
recording of the resulting small voltages generated by the
brain’s neural activity. Measuring the evoked responses to
stimuli became a valuable and advantageous method to col-
lect auditory data, requiring minimal training and reduced
time. The characteristics of AEPs were first described using
invasive, intracranial electrodes in the dolphin brainstem
�Bullock et al., 1968� and in the cerebral cortex �Popov et
al., 1986�, and using noninvasive extracranial electrodes
�Ridgway et al., 1981�. In more recent times, noninvasive
techniques have been employed to investigate auditory brain-
stem responses �ABR�, a type of AEP involving a series of
five to seven “waves” evoked by clicks or short tone bursts
of acoustic stimuli. ABRs to tone pips were successfullya�Electronic mail: myuen@hawaii.edu
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used to measure hearing thresholds and collect audiograms
in dolphins �Popov and Supin, 1990a, 1990c�.

Measuring hearing thresholds was more precise when
using envelope-following responses �EFR�, the occurrence in
which ABRs follow the envelope of a sinusoidally
amplitude-modulated �SAM� tone burst �Dolphin et al.,
1995; Supin and Popov, 1995�. The advantages of using
SAM stimuli instead of brief tone pips were: �1� the intensity
of a long tone burst was characterized by its rms sound pres-
sure, which could provide a basis for correct comparison of
behavioral and AEP data, and �2� EFRs contained many
evoked potential cycles instead of one, increasing the preci-
sion of the response detection, in particular, by the use of
Fourier analysis.

ABR- and EFR-based audiograms were collected in a
number of odontocetes, including the beluga whale, D. leu-
cas �Popov and Supin, 1987�, bottlenose dolphin, T. trunca-
tus �Popov and Supin, 1990a�, Amazon River dolphin, I.
geoffrensis �Popov and Supin, 1990b�, false killer whale, P.
crassidens �Dolphin et al., 1995�, common dolphin, Delphi-
nus delphis �Popov and Klishin, 1998�, and killer whale, O.
orca �Szymanski et al., 1999�.

Although measuring AEPs has proven to be a reliable
technique for investigating the hearing sensitivity of odonto-
cetes, it remained unresolved how the electrophysiological
thresholds compared with the thresholds collected by behav-
ioral techniques. Some analyses attempted to compare data
gathered using the two different methods �Szymanski et al.,
1999�. In that study, two killer whales were used to measure
both ABR and behavioral audiograms. The stimuli used for
the electrophysiological measurements were cosine-gated
tone bursts, and ABR thresholds were determined by calcu-
lating the minimum amount of stimulus power needed to
generate an adequate ABR response. EFRs were not used in
that experiment, and the frequency ambiguity of ABR thresh-
olds was described. The behavioral methods varied slightly
to maintain the motivation of the animal subjects, and the
final thresholds were the average of four reversals.

In the current study, the hearing capability of a false
killer whale was measured using both behavioral and AEP
techniques, using the same animal subject as well as the
same experimental and acoustical conditions. The objective
of this project was to investigate and compare auditory
thresholds collected by psychometric and AEP techniques,
more specifically, EFR procedures. Based on the paradigm
differences and the conservative nature of the animal subject,
it was expected that the behavioral methods would produce
thresholds lower than the ABR thresholds.

II. METHODS

A. Animal subject

Both the behavioral and AEP data were collected from a
single animal subject named Kina, an approximately 30 year
old, female false killer whale �Pseudorca crassidens�. Kina
was about 3.7 m in length and weighed 487 kg. The animal
was housed in floating pens at the HI Institute of Marine
Biology on Oahu, HI, and had been the subject of previous
hearing and echolocation research, including a masked hear-

ing study �Thomas et al., 1990�, the measurement of echolo-
cation transmission beam patterns �Au et al., 1995� and ex-
periments collecting ABRs during echolocation �Supin et al.,
2003; Supin et al., 2004�.

B. Electronic equipment

The pure-tone stimuli used during the behavioral mea-
surements were created with a Wavetek FG3B Sweep Func-
tion Generator. The frequencies tested were 4, 5, 7, 8, 10, 14,
16, 19, 20, 22.5, 27, 32, 38, and 45 kHz. The input voltage of
the stimulus was 3 V peak-to-peak. The stimulus was sent to
a custom-built signal shaping box that could attenuate the
tone in 1-dB decrements, control the trial sequence and trial
condition, and turn the signal on and off with a 20-ms rise
and fall time. The signal was then projected through an ITC
1042 60 mm spherical piezoceramic transducer. A Techtronix
TDS 1002 Oscilloscope was used to monitor the signal sent
from the signal-shaping box to the transducer. A Biomon
8235 hydrophone that had a flat frequency response �±3 dB�
up to 200 kHz was used to calibrate the frequency levels of
the signal as it was received in the center of the hoop where
the animal would be positioned during the stimulus presen-
tation. The calibrations were conducted before the data were
collected and not during the trials.

In AEP experiments, SAM tone bursts were digitally
synthesized with a customized LABVIEW 6I data acquisition
program from a desktop computer implemented with a Na-
tional Instruments PCI-MIO-16E-1 DAQ card, using an up-
date rate of 200 kHz. The SAM tone bursts were 20 ms long,
with a modulation rate of 875 Hz, a modulation depth of
100%, and a variable carrier frequency. The stimulus was
sent from the DAQ card to the same amplification, attenua-
tion, monitoring, and projection equipment as in the behav-
ioral experiments.

The AEPs were received through 10-mm gold disc elec-
trodes that were mounted in rubber suction cups and placed
on the animal’s skin along the dorsal midline, with the active
electrode about 5 cm behind the blowhole and the reference
electrode on the animal’s back, anterior to the dorsal fin.
These responses were amplified by �10 000 with an Iso-
Dam Isolated Biological Amplifier, bandpass filtered �for
anti-aliasing protection� with a Krohn-Hite Model 3103 filter
�bandpass of 200–3000 Hz�, and transferred to an analog
input of the PCI-MIO-16E-1 DAQ card. To extract the re-
corded AEP from noise, the signal was digitized at a rate of
16 kHz, and 1000 samples were averaged to stimuli pre-
sented at a rate of 20/s, thereby extending the entire trial to
about 1 min.

C. Experimental setup

The experimental conditions were nearly the same for
both the behavioral and the AEP experiments. Both kinds of
experiments were conducted within the same test pen, a 6
�9 m floating pen in Kaneohe Bay, off the island of Oahu,
HI �Fig. 1�. This wire-fence enclosed pen was supported by
floating buoys under the pen’s wooden frame. The transmit-
ting hydrophone was suspended 1 m below the water surface
and secured at one corner of the pen deck. An acoustic baffle
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was made of a 0.6�0.9 m aluminum sheet that was covered
with neoprene on the side facing the transducer, and was
hung at the surface of the water at the half-distance between
the transducer and the animal �Fig. 2�. The water’s surface
will reflect additional sound underwater, and the baffle was
used to reduce and block some of this surface reflection that
could have reached the animal. The hoop was placed 2 m
from the sound source and fixed firmly from a wooden beam
that stretched across the pen deck. A Styrofoam ball response
paddle was attached to the wooden beam directly above the
hoop and the surface of the water. During the intertrial inter-
vals, the animal was trained to station on a Styrofoam float at
the water surface about 3 m away from the transducer, and
about 5 m away from the hoop. A small transmitting hydro-
phone was placed in the water near this float and projected

only a 7-kHz tone. This tone was used as a signal to send the
animal to the hoop at the beginning of each trial.

D. Behavioral audiogram measurements

The behavioral audiogram of the false killer whale was
measured by using a go/no-go modified staircase procedure
�Schusterman, 1980� in 2001 and 2004. The 7-kHz tone was
played to send the whale to an underwater hoop. When the
whale was positioned correctly with her pec fins touching the
hoop, a 3-s, pure-tone test stimulus was transmitted under-
water from the spherical transducer. If the whale heard this
sound, she exited the hoop and touched a response paddle
that was located directly above the hoop and the surface of
the water. This correct “go” response was followed by the
trainer’s whistle and fish reinforcement. For a correct rejec-
tion or a “no-go” response, no sound was projected, and the
whale was required to remain in the hoop for the full 10-s
trial, after which the trainer whistled to signal to the whale
that she had performed the correct response. The whale was
again rewarded with fish. For an incorrect detection or a
“false alarm,” the whale would indicate that she heard a
sound and touch the paddle. However, no sound was played
and therefore, no reward or whistle was given. The whale
returned to her stationing float, and the next trial proceeded.
When an incorrect rejection, or “miss” occurred, the whale
remained in the hoop and did not respond to the sound that
was played. The trainer would call the animal back to her
stationing float with no reward at the end of the 10-s trial.

FIG. 1. Experimental configuration for
the audiogram measurements of a
false killer whale.

FIG. 2. Underwater profile of the experimental configuration with the false
killer whale in the hoop 1 m below the surface, 1 m away from the acoustic
baffle, and 2 m away from the spherical transducer.
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Ten warm-up trials were presented before each session
to gauge the whale’s response behavior with five of the trials
with a sound transmitted and five without. The sounds played
in the warm-up trials were at intensity levels that were at
least 20 dB above the presumed threshold based on pub-
lished audiograms, loud enough for the whale to detect with-
out difficulties. The session only proceeded if 80% of the
warm-up trials were correct. The trials following warm-ups
were conducted in blocks of ten, with 50% of each block
containing a signal present and the other 50% with a signal
absent. The sequence of the trials was randomized based on
a modified Gellermann series �Gellermann, 1933�, with no
more than three consecutive trials of the signal present or
absent to avoid any bias of the whale to respond the same
way to every trial.

Every correct go-response was followed by a stimulus
intensity reduction of 2 dB, until the animal made a miss
response, after which the intensity was increased by 2 dB.
This change in direction of intensity level was defined as a
reversal. The intensity continued to be increased until there
was another correct go-response, which was followed by an
intensity decrease, another change of direction or reversal.

For each session, one frequency threshold was tested,
and the value of that threshold was the average intensity
level of five reversals. It was determined from a preliminary
study that there was no significant difference between a
threshold calculated from five reversals versus a threshold
calculated from ten reversals. Thresholds were equivalent
and completed within a shorter amount of time if only five
reversals were used. The final threshold for each frequency
was calculated when two consecutive sessions contained re-
versal thresholds within 3 dB. Finally, this entire staircase
procedure was repeated to determine the thresholds at 4, 5, 7,
8, 10, 14, 15, 16, 19, 20, 21, 22.5, 24, 27, 32, 38, and
45 kHz. The animal’s hearing sensitivity was tested at
64 kHz, and demonstrated that she was not able to hear this
high frequency when it was played at the highest intensity
level possible for the equipment available, which was
132 dB. As a result, no further testing was conducted at fre-
quencies above 45 kHz.

E. AEP audiogram measurements

There were three main differences in the experimental
procedure between the AEP and behavioral audiograms. One
was that gold disc electrodes in rubber suction cups were
placed on the animal. The second difference was that no
behavioral reporting response was required from the animal.
The animal remained in the hoop for a trial length of about
1 min while the stimulus was projected underwater and the
AEP was recorded. The final difference was the stimulus
type that was presented, in this case being a 20-ms SAM
tone-burst repeated 1000 times, as opposed to the 3-s pure-
tones generated for the behavioral audiogram.

Following the application of the suction cups, the animal
was sent to the underwater hoop from a stationing float by a
7-kHz tone. When the animal was positioned correctly with
her pectoral fins touching the hoop, the SAM tone bursts
were projected through the transducer. After about 1 min, the

trainer whistled to indicate the end of the trial, and the ani-
mal was rewarded with fish. The amplitude of the signal was
reduced in 5-dB steps, until the EFR response recorded on
the computer could no longer be distinguished from the
background noise. An average of five stimulus intensities
were presented at each frequency, and an average of three
frequencies was tested in 1-h sessions. Sessions were con-
ducted twice a day. The frequencies tested were in quarter-
octave steps: 4, 4.7, 5.6, 6.7, 8, 9.5, 11.2, 13.5, 16, 19, 22.5,
27, 32, 38, and 45 kHz. A total of three AEP audiograms
were measured, one in May 2001, a second in August 2001,
and a third in April 2004. An average of two weeks of con-
secutive days was needed to complete each of these audio-
grams.

No additional training was required for the whale when
the task was switched from behavioral to AEP experiments.
The very rapid transfer between paradigms was most likely
due to the differences in the experimental setup, the most
obvious of which included the suction cups attached to the
animal and the SAM tone-bursts. It is possible that these
distinct features allowed for the whale to easily discriminate
between the two experimental tasks.

III. RESULTS

A. Behavioral audiograms

The first behavioral audiogram from 2001 was a prelimi-
nary study that included only a partial audiogram with
thresholds for only five frequencies. The behavioral audio-
gram from 2004 was much more complete, with 16 frequen-
cies covering at least 4 octaves �Fig 3�. The complete audio-
gram from 2004 had the U-shape curve characteristic of
mammalian hearing. The thresholds were very similar over
the 3-yr gap, with some values differing by as little at 2.6 dB
at 32 kHz, and as great as 12.1 dB at 38 kHz �Table I�. How-
ever, the shapes of the two curves were very consistent, with
comparable regions of best sensitivity and steep high fre-
quency range. The region of best sensitivity was from
16 to 24 kHz, with the lowest threshold of 69 dB at 20 kHz.
Above 24 kHz, the thresholds increased significantly at a
rate of about 28 dB per octave, with a high frequency cutoff

FIG. 3. Behavioral audiograms of a false killer whale collected in 2001 and
2004.
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at 45 kHz. The low frequency thresholds decreased as the
frequencies increased, at a rate of about 5–17 dB per octave.

A total of 16 frequencies were tested for the 2004 au-
diogram, 11 of which required only two consecutive sessions
that resulted with reversal averages within 3 dB. Three fre-
quencies needed three sessions to meet this requirement, one
frequency �21 kHz� needed four sessions, and one frequency
�8 kHz� needed five sessions. There was a very low false
alarm rate throughout the experiment. Over 76% of the ses-
sions consisted of zero false alarms, and of the remaining
sessions �24%� with false alarms, the rate was about 5%.

B. AEP audiograms

The electrophysiological responses from the AEP collec-
tion is presented in Fig. 4 and depicts how EFRs recorded at
different stimulus intensities decreased from 125 to 90 dB
by 5-dB steps. As the intensity decreased, the EFR amplitude
synchronously decreased until the response disappeared in
noise. For a better evaluation of the response amplitude,
these wave forms were Fourier transformed to obtain their
frequency spectra �Fig. 4�b��. The spectra contained a defi-
nite peak at the stimulus-modulation frequency of 875 Hz.
The magnitude of this peak was taken as a measure of the
response magnitude. It was plotted as a function of stimulus
intensity �Fig. 5� and approximated by a regression line. The
crossing point of this line with the zero-magnitude level was
calculated as the threshold estimate for that frequency.

The three AEP audiograms were consistent over time
�Fig. 6�. All three had a range of best hearing sensitivity from
16 to 22.5 kHz with the lowest threshold of 80.9 dB at
22.5 kHz �Table II�. The thresholds at lower frequencies all
had a slope that declined gradually as frequency increased,
about 8–18 dB per octave. The thresholds at higher frequen-
cies sharply increased, about 32 dB per octave, and quickly
reached higher intensity at 45 kHz. All three AEP audio-
grams had relatively consistent threshold values at the lower

frequencies, some with differences less than 1 dB. The May
2001 and April 2004 thresholds for the higher frequencies
were closer, with some thresholds fluctuating by as little as
0.2 dB. However, the August 2001 AEP audiogram had the
highest thresholds for the higher frequencies that were no-
ticeably different, despite the consistency of the lower fre-
quencies with the other two AEP audiograms.

IV. DISCUSSION

A. Comparison of behavioral and AEP audiograms

The results of the behavioral audiograms demonstrated
that the data accumulated from psychometric methods were

TABLE I. Auditory threshold values from two behavioral audiograms of a
false killer whale. Each threshold is an average of the reversal values of two
consecutive sessions that were within 3 dB.

Freq
�kHz�

Threshold 2001
�dB re: 1 �Pa�

Threshold 2004
�dB re: 1 �Pa�

Difference
�dB re: 1 �Pa�

Average
�dB re: 1 �Pa�

4 ¯ 99.5 ¯ ¯

5 ¯ 94.4 ¯ ¯

7 ¯ 89.3 ¯ ¯

8 ¯ 82.7 ¯ ¯

10 ¯ 84.5 ¯ ¯

14 ¯ 87.3 ¯ ¯

15 ¯ 78.6 ¯ ¯

16 82.4 77 5.4 79.7
19 ¯ 71.6 ¯ ¯

20 ¯ 69.5 ¯ ¯

22.5 80.1 72.2 7.9 76.1
24 ¯ 71.3 ¯ ¯

27 ¯ 80.2 ¯ ¯

32 102.9 105.5 2.6 104.2
38 118.4 106.3 12.1 112.3
45 127.6 116.7 10.9 122.1

FIG. 4. Examples of �a� EFR wave forms and �b� their frequency spectra for
a threshold determination at 27 kHz.

FIG. 5. EFR magnitude dependence on stimulus intensity �by the records
presented in Fig. 2�.
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reliable and repeatable. It was not necessary to retrain the
animal. She was able to repeat an experiment that was con-
ducted over 3 years prior, with precise and accurate re-
sponses and no behavioral difficulties.

For the AEP audiograms, the low frequency thresholds
were also quite reliable and constant. From 4 through
22.5 kHz, the threshold values varied only slightly, indicat-
ing that this technique provided consistent results for esti-
mating auditory sensitivity values. When compared with the
low frequency thresholds of the behavioral audiograms, the
data collected from the behavioral methods were always
lower than those using AEPs, with differences as small as
4.8 dB at 22.5 kHz, and as large as 11 dB at 4 kHz �Fig. 7�.

In the high frequency regions, both the behavioral and
AEP audiograms shared the common feature of steep in-
creases in threshold values as frequency also increased.
However, the thresholds measured with AEPs were less sen-
sitive by 11 to 15.5 dB from those collected behaviorally.
With such discrepancies, it was evident that behavioral re-
sults consistently indicated more sensitive auditory threshold
levels for the subject.

A similar gap between AEP and behavioral threshold
estimates was found in two killer whales O. orca �Szymanski
et al., 1999�, with an average of 12 dB more sensitive be-
havioral thresholds. However, there were some technical dif-
ferences between that and the present study. The tone burst
stimuli used were not SAM tone bursts, and ABRs not EFRs
were measured. As mentioned earlier, the advantages of us-
ing SAM stimuli instead of brief tone pips were that the
intensity of the longer tone burst could be characterized by
its rms sound pressure, thereby providing a basis for correct
comparison of behavioral and AEP data, and that the many
evoked potential cycles contained within an EFR increased
the response detection precision and analysis. Despite these
discrepancies, the final conclusions in the 1999 study were
somewhat similar to those of the present study, that both the
behavioral and ABR audiograms had consistent shapes with
higher ABR threshold levels.

The significant feature of the different stimulus types
clearly distinguished each technique and possibly contrib-
uted to the data differences. SAM tone bursts of 875-Hz
modulation rate and 20 ms long were necessary to collect
AEPs. Contrary to this, behavioral methods involved pure-
tone signals with a duration of about 3 s. The longer pure-
tone may have been more detectable and unambiguous, and
consequently allowed for a clearer response by the subject.
For EFR responses, temporal summation was limited by
SAM cycle duration which can be as short as 1.14 ms. As
shown by Johnson �1968�, hearing thresholds decreased as
stimulus duration increased from a fraction of milliseconds
to hundreds of milliseconds. Thus, the threshold difference
between behavioral measurements and AEP measurements
reflected the real temporal summation processes in the audi-
tory system rather than an imprecision of one or another
method.

It is important to remember that any estimate of a
threshold, AEP or behavioral, was arbitrary, and that the re-
sults depended on the used threshold criterion. However, the
good correspondence of behavioral and AEP thresholds, with
different summation times taken into account and with the

FIG. 6. Three AEP false killer whale audiograms measured over three years.
Also included is a curve of the average value of all three audiograms.

TABLE II. Auditory thresholds and average value of three AEP audiograms
of a false killer whale. Also included are the averaged values of all three
auditory thresholds for each frequency. Units are in dB re: 1 �Pa.

Freq
�kHz�

Threshold
May 01

�dB re: 1 �Pa�

Threshold
August 01

�dB re: 1 �Pa�

Threshold
April 04

�dB re: 1 �Pa�
Average

�dB re: 1 �Pa�

4 106.9 107.0 117.7 110.5
4.7 104.6 100.0 ¯ 102.3
5.6 99.5 100.7 109.9 103.4
6.7 92.0 89.3 109.4 96.9
8 90.8 88.1 98.1 92.3

9.5 86.8 86.6 98.2 90.5
11.2 88.0 86.1 94.4 89.5
13.5 86.7 84.2 84.6 85.2
16 82.4 79.2 90.2 83.9
19 83.5 77.9 83.1 81.5

22.5 80.1 82.0 80.7 80.9
27 85.0 115.5 86.6 95.7
32 102.9 129.2 117.5 116.5
38 118.4 ¯ 129.6 124.0
45 127.6 ¯ 138.7 133.1

FIG. 7. Comparison of both the behavioral and AEP audiograms of a false
killer whale. The threshold values are averaged over all audiograms col-
lected for each method in this study.
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use of the above-described criteria, indicated that both meth-
ods provided good estimates of the real sensitivity of the
auditory system.

One of the practical differences between the psycho-
physical and AEP techniques was the shorter amount of time
required to complete the AEP audiogram. For the behavioral
audiogram, each session lasted approximately 30 min, and a
total of 42 sessions were needed to test all of the frequencies.
The time invested for data collection in this portion was
about 2 months with a well trained and experienced animal
subject. This amount of time does not include the years of
behavioral training that was initially dedicated and required
for this subject.

One session for an AEP audiogram lasted about 45 min,
during which three frequencies could be tested. Therefore,
one AEP session tested three frequencies in about the same
amount of time that one behavioral session tested one fre-
quency. When these sessions were conducted twice a day, the
total time dedicated to this phase was an average of two
weeks, remarkably more condensed and still with results
comparably robust to the behavioral paradigm. With such a
reduced time and training requirement, and the minimum
participation required by the animal subject, the AEP tech-
nique for measuring auditory thresholds appeared more suit-
able and convenient to a wider number of research opportu-
nities that include untrained or stranded animals.

ABR audiograms served as a resource for evaluating the
sensitivity and functionality of auditory systems for many
vertebrate species, including birds �Brittan-Powell et al.,
2002�, bats �Wenstrup, 1984�, fish �Kenyon et al., 1998�, and
humans �van der Drift et al., 1987; Mitchell et al., 1989;
Watson, 1996�. When the data from the AEP audiograms
were compared to behavioral audiograms, most AEP thresh-
olds were higher than behavioral thresholds, although the
differences were usually not significant. There was a com-
mon conclusion that the advantages of the electrophysiologi-
cal technique included the rapid evaluations and reliability of
data, allowing for good predictions of basic audiogram
shape.

B. Manifestation of hearing loss

When the results from our study were compared with the
behavioral audiogram of another false killer whale �Thomas
et al., 1988�, the thresholds diverged considerably, with two
distinguishing features. The first was that the animal subject
from the 1988 study heard frequencies as high as 115 kHz
reasonably well, and at about the same SPL that Kina heard
45 kHz. The high frequency cutoff for the current audiogram
was about 70 kHz lower than the previous audiogram. The
second feature was the different frequency region of best
sensitivity and the corresponding sensitivity thresholds. In
this 2004 study, the region was between 16 and 24 kHz with
the lowest threshold at 69 dB at 20 kHz. However, in the
1988 study, the region of best sensitivity was between 32 and
64 kHz, and with thresholds as low as 39 dB at 64 kHz.
Therefore, the current audiogram had a lower high frequency
cutoff, in addition to the region of best sensitivity shifted to
lower frequencies and heard only at higher threshold levels,

clearly indicating that the whale hearing sensitivity lessened
when compared to the subject of the previous study. Not only
could the whale not hear higher frequencies, but also her best
hearing was at lower frequencies and higher amplitudes.

Both audiograms were made using standard psychomet-
ric techniques and pure-tone stimuli. Despite similar para-
digms, such discrepancies could have resulted from the dif-
ferent locations of each experiment, where the earlier subject
lived in a concrete and virtually quiet tank, and the current
subject resided in the open waters of Kaneohe Bay where the
ambient noise level has been documented, in particular the
noise produced snapping shrimp �Au and Banks, 1998�. This
noise has an extremely broad frequency spectrum with en-
ergy beyond 200 kHz with a peak frequency at about 2 kHz.
It does not follow from those data that the ambient noise in
Kaneohe Bay may specifically mask sounds above 45 kHz.

In 1990, the same false killer whale as the present study
was also the experimental subject for a masked hearing study
also situated in Kaneohe Bay, HI �Thomas et al., 1990�. That
experiment was conducted 14 years prior to the current
study, and at that time, the whale’s masked hearing audio-
gram depicted exceptional hearing capabilities, indicating
good hearing sensitivity. Therefore, it has been hypothesized
that this animal probably suffered some hearing loss associ-
ated with age or presbycusis, an occurrence demonstrated
among older bottlenose dolphins �Ridgway and Carder,
1997; Ketten et al., 2001� and a beluga whale �Finneran et
al., 2003�.

C. Perspectives for future studies

Auditory threshold information exists for only about
12% of odontocete species, creating a significant deficiency
of scientific evidence for the potential hearing damage and
behavioral impacts of anthropogenic noise on marine mam-
mals. There is a serious need for additional research on more
cetacean species, especially since the accessibility of marine
mammals for behavioral research is rare. Research opportu-
nities are limited because there are very few laboratory fa-
cilities in the world where marine mammals are available for
scientific research. The behavioral and electrophysiological
techniques to investigate hearing are conducted very differ-
ently, one with considerable time and effort involved in train-
ing psychometric methods, versus the other with very limited
subject participation required to collect AEPs, an advantage
that may strengthen the need for AEP techniques by broad-
ening its applicability to untrained animal subjects. There are
differences with signal type used in the behavioral and AEP
techniques that may influence the research outcomes. How-
ever, with these differences taken correctly into account, both
techniques give comparable results.
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A behavioral response paradigm was used to measure hearing thresholds in bottlenose dolphins
before and after exposure to 3 kHz tones with sound exposure levels �SELs� from 100 to 203 dB re
1 �Pa2 s. Experiments were conducted in a relatively quiet pool with ambient noise levels below 55
dB re 1 �Pa2/Hz at frequencies above 1 kHz. Experiments 1 and 2 featured 1-s exposures with
hearing tested at 4.5 and 3 kHz, respectively. Experiment 3 featured 2-, 4-, and 8-s exposures with
hearing tested at 4.5 kHz. For experiment 2, there were no significant differences between
control and exposure sessions. For experiments 1 and 3, exposures with SEL=197 dB re
1 �Pa2 s and SEL�195 dB re 1 �Pa2 s, respectively, resulted in significantly higher TTS4

than control sessions. For experiment 3 at SEL=195 dB re 1 �Pa2 s, the mean TTS4 was 2.8 dB.
These data are consistent with prior studies of TTS in dolphins exposed to pure tones and octave
band noise and suggest that a SEL of 195 dB re 1 �Pa2 s is a reasonable threshold for the
onset of TTS in dolphins and white whales exposed to midfrequency tones.
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I. INTRODUCTION

Certain anthropogenic underwater sounds, such as those
produced by underwater explosions, seismic surveys, and
military and oceanographic research sonars, have the poten-
tial to adversely affect marine animals �rev. Green et al.,
1994�. Exposure to high intensity sound for a sufficient du-
ration may result in physical injury to nonauditory structures
such as the lungs and other gas-containing structures �Yelv-
erton et al., 1973; Dalecki et al., 1999� and/or auditory ef-
fects such as a noise-induced threshold shift �NITS�—an in-
crease in the auditory threshold after exposure to noise. A
NITS may be permanent, called a permanent threshold shift
�PTS�, or temporary, called a temporary threshold shift
�TTS�.

Increased public concern and the application of the U.S.
Marine Mammal Protection Act and Endangered Species Act
to activities involving anthropogenic sound have resulted in
a pressing need for specific information regarding safe limits
for marine mammals exposed to underwater sound. Mass
strandings of whales spatially and temporally coincident with

the use of military midfrequency �generally from 1 to 10
kHz� tactical sonar �U.S. Department of Commerce and U.S.
Department of the Navy, 2001; Jepson et al., 2003� have
further increased concern about the potential effects of in-
tense sound on marine mammals and possible mitigation
strategies. Since many marine mammals have sensitive hear-
ing and rely upon underwater sound for communicating, for-
aging, and navigating, auditory effects such as a TTS or PTS
are of particular concern.

Although there have been no efforts to directly measure
PTS in marine mammals, a number of investigators have
measured TTS. Schlundt et al. �2000� reported the results of
TTS experiments conducted with five bottlenose dolphins
�Tursiops truncatus� and two white whales �belugas, Delphi-
napterus leucas� exposed to 1-s tones at frequencies of 0.4,
3, 10, 20, and 75 kHz. At frequencies of 3, 10, and 20 kHz,
sound pressure levels �SPLs� necessary to induce measurable
amounts �6 dB or more� of TTS were between 192 and 201
dB re 1 �Pa �mean of 195 dB re 1 �Pa�. Finneran et al.
�2000; 2002b� conducted TTS experiments with dolphins
and white whales exposed to impulsive sounds similar to
those produced by distant underwater explosions and seismic
waterguns. These studies showed that, for very short duration
impulsive sounds, higher sound pressures were required to
induce TTS than for longer duration tones. Nachtigall et al.
�2003; 2004� measured TTS in a bottlenose dolphin exposed
to octave-band noise centered at 7.5 kHz. Exposures with

a�Portions of these data were presented at the 142nd Meeting of the Acous-
tical Society of America �Finneran, et al. �2001�. “Temporary threshold
shift �TTS� in bottlenose dolphins �Tursiops truncatus� exposed to tonal
signals,” J. Acoust. Soc. Am.110, 2749�A�� and 15th Biennial Conference
on the Biology of Marine Mammals �Finneran, et al. �2003�. “Auditory
effects of mid-frequency tones on cetaceans”�.

b�Electronic mail: james.finneran@navy.mil
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SPLs of 160 dB re 1 �Pa and durations of 30–50 minutes
induced 5–8 dB of TTS measured 5 min after exposure.
Kastak et al. �1996� reported TTS in a harbor seal �Phoca
vitulina� exposed to airborne noise from nearby construction.
Kastak et al. �1999� reported TTS in a California sea lion
�Zalophus californianus�, harbor seal, and Northern elephant
seal �Mirounga angustirostris� exposed to underwater octave
band noise. Finneran et al. �2003� exposed California sea
lions to single underwater impulses produced from an arc-
gap transducer, but found no measurable TTS at SPLs up to
178–183 dB re 1 �Pa.

Because Schlundt et al. �2000� used tones similar to so-
nar pings, these data are the most directly applicable to mili-
tary tactical sonars. However, by necessity this study was
conducted in San Diego Bay, where ambient noise levels are
relatively high and quite variable. For this reason, Schlundt
et al. employed broadband masking noise to provide a “floor
effect” and keep thresholds consistent from session to ses-
sion despite variations in ambient noise levels. Specific tests
to determine the effects, if any, of the masking noise were
inconclusive �Schlundt et al., 2000�; however, terrestrial
mammal data suggest that the presence of masking noise
would result in smaller observed TTS �Parker et al., 1976;
Humes, 1980�.

This paper presents the results of three TTS experiments
with bottlenose dolphins exposed to 3-kHz tones. This par-
ticular frequency was selected because it falls within the
range used by the U.S. Navy’s AN/SQS-53 mid-frequency
tactical sonar �U.S. Department of Commerce and U.S. De-
partment of the Navy, 2001�. The first two experiments were
designed to address lingering questions regarding the poten-
tial effects of masking noise used by Schlundt et al. �2000�
by conducting tests in a pool with low ambient noise level
and no masking noise. The third experiment was designed to
investigate the effects of tone duration and the growth of
TTS with increasing exposure.

II. METHODS

A. Subjects

Subjects were two male bottlenose dolphins: BEN �esti-
mated age 38–40 yr during the study, approximately 250 kg�
and NAY �18–20 yr, approximately 255 kg�. Both subjects
had substantial prior experience in cooperative psychophysi-
cal testing, including hearing tests. Subjects were housed in
floating netted enclosures 9�9 to 12�24 m located in San
Diego Bay, CA. The study followed a protocol approved by
the Institutional Animal Care and Use Committee at The
Space and Naval Warfare Systems Center, San Diego. Both
BEN and NAY were tested during experiments 1 and 2; only
BEN was tested during experiment 3.

B. Hearing test apparatus

Figure 1 shows the experimental configuration. Tests
were conducted in an above-ground, 6.1-m-diam, 1.5-m-
deep circular, vinyl-walled pool. Figure 2 compares ambient
noise levels in the test pool and San Diego Bay measured
with a low-noise hydrophone �Reson TC 4032�. The San
Diego Bay data are mean noise levels over a one-month pe-

riod. The pool data are mean levels from a single measure-
ment �100 averages, 195-Hz frequency resolution� and are
representative of typical mean ambient noise levels in the
pool. At frequencies above approximately 1 kHz, mean am-
bient noise pressure spectral density levels were below 55 dB
re 1 �Pa2/Hz.

A wooden deck located above the pool supported two
“listening stations,” designated as the “S1 station” and the
“S2 station.” The S1 station was the site for the presentation
of the fatiguing sound exposure and a “start” signal to begin
the hearing test. Hearing tests were conducted at the S2 sta-
tion. Two stations were used to physically separate the site of
the fatiguing sound exposure from the hearing test location.
Each station consisted of a PVC frame with a plastic “bite-
plate” upon which the subjects were trained to position. The
S1 and S2 biteplates were located at mid-depth. Each station
contained an underwater video camera; a third video camera
was located in-air with a view of both stations.

The S1 station contained an underwater sound projector
�ITC 1042 or ITC 1032� used to produce a 1-s sinusoidal
amplitude modulated tone as a signal for the subject to begin
hearing tests. These start tones, or “S1 tones,” had a carrier
frequency of 12 kHz, modulation frequency and depth of 700
Hz and 100%, respectively, and a SPL of approximately 100
dB re 1 �Pa. S1 tones were generated using a PC containing
a multifunction data acquisition board �National Instruments

FIG. 1. Experimental setup for hearing tests and sound exposures.

FIG. 2. Ambient noise levels measured in test pool and San Diego Bay.
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PCI-MIO-16E-1�, filtered �Ithaco 4302�, and amplified �HP
467A or BGW PS 4� before being input to the S1 sound
projector.

The S2 station contained an underwater sound projector
�ITC 1001 or ITC 1032� used to generate hearing test tones,
or “S2 tones.” The S2 tones had frequencies of 4.5 kHz
�experiments 1 and 3� and 3 kHz �experiment 2� and dura-
tions of 500 ms, including 50-ms rise and fall times. S2 tones
were digitally generated �PCI-MIO-16E-1�, attenuated
�Tucker-Davis PA4, PA5�, filtered �Ithaco 4302�, and ampli-
fied �BGW PS2 or PS4� before being input to the sound
projector. The sound pressure during each S2 tone presenta-
tion was measured using a hydrophone �B&K 8105 or Reson
TC4033� located near the S2 biteplate. The hydrophone sig-
nal was filtered and amplified �B&K 2692�, digitized �PCI-
MIO-16E-1�, and stored on the PC. The time each S1 and S2
tone was presented was recorded and stored on the PC. Cus-
tom software �Finneran, 2003� was used to generate, record,
and calibrate hearing test tones and to record the subjects’
responses during hearing tests.

The small volume of the test pool resulted in large spa-
tial variations in sound pressure. To mitigate this effect, S2
tone SPLs were calibrated before each session using two
hydrophones �B&K 8105� positioned at the approximate lo-
cations of the subjects’ ears �without the subject present�.
The hydrophone signals were filtered and amplified �B&K
2692� before being digitized �PCI-MIO-16E-1�. Hearing test
tone levels were estimated using the �incoherent� mean SPL
from the two hydrophones. This gave an estimate of the spa-
tial average of the SPL on a scale comparable with the sub-
ject’s head.

C. Fatiguing stimuli

Fatiguing stimuli were generated using a piezoelectric
cylinder �ITC 2015� positioned approximately 1 m in front of
the S1 biteplate. Fatiguing stimuli were digitally generated
�PCI-MIO-16E-1�, attenuated �Tucker-Davis PA4 or PA5�,
filtered �Ithaco 4302�, amplified �BGW PS4 or Crown
Macro-Tech 2400�, and input to the sound projector. Fatigu-
ing stimuli were 3-kHz tones with rise and fall times of 100
ms, total durations �including the rise and fall� from 1 to 8 s,
and SPLs from 100 to 200 dB re 1 �Pa �depending on the
particular experiment�. Table I lists the fatiguing stimulus
parameters and S2 frequencies for the three experiments. Ex-
posure levels began at low levels and gradually increased
during experiment 1; during experiments 2 and 3 exposure
levels �and durations� were tested in quasirandom sequences.

Fatiguing sound levels for experiments 1 and 2 were
estimated from calibration measurements conducted without

the subject present. Instantaneous sound pressures were mea-
sured using two hydrophones �B&K 8105� positioned at the
approximate locations of the subjects’ ears when on the S1
biteplate. The hydrophone signals were filtered and amplified
�B&K 2635 and Krohn-Hite 3C series modules�, and digi-
tized �PCI-MIO-16E-1�. Since each subject normally left the
S1 station before cessation of the fatiguing stimulus, and
sound pressures spatially varied in the pool, calibration lev-
els for experiments 1 and 2 must be considered as only esti-
mates of the actual exposure. During experiment 3, the in-
stantaneous sound pressure during the actual fatiguing
exposure was measured from two suction cup-mounted hy-
drophones �B&K 8105� worn by the subject. The hydro-
phones were located near the left and right external auditory
meatus. This allowed a more meaningful estimate of the ac-
tual received sound level during the exposure.

For all experiments, custom software was used to calcu-
late the SPL and �unweighted� sound exposure level �SEL�
from the digitized pressure waveforms. SEL was calculated
using

SEL = 10 log10��0

T

p2�t�dt

P0
2T0

� , �1�

where p�t� is the instantaneous sound pressure, P0=1 �Pa,
and T0=1 s �American National Standards Institute
�ANSI�, 1994�. Numeric values and units for SEL are
equivalent to those of the energy flux density �EFD� level
metrics used by previous authors �e.g., Finneran et al.,
2000; 2002b; Finneran et al., 2003�, where EFD level was
expressed in decibels relative to the EFD of a plane wave
with rms pressure P0 and duration T0, in the same envi-
ronment �Marshall, 1996�. Exposure levels were defined
using the mean values of the SPL and SEL measurements
from the two hydrophones. It was common during experi-
ment 3 for the SPL/SEL measured during the exposure to
differ from the desired values by 1–3 dB. For analysis
purposes, exposures were placed into discrete SPL and
SEL groups. Most analyses were based on the SEL of the
exposure �regardless of the SPL/duration that produced
that SEL�.

D. Procedure

1. Overview

A single “exposure session,” featuring an exposure to a
fatiguing stimulus, or “control session,” where the fatiguing
sound exposure was simulated but no intense sound was ac-
tually produced, was conducted each test day. The control
sessions were randomly interspersed with the exposure ses-
sions; exposure sessions never occurred on consecutive days.
A hearing test was performed before the exposure �or mock
exposure� to provide the subject’s pre-exposure hearing
threshold. Another hearing test was conducted after the ex-
posure �or mock exposure� to provide the post-exposure
hearing threshold. The amount of TTS was determined by
subtracting the pre-exposure threshold from the post-
exposure threshold. Total session time was approximately 45
min.

TABLE I. Exposure and hearing test parameters for experiments 1–3.

Experiment

Exposure
frequency

�kHz�

Exposure
SPL

�dB re 1 �Pa�

Exposure
duration

�s�

Hearing test
frequency

�kHz�

1 3 100–200 1 4.5
2 3 180–200 1 3
3 3 144–195 2–8 4.5
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2. Pre-exposure hearing tests

The hearing test procedure was based on the Method of
Free Response, or MFR �Egan et al., 1961� and was similar
to that used by Schlundt et al. �2000� and Finneran et al.
�2000; 2002b; 2003�. Each hearing test consisted of a num-
ber of relatively long observation periods, or “dives,” during
which the subject was presented with a number of hearing
test tones. Each dive began with the trainer directing the
animal �with a hand signal� to the S1 station. The subject was
trained to remain on the S1 station until presented with the
S1 start signal, which signaled the subject to proceed to the
S2 station. Once the subject was positioned at the S2 station,
a block of hearing test trials was presented. The trial block
was ended when the trainer sounded an underwater buzzer to
signal the subject to return to the surface and receive fish
reward. The process was then repeated as necessary.

Each trial block contained a variable number of 2-s du-
ration trials. The time interval between trials, defined from
the start of one trial to the start of the next trial, was fixed at
4 s. Fifty-percent of the trials contained an S2 tone beginning
50 ms before the trial start. The remaining 50% of the trials
were no-tone or “catch” trials. Since the subject was not
notified at the start of each trial, the catch trial periods func-
tioned as “equipment catch trials” and were primarily used to
confirm that the sound system was not producing artifacts
coinciding with the stimulus. Subjects were trained to
whistle if they heard a tone and to remain quiet otherwise.
The first S2 tone was presented approximately 10 dB above
the baseline threshold. The amplitudes of the S2 tones were
decreased 2 dB following each hit and increased 2 dB fol-
lowing each miss �e.g., Cornsweet, 1962�.

The false alarm rate RFA was defined as

RFA =
NFA

T − NS2T1
T1, �2�

where NFA is the number of false alarms �whistles occur-
ring during no-tone trials or between trials�, T is the total
amount of time the subject spent on the S2 station, NS2 is
the number of S2 tone trials presented, and T1 is the trial
duration. The denominator of Eq. �2� is the total amount
of time during which the subject was on the S2 station
without a tone trial present, therefore RFA is a way of
normalizing the number of false alarms with respect to the
amount of time that the subject had an opportunity to
commit a false alarm �see Finneran et al., 2002a; 2002b�.
This study employed a modified version of the MFR, so
the RFA values calculated here are not identical to those
obtained with the MFR or a single interval experiment;
however, they do enable one to assess a subject’s response
bias from session to session.

A randomized schedule was used to determine the point
at which reinforcement was delivered �i.e., the number of
trials per dive�. Dives were concluded following a number of
correct responses �i.e., either hits or correct rejections� ran-
domly chosen from a predefined schedule. The number of
required correct responses varied from 4 to 8. Dive times
were normally kept to less than 2 min. The amount of reward
was scaled to the performance of the subject during the dive

�e.g., more reinforcement was given for more correct re-
sponses� by assigning individual scores for hits, misses, cor-
rect rejections, and false alarms and summing the scores for
each dive. The dive score was multiplied by a subject-
specific scale factor to obtain a number representing the
amount of fish to be given. To maintain each subject’s per-
formance, periodic �about once/week� training sessions were
conducted where responses to low-level tones �i.e., at a lower
level than any previously responded to� were preferentially
reinforced. Training sessions did not feature fatiguing stimu-
lus exposures and were not used to estimate audiograms.

After reinforcement, the next dive was begun and the
procedure repeated until the hearing test was complete. Pre-
exposure hearing thresholds were based on the last 10 hit/
miss and miss/hit “reversal” points from the staircase. The
pre-exposure threshold could usually be estimated after 2–5
dives or 25–30 trials. Pre-exposure thresholds were required
to be within ±5 dB of established baseline values for fatigu-
ing sound exposures to occur. Baseline threshold standard
deviations were 2–3 dB at 3 and 4.5 kHz; less than 10% of
sessions were excluded for failure for pre-exposure thresh-
olds to occur within ±5 dB of baseline values.

3. Post-exposure hearing tests

The post-exposure hearing test procedure was identical
to the pre-exposure procedure with two exceptions: �1� Dur-
ing exposure sessions, the fatiguing stimulus was presented
instead of the first S1 start tone of the post-exposure hearing
test. �2� The post-exposure hearing tests were conducted for
at least 10 minutes to enable any NITS to be tracked over
time.

The post-exposure hearing test resulted in a record of the
subject’s performance �hit or miss� for each tone trial. These
data were then converted to a series of reversals. The time
and amplitude of each reversal were defined as the mean
time and mean SPL, respectively, of the hit/miss pair. The
hearing threshold as a function of the time post-exposure was
estimated by applying a 10-point moving average to the set
of reversals. Each output of the moving average consisted of
the mean SPL over the 10 reversals and the mean time over
which the 10 reversals occurred. Thresholds at specific times
post-exposure were obtained by interpolating within the col-
lection of thresholds from the moving average. The amount
of TTS 4 min �TTS4� and 10 min �TTS10� after exposure
were used to compare the results of the different exposure
conditions. For this study, 4 min was about the shortest time
in which a threshold could reliably be obtained after expo-
sure. Four minutes is commonly used as an early TTS mea-
surement time; measurements before 2 min may be suscep-
tible to the “bounce” phenomenon observed in terrestrial
mammals and result in less observed TTS than at later times
�Hirsh and Ward, 1952; Hirsh and Bilger, 1955�. For the
specific reinforcement schedules and available food per ses-
sion, TTS10 was found to be a practical upper limit for the
maximum time for TTS measurement after exposure. TTS4

was obtained in all but one of the exposure and control ses-
sions: for subject NAY exposed to a 200 dB re 1 �Pa tone
during experiment 1, the first post-exposure threshold was
not obtained until 7.2 min after the exposure.
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Previous studies of TTS in marine mammals have re-
ported, in addition to auditory effects of noise exposure, ef-
fects on the behavior of the subjects. Specific behavioral ef-
fects most often reported can be broadly described as
attempts by the subjects to leave the area of a continuing
exposure �e.g., Kastak et al., 1999� or to avoid the site of
previous exposures �Finneran et al., 2000; Schlundt et al.,
2000; Finneran et al., 2002b�. Behavioral reactions observed
during experiments 1 and 2 have been previously reported
�Finneran and Schlundt, 2004�. Behavioral reactions of BEN
during experiment 3 were analyzed using the same approach
used in Finneran and Schlundt �2004�. Observations of the
subject’s behavior during training, control, and exposure ses-
sions were used to subjectively grade each exposure session
as “normal behavior” or “altered behavior.” The most com-
mon example of altered behavior was a reluctance to return
to the S1 station on the dive immediately following the fa-
tiguing sound exposure. For each exposure SEL, the percent-
age of sessions with altered behavior was calculated.

III. RESULTS

A. Baseline hearing thresholds and ambient noise
levels

Figure 3 shows hearing thresholds and false alarm rates
measured for BEN �upper panel� and NAY �lower panel� in
San Diego Bay and in the test pool. Thresholds were mea-
sured in the pool before experiments 1–3; the data were
pooled to create Fig. 3. NAY was only tested in the pool at
frequencies near the fatiguing stimulus and hearing test tone

frequencies. The number of replications at each frequency
varied: for tests in San Diego Bay, between 2 and 9; in the
test pool, between 1 and 28, depending on frequency �most
tests were conducted at 3, 4.5, and 6 kHz�. Although both
subjects had poor sensitivity above 40–50 kHz, within the
range of 3–4.5 kHz sensitivity was comparable to that mea-
sured for bottlenose dolphins by Johnson �1967� and sug-
gests “normal” hearing at these frequencies. Both subjects
were relatively conservative and did not commit large num-
bers of false alarms, especially when tested in San Diego
Bay.

B. TTS Growth and recovery

Figure 4 shows four examples of the measured TTS as a
function of time post-exposure. The upper two panels show
the results of exposure sessions with SPLs and durations of
195 dB re 1 �Pa, 2 s and 192 dB re 1 �Pa, 8 s, respectively.
The lower two data sets are from control sessions. The pat-
terns seen in the upper two panels were common—an initial
shift that decreased with increasing time post-exposure. In
most cases �88% of exposure sessions� TTS10 was less than 3
dB. Most exceptions occurred at the higher exposure condi-
tions. For example, at exposure SELs of 201 and 203 dB re
1 �Pa2 s, two-thirds of the exposures resulted in TTS10

�3 dB; the mean values for TTS10 at these exposure levels
were 3.8 and 4.3 dB, respectively. Variation of 2–4 dB was
common in the control sessions and was consistent with the

FIG. 3. Behavioral hearing thresholds and false alarm rates for subjects
BEN �upper panel� and NAY �lower panel� measured in test pool and San
Diego Bay. Symbols represent mean values and error bars indicate one
standard deviation.

FIG. 4. Examples of TTS measured as a function of time post-exposure for
exposure and control sessions.
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normal variation seen in thresholds measured using behav-
ioral response paradigms �e.g., Johnson, 1967; National In-
stitute for Occupational Safety and Health �NIOSH�, 1998��.
There were no permanent shifts in either subjects’ hearing
thresholds.

Figure 5 summarizes the measured TTS4 as a function of
SEL for experiments 1 �upper�, 2 �middle�, and 3 �lower�,
respectively. Results were pooled from both subjects in ex-
periments 1 and 2. A one-way ANOVA with Dunnett’s post-
test �GraphPad Software, 2003� was performed to test for
significant differences between the mean values of TTS4

measured during control and exposure sessions within each
experiment. For experiment 1, significant differences existed
between the control data and exposures with SEL=197 dB re
1 �Pa2 s �p�0.01�. The ANOVA did not include the point at
SEL=200 dB re 1 �Pa2 s, since only one value of TTS4 was
obtained �TTS4 may have been larger than the TTS measured
7.2 min post-exposure in the second exposure at this SEL�.
For experiment 2, there were no significant differences be-
tween control and exposure results �p�0.05�. For experi-
ment 3, significant differences existed for all exposures with
SEL�195 dB re 1 �Pa2 s �p�0.01�. For experiment 3 at
SEL=195 dB re 1 �Pa2 s, the mean TTS4 was 2.8 dB. Ex-

posure SPLs resulting in statistically significant differences
�p�0.01� between control and exposure sessions were 197
dB re 1 �Pa �1 s�, 190 and 195 dB re 1 �Pa �2 s�, 184, 190,
and 195 dB re 1 �Pa �4 s�, and 190, 192, 195 dB re 1 �Pa
�8-s exposure�.

Figure 6 shows the mean values of TTS measured be-
tween 4 and 10 min post-exposure for exposure SELs of 195
to 203 dB re 1 �Pa2 s �the exposure SELs producing statis-
tically significant amounts of TTS4�. The measured TTS gen-
erally decreased with increasing time post-exposure. For
SELs�200 dB re 1 �Pa2 s, TTS10 was less than approxi-
mately 2 dB and was not significantly different than the con-
trol session mean TTS10. Exposures with higher SELs pro-
duced larger amounts of TTS4 and subsequently required
longer times for recovery. For SELs of 201 and 203 dB re
1 �Pa2 s, recovery was not complete by 10 min. In all cases,
recovery to within the normal range of pre-exposure thresh-
olds was complete by the next testing day �generally the next
calendar day�.

C. Behavioral results

Figure 7 shows the percentage of sessions with “altered
behavior.” The same trends reported by Finneran and
Schlundt �2004� exist: little or no changes in behavior at low
exposure levels and an increasing frequency of behavioral
changes as the exposure level increased. The sparse data pre-
vented fitting a sigmoidal dose-response curve.

D. Relationship to previous studies

The results of the present study were combined with the
3-, 10-, and 20-kHz TTS data from Schlundt et al. �2000� to
create a dose-response curve for the occurrence of TTS in
dolphins and white whales exposed to mid-frequency tones.

FIG. 5. Growth of TTS4 as a function of exposure SEL for experiments 1
�upper�, 2 �middle�, and 3 �lower�. The symbols and vertical error bars
represent the mean and the standard error of the mean, respectively. The
horizontal error bars indicate the range of exposure SELs grouped together
for analysis. The open circles indicate the mean TTS4 measured during
control sessions. The dashed lines represent the control
mean±one standard deviation. The solid lines in the top and bottom panels
were generated by performing a nonlinear regression with an exponential
growth equation and are intended to be a visual aid only.

FIG. 6. Recovery of TTS for exposures producing statistically significant
TTS4. The numbers by each series indicate the exposure SEL in dB re
1 �Pa2 s. The open circles show the mean values of TTS for the control
sessions; the dashed line is the control mean plus one standard deviation.
Standard deviations for the exposure TTSs were generally 1–2 dB and, to
preserve visual clarity, are not shown.
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This required the result of each sound exposure, normally
described by the amount of TTS, to be converted to a binary
result indicating “TTS” or “no TTS.” Since Schlundt et al.
�2000� used a 6-dB criterion for the occurrence of TTS,
sound exposures from Schlundt et al. producing 6 dB or
more TTS were classified as TTS and those producing less
than 6 dB TTS were categorized as no TTS. For the present
study, data from experiment 3 revealed that exposures with
SEL�195 dB re 1 �Pa2 s produced statistically significant
amounts of TTS. The mean amount of TTS at SEL
=195 dB re 1 �Pa2 s was 2.8 dB, therefore, for the present
study, 2.8 dB of TTS was selected as the criterion: Individual
exposures resulting in 2.8 dB or more TTS were classified as
causing TTS; those producing less than 2.8 dB of TTS were
considered to result in no TTS. The data were pooled by
exposure SEL. Exposures with SELs �in dB re 1 �Pa2 s�
within the following ranges were assigned the nominal SEL
listed in parentheses: 100 �100�, 125–134 �130�, 135–144
�140�, 145–154 �150�, 155–164 �160�, 165–174 �170�, 175–
182 �178�, 183–187 �185�, 188–192 �190�, 193–197 �195�,
198–202 �200�, and 203–204 �203�. For each exposure SEL
group having more than two members �all but the 100 and
130 dB re 1 �Pa2 s groups�, the percentage of exposures
resulting in TTS was calculated. Figure 8 shows the resulting
occurrence of TTS �percentage of exposure sessions result-
ing in TTS� as a function of exposure SEL. A nonlinear
regression was used to fit a four-parameter logistic model to
the data �GraphPad Software, 2003� in order to generate a
smooth dose-response curve.

Figure 9 compares exposure levels necessary to cause
measurable amounts of TTS from the present study to those
previously published for cetaceans �Finneran et al., 2000;
2002b; Schlundt et al., 2000; Nachtigall et al., 2004�. The
solid line in the middle panel of Fig. 9 has a slope of �3 dB
per doubling of time and passes through the point where SPL
is 195 dB re 1 �Pa �the mean SPL required for measurable
TTS from Schlundt et al., �2000�� and the exposure duration
is 1 s. This type of line is sometimes referred to as an “equal
energy line,” because all points on the line have the same
sound exposure, which for a plane progressive wave is pro-
portional to sound energy flux density. This line appears in
the lower panel as a horizontal line at 195 dB re 1 �Pa2 s.

FIG. 7. Percentage of fatiguing sound exposure sessions with altered behav-
ior as a function of exposure SEL for experiment 3.

FIG. 8. Pooled data from Schlundt et al. �2000� and the present study
showing the percentage of exposures resulting in detectable TTS �Schlundt
et al., 6 dB or more; present study, 2.8 dB or more� as a function of exposure
SEL.

FIG. 9. Summary of bottlenose dolphin and white whale TTS experimental
data. Individual exposures are shown in terms of peak pressure �upper
panel�, SPL �middle panel�, and SEL �lower panel� vs exposure duration.
Closed symbols indicate exposures where measurable TTS was observed;
open symbols represent exposure conditions that did not produce TTS. The
circles indicate the results of the present study. The triangles represent im-
pulsive test results from Finneran et al. �2000; 2002b�. The squares show the
3-, 10-, and 20-kHz data from Schlundt et al. �2000�. The diamond repre-
sents data from Nachtigall et al. �2003; 2004�. Peak pressures from Nachti-
gall et al. �2003; 2004� were approximated as the �rms� SPL+3 dB. The
solid lines represent an “equal-energy” condition.
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IV. DISCUSSION

A. Testing environment and baseline hearing
thresholds

One of the main motivations for this study was to deter-
mine the effects, if any, of the masking noise employed by
Schlundt et al. �2000� while measuring TTS in San Diego
Bay. To accomplish this, tests were conducted in an above-
ground pool with low, relatively constant ambient noise lev-
els, therefore no intentional masking noise was introduced.
Because of the small volume of the pool, large spatial varia-
tions in sound pressure were observed, making calibration of
hearing test tones difficult. To overcome this, two hydro-
phones were used to provide an average sound pressure over
a spatial scale comparable to the size of the subjects’ heads.
This lessened the chance of sound pressure peaks or nulls
giving a false impression of the SPL actually received by the
subject and allowed consistent hearing threshold measure-
ments from day-to-day.

The spatial variations in sound pressure also affected
estimates of the received levels during the fatiguing sound
exposure. During experiments 1 and 2, fatiguing levels were
estimated from two �stationary� sound pressure measure-
ments made without the subject present. Because the subjects
moved away from the exposure site toward the hearing test
location shortly after the exposure start, exposure levels for
experiments 1 and 2 must be considered as only approxi-
mate. The actual exposures may have been higher or lower
�perhaps up to 4–5 dB�, depending on the subject’s path and
the spatial variation in the sound field. For experiment 3, a
better representation of the received sound level was ob-
tained by having the subject wear hydrophones mounted on
suction cups. The hydrophones were positioned to place the
receiving element near each external auditory meatus, in or-
der to provide an estimate of the sound pressure near the ear
during the actual exposure—a sort of “acoustic dosimeter.”
As a result, the instantaneous sound pressure received by the
subject was estimated and the desired quantities �SPL and
SEL� calculated. In many cases the measured SPL and SEL
differed from the intended exposures by 1–3 dB and replica-
tions could not be obtained with exactly the same exposure
levels, forcing data to be consolidated into groups of similar
exposure level for analysis.

Because of time constraints, detailed audiograms were
not obtained for both subjects in the pool, and the audio-
grams in Fig. 3 are primarily intended to show the hearing
sensitivity of each subject near the exposure and hearing test
frequencies. Both subjects had relatively poor high-
frequency hearing �above 40–50 kHz�, which may be rela-
tively common for adult male dolphins �Ridgway and
Carder, 1997; Moore et al., 2004�. Sensitivity of both sub-
jects within the range of 3 to 4.5 kHz was comparable to
values commonly reported for bottlenose dolphins �e.g.,
Johnson, 1967� and suggests “normal” hearing at the expo-
sure and hearing test frequencies. There are no data to indi-
cate that the amount of TTS resulting from a narrow-band
exposure is affected by hearing loss at frequencies outside
the range where TTS would is expected to occur. Therefore,
even though both subjects had pre-existing high-frequency

hearing loss �above 40–50 kHz�, this should not have af-
fected the amount of TTS produced by exposures at much
lower frequencies �3 kHz� where their hearing sensitivities
appeared normal.

B. Growth of TTS

Figure 5 summarizes the growth of TTS with increasing
SEL observed during experiments 1–3. The most important
results were obtained in experiment 3, where the exposure
SELs and relatively large number of exposure sessions en-
able more definitive conclusions. Over the range of expo-
sures tested, the amount of TTS was correlated with and
increased monotonically with increasing SEL. Statistically
significant amounts of TTS were observed for exposure
SELs�195 dB re 1 �Pa2 s. This is identical to the mean
SEL for causing “onset-TTS,” defined as 6 dB or more of
TTS by Schlundt et al. �2000� for 3-, 10-, and 20-kHz expo-
sures. It is also very close to the SELs of 193-194 dB re
1 �Pa2 s reported by Nachtigall et al. �2004� for a bottlenose
dolphin exposed to long duration octave band noise. The data
from the present study also suggest that the masking noise
employed by Schlundt et al. �2000� did not have a substantial
effect on the onset-TTS levels observed.

An important application of marine mammal TTS data is
to estimate exposure levels that may cause PTS. This re-
quires an estimate for the rate of TTS growth with
exposure—how much additional TTS is produced by in-
creases in exposure level. At the highest SEL tested in this
study �203 dB re 1 �Pa2 s�, the slope of the curve in the
lower panel of Fig. 5 is approximately 0.4 dB/dB, indicating
that each additional dB of SEL would produce an additional
0.4 dB of TTS4. This is much lower than related quantities
reported in humans ��1.6 dB TTS2/dB SEL, Ward et al.,
1958; 1959� after exposures of 12–102 min causing TTS2 up
to 30–40 dB. Because the slopes of the exponential curves in
Fig. 5 increase with increasing SEL, the relatively low slope
estimates may be a result of the very small amounts of TTS
observed. It is likely that the observed growth rate would
increase if larger SELs �and thus larger amounts of TTS�
were employed. Experiments producing larger amounts of
TTS are necessary to estimate the growth rate of TTS beyond
the range of the TTS amounts experimentally observed.

C. Recovery from TTS

Figure 6 summarizes the recovery from statistically sig-
nificant amounts of TTS4 observed during experiment 3. For
TTS4 of about 3–4 dB �exposure SELs of 195-199 dB re
1 �Pa2 s�, recovery is nearly complete �i.e., TTS was no
longer measurable� by 10 min post-exposure. For exposure
SELs of 201 and 203 dB re 1 �Pa2 s, TTS4 was larger �4–5
dB� and recovery was not complete by 10 min. The recovery
curves decreased monotonically with increasing time, except
for the 201 dB re 1 �Pa2 s curve; however, since the stan-
dard deviations associated with each TTS data point were
1–2 dB, this pattern should be treated with some caution. The
recovery times are related to the initial TS and exposure
SEL: higher SELs produced larger initial shifts which re-
quired longer recovery times. Studies of TTS in people ex-
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posed to noise also revealed that the exposure duration is
important in recovery; that given identical initial shifts,
longer duration exposures required longer recover times
�e.g., Mills, 1983�. Nachtigall et al. �2004� reported recovery
times for slightly higher amounts of TTS �TTS5 about 7 dB�
to be much longer �up to 105 min�, suggesting that this re-
lationship may occur in dolphins as well. As with the TTS
growth data, the interpretation of the recovery curves is ham-
pered by the very small amounts of TTS relative to the vari-
ability of the measurements. Larger amount of initial NITS
and longer recovery times are necessary for proper analysis.
Because of the difficulties involved in generating underwater
SPLs in excess of 190–195 dB re 1 �Pa in a normal labora-
tory setting, a larger initial NITS will most likely only be
accomplished by increasing exposure duration.

D. Behavioral reactions

Behavioral reactions of the subjects of experiments 1
and 2 of the present study were reported by Finneran and
Schlundt �2004�, who summarized behavioral reactions of
dolphins and white whales exposed to 1-s tones during TTS
experiments �experiments 1 and 2 of the present study and
the experiments described by Schlundt et al. �2000��. Ob-
served behavioral reactions in the present study were rela-
tively minor. The most common example of altered behavior
was a reluctance or refusal to return to the S1 station on the
dive immediately following the fatiguing sound exposure.
On two occasions during experiments 1 and 2, NAY ignored
the trainer following the exposure, preventing TTS4 from
being obtained in one instance. In general, BEN was very
tolerant of the exposures and exhibited only minor changes
in behavior. For experiment 3, the percentage of sessions
with behavioral reactions as a function of exposure SEL is
shown in Fig. 7. The small number of exposures at each SEL
contributed to large variability within the dose-response data
of Fig. 7 �e.g., with only two data points, all percentages will
be 0, 50%, or 100%�. Coupled with the lack of observed
percentages greater than 50%, this prevented a true dose-
response curve from being created.

E. TTS Dose-response curve

Predictions for the effects of sound on marine mammals
often rely upon some numeric “threshold for effect,” where
sound exposures less than the threshold are assumed to cause
no effect and those above the threshold are assumed to cause
the effect. Ideally, a specific numeric threshold value is de-
rived from a dose-response curve relating the sound exposure
to the percentage of individuals experiencing a particular ef-
fect. A suitable value is then chosen for the percentage of
individuals affected, often the 50% point, and the exposure
threshold value interpolated from the dose-response curve.
Similar approaches are common in pharmacological studies
to determine the efficacy of drugs, studies of animal mortal-
ity in response to underwater blasts �e.g., Yelverton et al.,
1973�, and have been used to summarize behavioral re-
sponses to noise �e.g., Finneran and Schlundt, 2004�.

Figure 8 was created by combining the results of the
present study with the 3-, 10-, and 20-kHz TTS data from

Schlundt et al. �2000� to show the percentage of exposures
that resulted in TTS as a function of exposure SEL. The
percentage of exposures resulting in TTS is small at rela-
tively low SELs and increases with increasing SEL, as ex-
pected. The curve resulted in a 50% affected point of ap-
proximately 206 dB re 1 �Pa2 s; however, this value should
be interpreted with caution since the data are limited and the
50% point lies beyond the range of measured values. Also,
because of the limited number of subjects �8�, the data used
to create the dose-response curve are based on the percentage
of exposures in which TTS was observed, not the percentage
of individuals experiencing TTS, and therefore much of the
data come from only a few subjects. It is important to note
that not all exposures above a certain TTS threshold will
necessarily cause TTS; at a SEL of 195 dB re 1 �Pa2 s, the
level required for significant TTS4 in this study, the percent-
age of exposures which actually resulted in measurable TTS
is only about 18%.

F. Summary of existing cetacean TTS data

Figure 9 summarizes the existing onset-TTS data for
cetaceans. These data emphasize that the effects of the dif-
ferent sound exposures do not depend on the sound pressure
alone, but also depend on the duration. As the exposure du-
ration decreases, higher SPLs are required to cause TTS. In
contrast, SELs required for TTS do not show the same type
of variation with exposure duration, since the duration is
included in the SEL calculation. The equal energy line at 195
dB re 1 �Pa2 s fits the tonal and noise data �the nonimpul-
sive data� well, despite differences in exposure duration,
SPL, experimental techniques, and subjects. Together, these
data indicate that a SEL of 195 dB re 1 �Pa2 s is a reason-
able threshold to use for onset-TTS in dolphins and white
whales exposed to mid-frequency sounds.

V. CONCLUSIONS

Amounts of TTS4 measured in bottlenose dolphins after
exposure to 3-kHz tones with SELs�195 dB re 1 �Pa2 s
were significantly higher than amounts of TTS4 measured
after control sessions with simulated exposures. These data
agree with prior TTS data from Schlundt et al., 2000� and
Nachtigall et al., 2004�. Together, these data point to a SEL
of 195 dB re 1 �Pa2 s as a threshold for onset-TTS in dol-
phins and white whales exposed to midfrequency sounds.
The data from the present study also suggest that the mask-
ing noise employed by Schlundt et al. �2000� did not have a
substantial effect on the onset-TTS levels observed.

Because of the small amounts of TTS4, estimates of the
rate of growth of TTS with increasing exposure may be
under-estimates. Experiments producing larger amounts of
TTS will be necessary to estimate the growth rate of TTS
beyond the range of the TTS amounts experimentally ob-
served. Similarly, larger amounts of initial NITS will be re-
quired for proper measurements of recovery time.
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The great gerbil, Rhombomys opinus, is a highly social rodent that usually lives in family groups
consisting of related females, their offspring, and an adult male. The gerbils emit alarm
vocalizations in the presence of diverse predators with different hunting tactics. Alarm calls were
recorded in response to three predators, a monitor lizard, hunting dog, and human, to determine
whether the most common call type, the rhythmic call, is functionally referential with regard to type
of predator. Results show variation in the alarm calls of both adults and subadults with the type of
predator. Discriminant function analysis classified an average of 70% of calls to predator type. Call
variation, however, was not limited to the predator context, because signal structure also differed by
sex, age, individual callers, and family groups. These variations illustrate the flexibility of the
rhythmic alarm call of the great gerbil and how it might have multiple functions and communicate
in multiple contexts. Three alarm calls, variation in the rhythmic call, and vibrational signals
generated from foot-drumming provide the gerbils with a varied and multi-channel acoustic
repertoire. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2031973�

PACS number�s�: 43.80.�n, 43.80.Ka, 43.80.Lb, 43.80.Jz �JAS� Pages: 2706–2714

I. INTRODUCTION

Alarm vocalizations can contain multiple messages.
Ground-dwelling rodents and primates call to warn group
members of danger �Sherman, 1977; Seyfarth et al., 1980;
Hoogland, 1996; Blumstein and Armitage, 1997�. The alarm
signals convey referential information about the specific type
or category of predator �Seyfarth et al., 1980; Zuberbühler,
2000, 2001�, degree of risk as often determined by distance
from the predator �Owings and Hennessy, 1984; Burke da
Silva et al., 1994; Blumstein, 1995; Randall and Rogovin,
2002�, size and shape of the predator �Evans et al., 1993;
Ackers and Slobodchikoff, 1999�, and amount of arousal
�Hammerschmidt and Fischer, 1998� or emotional state
�Evans, 1997�. Alarm signals also act in the self-interests of
the caller by reducing its vulnerability. The calls assemble
conspecifics to attack the predator as a group �Seyfarth et al.,
1980� or cause conspecifics to scatter and confuse the preda-
tor �Sherman, 1985�. The target of an alarm may also be the
predator in which the alarm communicates detection and
alertness to deter pursuit �Caro, 1995; Randall and Matocq,

1997�. The signals are not mutually exclusive, however, and
multiple messages can be transmitted in alarm calls �Zuber-
bühler et al., 1997�, including information about the identity
of the caller �Cheney and Seyfarth, 1988; Hare, 1998; Hare
and Atkins, 2001; McCowan and Hooper, 2002; Blumstein
and Munos, 2005�.

The great gerbil, Rhombomys opimus, is unique among
murid rodents in the subfamily Gerbillinae because it is the
only species known to give alarm vocalizations in conjunc-
tion with footdrumming in the presence of predators �Ran-
dall et al., 2000�. Great gerbils live in family groups consist-
ing of a male with one to six females and their offspring
�Kutcheruk et al., 1972; Naumov and Lobachev, 1975; Ran-
dall et al., 2000�. Females are philopatric and highly related;
males disperse into family groups and are usually unrelated
to the females �Randall et al., 2006�. All family members
footdrum and give vocal and visual displays in the presence
of diverse predators: monitor lizards, snakes, dogs, foxes,
weasels, polecats, and humans �Nikolsky, 1970, 1984; Ran-
dall et al., 2000; Randall and Rogovin, 2002�. As a predator
or threat approaches, the gerbils stand in a bipedal posture
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and give a rhythmic call consisting of repetitive chevron-
shaped notes at intervals of 0.2–0.5 s. If the threat continues,
the gerbils emit a call �intense� with notes as couplets and an
internote interval averaging 0.07 s. Gerbils also give a short
whistle and immediately run into the burrow when startled
by the sudden arrival or the fast movement of a terrestrial
predator and in response to aerial predators. �See Randall and
Rogovin �2002� for spectographs of all three alarm calls.� In
general, about 70%–80% of alarm calls are rhythmic, 10%–
20% intense, and 10%–20% whistles. Playback tests re-
vealed that great gerbils can distinguish the three calls and
respond differently to them �Randall and Rogovin, 2002�.
Although the gerbils stopped feeding and stood in an alert
posture to all three calls, they were more vigilant in response
to the intense call and the whistle than to the rhythmic call.
The calls apparently function to communication degree of
risk or “response urgency” �Blumstein and Armitage, 1997�.

The question of whether gerbils might classify alarm
vocalizations by their meaning and use them to identify the
category of predator in “functionally referential” calls was
not addressed by Randall and Rogovin �2002�. The strongest
evidence for semantic alarm systems in mammals comes
from studies of primates �Cheney and Seyfarth, 1988; Pereira
and Macedonia, 1991; Fischer, 1998; Zuberbühler, 2000,
2001�, whereas studies of rodents show that their alarm calls
usually function to communicate risk or “response urgency”
�Leger et al., 1979; Blumstein, 1995; Blumstein and Armit-
age, 1997�. However, predator-specific alarm calls have been
documented in rodents as well �Greene and Meagher, 1998�.
We wondered, therefore, whether great gerbils produce suf-
ficient variation in their alarm calls to communicate more
than the degree of risk �Hare, 1998; Hare and Atkins, 2001;
Blumstein and Munos, 2005; Blumstein et al., 2004�. With
this question in mind we conducted a detailed analysis of the
most common alarm call of the gerbils, the rhythmic call, for
differences in call structure that could function to provide
potential information about the caller as well as about the
type and hunting style of the various predators. We tested
whether �1� signals differ according to the type of predator in
subadults and adults and predicted more variation in sub-
adults �Randall, 1995; Blumstein and Daniel, 2004�; �2�
males and females emit structurally different calls; �3� calls
vary by age category; �4� members of family groups emit
calls unique to the group; and �5� calls of individual gerbils
are distinctive.

II. METHODS

A. Subjects, study site, and observation

We studied the great gerbil on the Ecocentre Dzeiran, a
reserve for endangered Asian gazelles, in the Kyzylkum
desert of Uzbekistan about 30 km south of Bukhara
�39°35�–39°40�N 64°36�–64°43�E�. We recorded alarm
calls in 1999 and 2000. The 1999 population had a very high
density �94% of burrow systems were occupied with a mean
group size of 13.0±1.8 animals, n=41 groups� because of
favorable conditions for reproduction in 1998 and spring
1999. Very dry conditions beginning in late spring of 1999
caused high mortality so that population density in 2000 was

much lower �40% of burrow systems were occupied with
group size equal to 7.6±1.3 individuals� and there was a
significant turnover in the population. This fluctuation in
density reflects patterns typical for desert environments.

We identified and numbered family groups and captured
and marked individuals in the spring and fall. We distin-
guished different-aged gerbils by weight and stage of repro-
duction in each family group. Adults were fully grown, re-
producing animals �130–200 g�; subadults were young
gerbils born in that year that almost approached adult size
�about 90–120 g�. Pups were small animals, recently
emerged from the burrow, that weighed 30–90 g.

We captured individual gerbils with 30�15�15 cm
wire-mesh live-traps baited with a mixture of rolled oats,
sunflower seeds, carrots, greens, and peanut butter. We
marked each animal with numbered ear tags �Monel #1� and
clipped brown guard hairs on the backs and sides of adults to
expose unique patterns in the underhairs for individual iden-
tification at a distance. All pups from the same litter had the
same mark. We monitored females for signs of pregnancy
and lactation so we could predict the emergence of pups.
Pregnancy was determined by weight gain and lactation by
the appearance of swollen, pink nipples. We observed gerbils
with binoculars at a distance of 20–40 m and recorded be-
havior by speaking quietly into a hand-held tape recorder.
The gerbils habituated to a human sitting quietly on the
ground behind low vegetation.

B. Vocal recording

1. Human approaches

We recorded alarm calls in the field from 23 March to 12
June 1999, with a Sennheiser �Md 421 U4� microphone
through a 25-dB preamplifier into a Marantz stereo cassette
recorder �PMD 201�. We also recorded vocalizations from 5
April to 22 May and 23 October to 6 November 2000 with
the same microphone arrangement but with a DAT Sony 8
recorder �TCD-D8�.

Calls were recorded in response to human approaches by
walking slowly toward a family group until gerbils began to
give alarm calls or escaped into the burrow. The human con-
tinued walking toward the calling gerbil or center of the
group if gerbils were in the burrow. At approximately
10–15 m the human stood and recorded calls of the calling
gerbil or waited for gerbils to emerge and give alarm calls.
When a gerbil emerged and stood in bipedal posture the mi-
crophone was pointed toward it. If no call was given, the
human moved a few steps toward the gerbil, which caused
the gerbil either to call or run into a burrow.

We recorded calling bouts �a continuous series of calls�
from individually identified adults and pups and subadults,
which were not individually marked but had a group-specific
mark. In spring 1999 we recorded 95 calling bouts from
gerbils in 21 different family groups. In spring 2000, we
recorded 39 calling bouts of animals in 8 family groups. In
the fall, we recorded 65 calling bouts in 19 family groups to
yield a data set of 9712 calls for the 2 years. After elimina-
tion of unidentified animals and whistles and intense calls we
had a data set of 6309 rhythmic calls of adults, subadults,
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and pups of which 3630 were from adults �2000 calls from
females and 1630 males� with the remainder from subadults
and pups.

2. Different predator contexts

To answer the question of whether great gerbil alarm
calls have productional specificity, we recorded alarm calls
of adults and subadults in the presence of three different
predators with different hunting tactics. We recoded alarm
calls to a known predator, the gray monitor lizard, Varanus
griseus �Cellarius et al., 1991; Rogovin et al., 2004�, and a
representative of a live mammalian predator, a wolfhound
hunting dog, Canis familiaris. The lizard hunts by entering
larger burrows and digging into smaller ones whereas a canid
would run and pounce and not be able to enter the burrow. A
human �K. Collins� represented the third predator category.

We tethered a large monitor lizard �1.4-m snout-vent
length� in the center of the active area of 16 family groups.
The tether was made of a braided cotton rope that was tied
like a belt just anterior to the lizard’s hind legs. A 2-m length
of nylon robe, tied to the belt, was attached to a stake in-
serted into the ground. The lizard could move and dig within
a 2-m radius. The dog was also tethered in the center of
family groups �n=17� with a 2-m cotton rope tied to a stake
inserted in the ground. The dog could also move on the
tether. The activity of tethering the predator caused the ger-
bils to run into the burrow. While the gerbils were in their
burrows, the person recording the alarm calls hid from view
behind vegetation about 20 m away and recorded calls with
the Sennheiser microphone through a 25-dB preamplifier
into the Marantz stereo cassette recorder as gerbils emerged
and began to emit alarm vocalizations. Identification of the
caller and the time called was recorded separately into a
hand-held Sony M530 micro-cassette recorder. Because we
recorded free-ranging animals, we could not control the dis-
tance between the predator and caller and estimate that the
distance ranged from about 5 to 20 m.

All calls to humans used in the analysis were recorded at
an approximate distance of 5 to 20 m from the gerbil during
spring 1999 in the same family groups in which the lizard
and dog were tethered. Although we recorded calls in the
same family groups, we only used a calling bout from an

individual once in the same data set. Because of high densi-
ties and the large number of gerbils in family groups we
sometimes were unable to identify the caller. After elimina-
tion of recordings of unknown callers and pups we had 1415
alarm calls of 17 individually marked adults and 628 calls
from 13 subadults from 13 different families.

C. Acoustic analysis

Vocal recordings were digitized onto a Micron Pentium
Computer using a SoundBlaster soundcard �sampling rate up
to 44.1 kHz� and Cool Edit Pro Signal Analysis software
�sampling rate of 44.1 kHz and using 512-point FFT with a
Hamming filter for generating spectrograms�. Acoustic files
were filtered for background noise using standard parametric
filtering in Cool Edit Pro on the PC computer, and each call
was cued for subsequent digital analysis.

D. Statistics

We measured acoustic variables in 3630 rhythmic alarm
calls recorded from 46 individual adults using a modified
version of the technique described in McCowan �1995� and
McCowan and Reiss �2001�. �See Randall and Rogovin
�2002� for spectogram of call.� The computer measured 60
points of frequency, amplitude, and time across the duration
of each call using a 1024-point FFT with a Hamming filter
from the spectrum taken at each time point. After call digi-
tization and measurement were completed, we conducted
subsequent calculations to obtain summary acoustic vari-
ables that defined spectral, temporal, amplitude, and contour
variables of the calls. �See Table I for a list of analyzed
variables.�

The outcomes and covariates of the statistical tests were
either categorical or continuous in structure. Thus, mixed
effects linear models �Pinheiro and Bates, 2000� �with indi-
vidual as the grouped random effect for repeated measure�
and discriminant function analysis �DFA� were the statistical
methods of choice. Continuous variables were tested for and
confirmed for normality. Covariates included individual, sex,
age, and context �lizard, human, or dog induced�.

All statistical tests were conducted using programmable
S-Plus statistical software. The linear mixed effects model

TABLE I. Summary acoustic variables used in analyses.

Acoustic variable Description

Minimum frequency Lowest frequency attained by call in Hz
Maximum frequency Highest frequency attained by call in Hz
Mean frequency Average frequency across call in Hz
Frequency range Peak frequency minus minimum frequency in Hz
Maximum frequency/mean frequency Peak frequency divided by mean frequency
Mean frequency/minimum frequency Mean frequency divided by minimum frequency
Frequency peak amplitude Frequency at which peak amplitude occurs in Hz
Minimum frequency location Location minimum frequency in call as % duration
Maximum frequency location Location peak frequency in call as % of duration
Duration Length of call measured in ms
Start slope Slope of initial third of call contour in Hz/ms
Middle slope Slope of middle third of call contour in Hz/ms
Final slope Slope of final third of call contour in Hz/ms
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included individual as a grouped random effect variable.
Therefore all p values were appropriately adjusted to vari-
ance imposed by this repeated measure, which also corrected
for pseudoreplication. We checked for variance problems by
plotting residuals versus fitted values and used a within-
group variance structure, usually the “exponential” function,
to correct variance problems �S-Plus outputs confidence in-
tervals for variance structure and random effects.�. We also
tested for problems using within group correlation with
S-Plus, but did not find any. We used S-Plus to conduct Bon-
ferroni corrected, pairwise tests on each model generated us-
ing the following command: anova��model name,L=c
��factor name1=1, � factor name 2=−1��.

All 13 summary variables as described in Table I were
entered into the DFA. Cross validation in the DFA was done
with the “leave-one-out” method. We conducted two sets of
DFA. In one set we used all samples of rhythmic calls avail-
able for each classification by age, sex, context, individual
identity, and family group. We then conducted a second se-
ries of DFA with much smaller, but balanced, sample sizes
�randomly selected from the original data set� to verify that
our unbalanced data were not biased. Because of questions
about the use of unbalanced designs in DFA we report both
sets of data.

The calls of adults and subadults in response to the three
predator stimuli were analyzed separately after we deter-
mined that the calls varied by age. We were unable to sepa-
rate by sex because of small sample sizes and unknown sexes
of subadults. We also used mixed-sex groups for compari-
sons in the age category of adults, subadults, and pups. We

selected to analyze for individual differences in animals from
1999 and 2000. The animals recorded in 1999 had been on
the study site for at least a year in stable family groups. In
2000 there was a large turnover in animals and dispersal in
the fall so that the family groups were not considered as
stable. We were therefore interested to see whether calls
were less consistent in 2000 compared with 1999. All calls
analyzed for differences by age, sex, individual, and family
group were responses only to humans.

III. RESULTS

A. Differences in predator-induced calls

Gerbils showed significant acoustic differences in rhyth-
mic call structure in the predator context. Eight of 13 acous-
tic variables for adults and 12 of 13 variables for subadults
differed significantly �Table II�. Paired tests demonstrated
further that acoustic variables differed in the three predator
contexts. For adults, we found significant differences be-
tween calls to the dog and human in 10 of 13 variables and to
the lizard-human and lizard-dog calls in 11 of 13 variables.
For subadults, the comparison between dog and human was
significant in only 7 of 13 variables, but the dog and lizard
comparison differed by 12 of 13 acoustic variables and the
human-lizard comparison in 10 of 13 acoustic variables
�Tables II and III�.

Cross-validation DFA using pooled data from individu-
als on the 13 acoustic variables revealed a high classification

TABLE II. Results of analysis of 13 acoustic variables for the gerbil rhythmic alarm call by sex �df=1,3440�, age �df=2,6199� and predator context for
subadults �df=2,697� and adults �df=2,1394� using the F-statistic from the linear mixed effects model �LME� in S-Plus with ID as the grouped random effect
variable �Pinheiro and Bates, 2000�. Pairwise tests denoted by superscripts for significant variables with more than two categories are also presented �age:
P=pup, S=subadult, A=adult; predator context for subadults and adults: D=dog, H=human, L=lizard; includes differences between adults �listed first� and
subadults when they occurred�.

Acoustic variables Sex Age

Context

Pairwise testsSubadults Adults

Minimum frequency 348.1**** 333.12**** 102.38**** 229.26**** Pa ,Sa ,Ab; Da ,Hb ,Lc

Maximum frequency 1.86 9.08*** 212.61**** 36.13**** Pb ,Sa ,Ab; Da ,Hb ,Lc

Mean frequency 3332.05**** 386.11**** 162.62**** 116.22**** Pa ,Sb ,Ac; Da ,Hb ,Lc

Frequency range 3.21 19.62**** 135.39**** 48.58**** Pa ,Sa ,Ab; Da ,Hb ,Lc

Maximum frequency/
mean frequency

4.74* 35.61**** 97.16**** 19.25**** Pa ,Sa ,Ab; Da ,Hb ,Lc

Mean frequency/
minimum frequency

0.49 1.17 2.46 1.51

Frequency at peak
amplitude

321.83**** 321.74**** 159.13**** 64.45**** Pa ,Sb ,Ac; Da ,Hb ,Lc; Da ,Ha ,Lb

Minimum frequency location 143.92**** 52.85**** 15.84**** 2.60 Pab,Sa ,Ab; Da ,Hb ,Lb

Maximum frequency location 99.05**** 37.71**** 8.67*** 2.37 Pa ,Sa ,Ab; Da ,Ha ,Lb

Duration 2.38 0.79 164.16**** 0.52 La ,Hb ,Db

Start slope 32.86**** 18.03**** 15.17**** 14.21**** Pa ,Sa ,Ab; Da ,Hb ,La; Da ,Ha ,Lb

Middle slope 15.29*** 36.24**** 61.58**** 8.34*** Pa ,Sa ,Ab; Da ,Hb ,Lc; Da ,Hab,Lb

Finish slope 26.57**** 30.86**** 41.10**** 0.57 Pa ,Sa ,Ab; Da ,Hb ,Lc

*p�0.05.
**p�0.01.
***p�0.001.
****p�0.0001.
Letter superscripts indicate significance if different and no significance if the same.
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by type of predator for adults �65%–73%� and subadults
�64%–96%� and general agreement in classifications in the
balanced and unbalanced designs �Table IV�.

B. Differences by sex

We found a significant difference in the acoustic struc-
ture of adult males and females in 8 of 13 acoustic variables
�Tables II and V�. Females had a greater minimum and mean
frequency and a lower frequency range than males. Variables
of minimum and maximum frequency location and start,
middle, and final slope also differed significantly �Table V�.
DFA using pooled data from individuals on these variables
revealed that 65% �balanced design� to 70% �unbalanced de-
sign� of calls were correctly classified to the appropriate sex
class �Table IV�.

C. Differences by age

Eleven of 13 acoustic variables differed by age category
�Tables II and V�. Although sex might account for some of
the variation in our analysis, we found clear differences be-
tween the calls of adults and younger gerbils. Adults differed
significantly from subadults on 11 of 13 variables and from
pups on 9 of 13 variables �Table II�. Pups and subadults only
differed significantly on 3 of 13 acoustic variables: minimum
frequency, mean frequency, and frequency at peak amplitude.
In almost every comparison the calls of pups and subadults
had higher frequencies than adults �Tables III and V�.

DFA using pooled data classified 45% �balanced design�
to 50.4% �unbalanced design� of the calls correctly by age
group �Table IV�. Of these, subadults and pup calls were the
most varied and showed a lower classification than adults.

D. Individual differences

We found evidence for individual differences in the
rhythmic alarm call. Cross-validation DFA revealed that in-
dividuals could be distinguished based upon the acoustic

structure of their rhythmic calls �Table IV�. Average percent
correct classification across 8 individuals in 1999 was 75.4%
�range for individuals, 37%–100%� and 40% for 16 individu-
als in 2000 �range=13% –74.6% �. When we reanalyzed the
data using a balanced design we found even higher rates of
classification. Average percent classification across 6 indi-
viduals in 1999 was 82% �range=71% –97% � and across 18
individuals in 2000 was 65% �range=20% –100% �. Be-
cause percent correct classification �PCC� by chance alone
was only 6%, this average percent correct classification rep-
resents significant discrimination for individual calls.

E. Family group differences

DFA using pooled data from individuals on the 13
acoustic variables revealed that 60%–89% of calls were cor-
rectly classified to the appropriate family group in the spring
and 38%–70% in the fall of 2000 in the balanced design
�Table IV�. Classification in the unbalanced design was simi-
lar to the balanced design for the fall �39%–71%� and some-
what lower for the spring �50%–76%�.

IV. DISCUSSION

Could the alarm calls of the great gerbil contain specific
information about type and hunting tactics of predators as
well as general information about predation risk? Alarm calls
that communicate both risk and referential information about
predators do occur �Zuberbühler, 2000; Manser, 2001; Fich-
tel and Kappeler, 2002�. Our analysis revealed that gerbils
varied the rhythmic alarm call with the type of predator. It
seems possible, therefore, that the level of response urgency
is reflected in changes in acoustic structure of the call as well
as in call rate and duration when gerbils switch from the
rhythmic alarm to the intense alarm or the whistle �Manser,
2001�. Since the rhythmic call is usually given when a preda-
tor is some distance away and the situation is not life-
threatening, gerbils have time to communicate information

TABLE III. Mean±SE of 13 acoustic variables measured in three different predator contexts for adults. See Table II for results from paired comparisons.

Acoustic variable

Dog Human Lizard

Adult Subadult Adult Subadult Adult Subadult

Minimum frequency 1764.6±32.0 2005.3±20.4 1707.4±10.1 2233.7±16.7 1239.1±18.9 1829±16.3
Maximum frequency 2413.9±25.4 2585.0±17.0 2077.2±13.5 2386±14.3 2278.6±12.9 2171.1±11.5
Mean frequency 2207.3±21.9 2380.6±13.0 1970±11.68 2341.2±14.8 1945.3±11.6 2085.5±11.1
Frequency range 649.2±36.6 579.7±22.10 369.8±11.7 153.2±7.5 1039.4±16.0 341.7±14.6
Maximum frequency/
mean frequency

1.098±0.01 1.087±0.0045 1.052±0.002 1.099±0.001 1.18±0.009 1.042±0.002

Mean frequency/
minimum frequency

2.46±0.59 2.156±0.56 1.052±0.002 1.050±0.004 1.661±0.026 1.202±0.054

Frequency at peak
amplitude

2312.96±36.6 2475.14±14.5 2052.00±12.9 2365.40±14.7 2119.6±16.3 2155.35±10.6

Minimum frequency location 0.635±0.033 0.379±0.028 0.29±0.14 0.175±0.028 0.36±0.027 0.216±0.025
Maximum frequency location 0.54±0.017 0.59±0.013 0.60±0.005 0.62±0.013 0.62±0.012 0.54±0.01
Duration 54.17±2.36 50.90±0.656 55.93±4.93 35.21±0.63 61.19±4.77 53.44±0.77
Start slope 1.72±0.217 1.20±0.13 1.44±0.05 0.80±0.068 3.73±0.154 1.60±0.09
Middle slope 0.35±0.24 0.46±0.028 0.24±0.014 0.30±0.019 0.423±0.073 0.11±0.015
Finish slope −2.16±0.298 −1.76±0.028 −1.21±0.47 −0.39±0.05 −3.21±0.144 −1.14±0.07
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about predator type in the rhythmic call before communicat-
ing response urgency in the intense call or whistle when the
situation becomes more threatening.

Functionally referential alarm calls must show a strong
association between a specific event or object and a particu-
lar call and elicit a unique behavioral response �Evans,
1997�. They are most likely to evolve when animals are
hunted by predators with different hunting strategies which
require different modes of escape �Macedonia and Evans,
1993�. The great gerbil is preyed on by a variety of terrestrial
and aerial predators that employ different hunting tactics.
Major terrestrial predators that enter burrows include the
marbled polecat �Vormela perigusna� �Bekenov, 1982�, a fast
moving predator especially adapted for hunting rodents in
burrows, the monitor lizard, and various snake species.
Mammalian predators unable to enter the burrow that depend
on stealth include steppe cats �Felis libicus� and foxes
�Vulpes vulpes, Vulpes corsac�. Survival depends on different
escape responses to these varied predators. For instance, in-
stead of running into the burrow, gerbils exit the burrow
when a predator goes inside. An entire family group may

move into a new burrow system in response to the arrival of
a polecat in the colony �n=11, unpublished observations�.

Variation in the rhythmic alarm call was not limited to
predator context in the gerbils, and the calls differed among
individual callers and family groups as well as by sex and
age. Because great gerbils have no long-distance vocaliza-
tions other than alarm signals, evolution of a secondary func-
tion in the calls to convey information in the social group
would be adaptive. Individual differences in alarm calls have
already been documented in other social rodents �Owings
and Leger, 1980; McCowan and Hooper, 2002; Blumstein
and Munos, 2005�, and animal signals often have more than
one function and occur in different contexts �Smith, 1991;
Tamura, 1995; Reby et al., 1999�. It, therefore, seems rea-
sonable that alarm signals could also be signals of identity in
highly social mammals.

Why would individual identity be conveyed in alarm
calls? One hypothesis is that individually distinctive alarm
calls evolve so that the receiver can evaluate reliability of the
caller �Krebs and Dawkins, 1984; Hare, 1998; Blumstein et
al., 2004�. Response to unreliable or false alarms may cause

TABLE IV. Results from cross validation tables of discriminant function analyses showing percentage of calls correctly classified by sex, age, predator
context, individual, and family group in both balanced �Bal� and unbalanced �Unbal� designs. Included are the number of calls analyzed, number of animals
giving the calls, and sex ratio in groups.

Category

Percent Classified No. of calls No. of animals Group composition

Bal Unbal Bal Unbal Bal Unbal Bal Unbal

Sex
Male 67 72 1127 1630 14 14 All adult All adult
Female 63 69 1127 2000 32 32 All adult All adult

Age
Pup 36 54 1331 1348 14 14 Unknown

sex
Unknown

sex
Subadult 40 36 1331 1331 14 19 Unknown

sex
Unknown

sex
Adult 58 61 1331 3576 14 45 10F, 4M 31F, 14M

Predator context
Adult

Dog 73 72 60 196 4 4 3F, 1M 3F, 1M
Human 70 73 60 950 4 12 4F 9F, 3M
Lizard 68 65 60 269 4 4 2F, 2 sex

unknown
2F, 2 sex
unknown

Subadult
Dog 76 64 45 208 3 5 All unknown sex
Human 96 92 45 175 3 5 All unknown sex
Lizard 80 91 45 245 3 3 All unknown sex

Individuals �all adults�
1999 82 75 210 862 6 8 4F, 2M 5F, 3M
2000 64 40 450 2082 18 16 13F, 5M 13F, 3M

Family Groups �all adults�
Spring 2000

A 89 76 45 270 3 3 2F, 1M 2F, 1M
B 89 79 45 162 3 4 3F 3F, 1M
C 60 50 30 66 2 2 1F, 1M 1F, 1M

Fall 2000
A 38 39 60 463 2 5 2F 4F, 1M
B 57 58 60 116 2 2 1F, 1M 1F, 1M
C 70 71 60 300 2 2 2F 2F
D 57 50 60 89 2 2 2F 2F
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an animal to waste time and energy �Cheney and Seyfarth,
1985, 1988; Bachman, 1993�, lose resources �Munn, 1986;
Møller, 1988�, and mating opportunities �Møller, 1990�. Re-
cent studies of Richardson ground squirrels �Hare, 1998;
Hare and Atkins, 2001� and yellow-bellied marmots �Blum-
stein et al., 2004� demonstrated that individual distinctive-
ness in alarm calls is related to estimates of reliable signals
by the receiver. Whether great gerbils have the same ability
should be tested in future experiments.

The discovery that alarm calls are distinctive to family
groups is an interesting result. In general, group-distinctive
calls have been demonstrated in few mammals �Boughman,
1997�, although birds use calls to recognize group member-
ship �Hopp et al., 2001�. Family groups in the spring had a
somewhat higher correct classification of alarm calls than
family groups in the fall when dispersal was occurring. Be-
cause great gerbils are very territorial, recognition of neigh-
bor calls may be an important spacing mechanism �From-
molt et al., 2003�.

Age differences occur in the structural characteristics of
rodent alarm calls �Nesterova, 1996; Blumstein and Daniel,
2004; Blumstein and Munos, 2005�. We found that the rhyth-
mic alarm call of adult gerbils differed from the calls of
subadults and pups on 85% and 69% of acoustic variables,
respectively, compared with the calls of pups and subadults
differing on only 23% of the acoustic variables. Subadult and
pups had lower classification in the DFA than adults. These
results suggest that some learning and refining of call struc-
ture may occur in the younger animals. In contrast, although
we predicted that subadults might demonstrate less consis-
tency in their calls than adults because of less experience, we
found that the rhythmic call of subadults had an even higher
classification by predator type than adults. If there is a learn-
ing period for production of predator-specific calls, it must
occur before gerbils are reproductive adults.

The variations in the rhythmic alarm call of the great
gerbil illustrate the flexibility of alarm signals and how they

might have multiple functions and communicate in multiple
contexts �Partan and Marler, 1999�. Calls that serve different
functions can be acoustically quite similar, and listeners can
learn to discriminate between the different call types �Fischer
et al. 2001, 2002�. The variation in the rhythmic alarm call,
the two other call types �intense and whistle�, and vibrational
signals generated from footdrumming provide great gerbils
with a varied and multi-channel acoustic repertoire �Randall
et al., 2000; Randall and Rogovin, 2002�. How much of this
acoustic variation is meaningful and can be discriminated by
the great gerbil to make adaptive responses must be investi-
gated in future studies to understand fully their communica-
tion system and how it compares with other social mammals.
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Bulk ablation of soft tissue with intense ultrasound:
Modeling and experiments
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Methods for the bulk ablation of soft tissue using intense ultrasound, with potential applications in
the thermal treatment of focal tumors, are presented. An approximate analytic model for bulk
ablation predicts the progress of ablation based on tissue properties, spatially averaged ultrasonic
heat deposition, and perfusion. The approximate model allows the prediction of threshold acoustic
powers required for ablation in vivo as well as the comparison of cases with different starting
temperatures and perfusion characteristics, such as typical in vivo and ex vivo experiments. In a full
three-dimensional numerical model, heat deposition from array transducers is computed using the
Fresnel approximation and heat transfer in tissue is computed by finite differences, accounting for
heating changes caused by boiling and thermal dose-dependent absorption. Similar ablation trends
due to perfusion effects are predicted by both the simple analytic model and the full numerical
model. Comparisons with experimental results show the efficacy of both models in predicting tissue
ablation effects. Phenomena illustrated by the simulations and experiments include power thresholds
for in vivo ablation, differences between in vivo and ex vivo lesioning for comparable source
conditions, the effect of tissue boiling and absorption changes on ablation depth, and the
performance of a continuous rotational scanning method suitable for interstitial bulk ablation of soft
tissue. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2011157�

PACS number�s�: 43.80.Sh, 43.80.Gx, 43.35.Wa �FD� Pages: 2715–2724

I. INTRODUCTION

Thermal ablation using intense ultrasound is a therapy
with potential utility for treatment of pathological soft
tissues.1 For many applications, such as the treatment of pri-
mary and metastatic liver tumors, a goal of thermal ablation
treatments is to reliably cause thermal necrosis in a relatively
large tissue volume �e.g., greater than 5 cm diameter, includ-
ing a safety margin�.2 In current practice, the thermal de-
struction of large tissue volumes is most commonly per-
formed using radiofrequency �RF� ablation �electromagnetic
radiation in the 400–700 kHz range�.3,4

Intense ultrasound treatment, first proposed in the
1950s,5,6 has the potential advantages of selectivity, inte-
grated image guidance, and a noninvasive or minimally in-
vasive approach. To date, most effort in this area has concen-
trated on extracorporeal7,8 or intracavitary9,10 high-intensity
focused ultrasound �HIFU�. A number of analytic11–14 and
numerical15–20 studies have provided insight into the dynam-
ics of lesion formation in HIFU treatments, including
the effects of blood flow cooling,15,16 acoustic non-
linearity,16,18–20 cavitation,17 and thermoacoustic lensing
effects.19,20

An alternative approach to HIFU, which can allow the
faster ablation of large tissue volumes at the expense of mini-
mal invasiveness, is thermal coagulation by intense ultra-
sound �IUS� using interstitial probes based on ultrasound
transducers in cylindrically omnidirectional,21 planar,22 and
weakly focused23 configurations. Clinical applications of in-
terstitial intense ultrasound probes have included intraductal
treatment of cholangiocarcinoma and papillary carcinoma.24

The modeling of interstitial ablation has also been per-
formed using numerical solutions of the bioheat-transfer
equation25 with various methods for simulation of the
ultrasound-induced heat deposition.26–28 Effects considered
in these simulations have included the loss of tissue
perfusion due to thermal coagulation.26,28 The effects of
coagulation on ultrasound absorption, as measured
experimentally,29,30 have been modeled using both step26 and
piecewise-linear28 dependence on the ultrasound-induced
thermal dose.

Recent developments in transducer technology31,32 have
allowed the construction of miniaturized linear arrays ca-
pable of both IUS treatment and B-scan imaging. Although
miniaturized array transducers are not capable of the sharp
focusing achievable with large HIFU transducers, these ar-
rays can effectively ablate tissue in bulk,32 similar to RF
ablation devices but with greater selectivity. Treatment plan-
ning and monitoring also benefit from the imaging capability
of such arrays.
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In this paper, approaches to the ablation of large tissue
volumes using minimally invasive ultrasound probes are pre-
sented. A simple analytic model for bulk tissue ablation is
presented and compared with experimental results for ex vivo
and in vivo bulk ablation of mammalian liver tissue. Com-
pared to full numerical models of bulk ablation such as those
in Refs. 26–28 and the second model presented here, this
simple analytic model provides a more convenient means to
predict power requirements for thermal ablation under given
source and tissue conditions. The analytic model can also be
employed to predict differences between in vivo and ex vivo
ablation results for comparable source conditions.

Methods for the detailed simulation of ultrasonic heat
deposition and tissue ablation are presented. Intense ultra-
sound beams, simulated using a Fresnel approximation, in-
duce tissue heating that is modeled using a three-dimensional
finite-difference simulation. The heat deposition pattern is
adaptively modified based on changes in tissue temperature
and thermal dose. Unlike previous numerical models of bulk
ablation using ultrasound,26–28 these methods account for the
effect of tissue vaporization on the ultrasound heat deposi-
tion. This effect is shown to be important for the realistic
prediction of bulk ultrasound ablation. Comparisons of simu-
lated and experimental results show that these simulation
methods can effectively predict the depth, rate, and volume
of ultrasonic ablation, and thus are a useful tool for the de-
sign of therapeutic approaches.

The effect of tissue boiling and absorption changes on
ablation depth is illustrated by a matching experiment and
simulation. An example bulk ablation method designed to
minimize these effects, based on continuous rotational �inter-
stitial� transducer scanning is presented. This method is
shown in simulation and experiments to allow the ablation of
significant volumes of soft tissue.

II. THEORY

This paper addresses the bulk ablation of soft tissue us-
ing intense ultrasound. As a starting point, basic require-
ments for bulk ablation can be considered. Most previous
analytic modeling for ultrasonic tissue ablation has concen-
trated on highly focused situations,11–14 for which perfusion
effects are limited and beam geometries are very different
from unfocused or weakly focused cases. Below, a simple
analysis is given that illustrates power requirements for bulk
tissue ablation and differences between in vivo and in vitro
ablation experiments.

The bio-heat transfer equation,25 which is a heat diffu-
sion equation with an added term for perfusion losses, can be
written as

�C
�T�

�t
= Q + ��2T� − wCbT�, �1�

where T� is the tissue temperature rise over its equilibrium
temperature T�, Q is the power deposited per unit volume, �
is the tissue mass density, C is the tissue-volume specific
heat, w is the blood mass flow rate per unit tissue volume, Cb

is the blood-volume specific heat, and � is the tissue thermal
conductivity. For bulk tissue ablation employing broad ultra-

sound beams, the induced temperature rise will be slowly
varying in space, and the thermal conduction term can be
neglected to a first approximation. An approximate bioheat
equation suitable for simple analytic study can then be writ-
ten as

�T�

�t
�

Q

�C
−

1

�
T�, �2�

where the characteristic perfusion time � is defined as

� = �C/�wCb� . �3�

To obtain an approximate solution for thermal lesioning us-
ing Eq. �2�, one can assume that all tissue properties are
spatially uniform, constant in time, and unchanged by the
thermal treatment. For an infinite medium, Eq. �2� then has
the solution

T� =
Qt

�C

1 − e−t/�

t/�
. �4�

The quotient �1−e−t/�� / �t /�� reduces to unity for t /�→0
�short treatment times or negligible perfusion� and to � / t for
t /�→� �long treatment times�.

Equation �4� can be used to illustrate requirements for
bulk tissue ablation using intense ultrasound therapy. For
heating caused in soft tissue by an arbitrary ultrasound field,
the power deposited per unit volume is approximated by
���p�z��2� / ��c�, where � is the acoustic absorption in Nepers
per unit length, �·� denotes temporal averaging, and c is the
speed of sound. This model for heat deposition assumes that
acoustic absorption in tissue is due to thermal relaxation.33

In order to obtain a simple estimate of requirements for
bulk ablation, spatially averaged ultrasound heat deposition
may be considered as the heat source in Eq. �4�. Since the
model results should not depend strongly on the geometry of
the ultrasound beam, a general, slowly varying ultrasound
field can be approximated for the present purposes as an
exponentially attenuated plane wave. The acoustic pressure
magnitude �p�z�� is equal to p0e−�z, where z is the depth of
penetration into the tissue and p0 is the pressure amplitude at
the tissue surface. A nominal value for the average heat
deposition can be obtained by spatially averaging the acous-
tic heat deposition over the region where �p�2���p0�2, where
� is a parameter less than unity. In the present work, the
parameter � was taken to be 0.05, so that for an exponentially
attenuated plane wave this region corresponds to the depth
range 0�z�3/ �2��. The temporally and spatially averaged
heat deposition is then given by

Q 	
�

�c
��p0�2�
2�

3
�

0

3/2�

e−2�z dz� = 0.634��I0� , �5�

where the bracketed term is the spatial average of �p�2 over
the depth considered and I0 is the plane-wave intensity
p0

2 / �2�c�.
For simplicity, it may be assumed that tissue ablation

occurs at a threshold temperature Tthresh. The minimum
acoustic amplitude needed for bulk ablation can then be es-
timated as the amplitude needed to raise the tissue tempera-
ture to its ablation threshold within its characteristic perfu-
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sion time t=�. Inserting the heat deposition from Eq. �5� into
Eq. �4� with t→� yields the threshold amplitude

�I0�thresh 	
�Tthresh − T���C

0.4��
. �6�

Representative parameters for human liver tissue in vivo
are Tthresh=60 °C, T�=37 °C, �=5.76 Np/m/MHz1.2,
�=1060 kg/m3, C=3600 J /kg/ °C, Cb=3720 J /kg/ °C,
w=18.7 kg/m3/s, and �=0.524 W/m/ °C.34,35 The result-
ing characteristic perfusion time is �=55 s.

For a frequency of 3 MHz and a transducer duty cycle
of 75%, the pulsed source intensity required for ablation is
thus about 25 W/cm2. Analogous thresholds for nonplanar
ultrasound fields can be obtained from the spatial and tem-
poral average of the acoustic intensity within the region of
significant heat deposition, taken here to be the region where
the acoustic intensity magnitude is greater than 5% of the
spatial peak value.

The simple analysis employed here can also be used to
illustrate differences between in vivo and in vitro ablation
experiments. The primary differences affecting ablation per-
formance are differences in perfusion and starting tempera-
ture. For example, the formation of a particular ablative le-
sion in vitro may require an exposure of duration tvitro. If the
same ultrasonic transducer configuration and power are used
for in vitro and in vivo exposures, the time required to
achieve the same ablation in vivo can be estimated from Eq.
�4� with �→� �no perfusion� for the in vitro case. The result
is

tvivo = − � log
1 −
Tthresh − Tvivo

Tthresh − Tvitro

tvitro

�
� , �7�

where Tvivo and Tvitro are the starting tissue temperatures
for the in vivo and in vitro cases. The relation defined by Eq.
�7� is plotted as the solid line in Fig. 1. For example, taking
Tthresh=60 °C, Tvivo=37 °C, Tvitro=25 °C, and the tissue
parameters defined previously, Eq. �7� predicts that source
conditions producing ablation in about 50 s in vitro will
produce the same ablation in vivo, while a power level that
requires more than about 83 s to ablate in vitro will produce
no ablation in vivo.

Similarly, one may estimate the in situ source intensity
required for ablation in vivo within the same exposure time t
required in vitro as

Ivivo = Ivitro
Tthresh − Tvivo

Tthresh − Tvitro

t/�

1 − e−t/� . �8�

The ratio of the source intensity required in vivo to that in
vitro is plotted as the solid line in Fig. 1�b�. Because of the
higher assumed starting temperature, ablative lesions achiev-
able in very short times �e.g., due to high source intensity�
will require less power delivery in vivo, while lesions achiev-
able by 3 min exposures in vitro will be achievable in the
same time in vivo only if the delivered power is more than
doubled. However, if in vitro experiments are performed
with a starting temperature Tvitro=Tvivo, the achievement of
a given ablation condition in the same time will always
require greater power in vivo.

These methods can also be used to model bulk ablation
using other beam configurations, such as omnidirectional or
weakly focused beams, in addition to the nominally planar
sources used for most of the results reported here. Whatever
the beam configuration, the condition for validity of this
analysis is that local heating effects dominate heat conduc-
tion effects to a first approximation. Although the above
analysis uses a plane wave field as a primary example, Eq.
�11� can be used to estimate the appropriate average heat
deposition for other transducer configurations, as was done
in the analysis reported below in Sec. IV.

III. NUMERICAL METHODS

Heat deposition caused by planar ultrasound transducer
arrays was modeled here using the Fresnel approximation for
the field of rectangular sources.36 For simplicity, the medium
was assumed to be spatially homogeneous except for a spa-
tially varying absorption coefficient. The total acoustic field
was approximated as

FIG. 1. A comparison of theoretical requirements for in vitro and in vivo
ablation, taking into account blood perfusion and differences in the starting
temperature. �a� Time required for in vivo and in vitro ablation given con-
stant source conditions, estimated from an analytic model and from numeri-
cal simulations, shown with the equal-time line �dashed�. �b� The ratio be-
tween required in vivo and in vitro source intensities for equal exposure
times in vivo and in vitro, estimated using the analytic model and numerical
simulations, and plotted versus exposure time.
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p�r� = p0�
n

ei	n�rF�pn�r��
0

z

e−��x,y,
� d
 , �9�

where r represents the field point �x ,y ,z�, p0 is the pressure
amplitude at the transducer face, ��r� is the medium attenu-
ation coefficient in Nepers per unit length, 	n�rF� is the
phase shift associated with electronic focusing for the focal
point rF, and 	n�r f�=−k�rF−rn�, where k is the acoustic
wave number. Focusing phase shifts were additionally dis-
cretized to multiples of � /8, in accordance with the phasing
capabilities of the electronics employed in the experiments.
The field of an individual element centered at position
�xn ,yn� is given under the Fresnel approximation by

pn�r� = −
ik

2�z�2eikz
„F���x − xn + a�� − F���x − xn − a��…


„F���y − yn + b�� − F���y − yn − b��… , �10�

where a is the element half-width in the x �elevation� direc-
tion, b is the element half-width in the y �array� direction,
�=�k /�z, and the complex Fresnel integral is denoted by
F���=�0

�ei�
2/2 d
. The Fresnel integral was evaluated us-
ing a fast rational approximation.37

Ablation thresholds were computed for array transducers
using Eq. �6�, with an additional normalization factor ac-
counting for the nonplanar nature of the acoustic fields. The
computed acoustic heat deposition was averaged within the
volume where the squared pressure was greater than 5% of
its maximum value. For consistency with the threshold ex-
pressions derived above for plane waves, an effective plane-
wave intensity is defined by analogy with Eq. �5� as

�I0�eff =
1

0.634�cV0
� �p�r��2 dV0, �11�

where the integration volume V0 covers all points where
�p�r��2�0.05 max��p�2�. The factor 0.634 derives from the
mean-square amplitude of an exponentially attenuated
unit-amplitude plane wave, as in Eq. �5�.

To obtain more detailed comparisons between theory
and experiment, the bioheat transfer equation �1� was solved
in three dimensions using second-order accurate centered
differences in space and first-order accurate forward differ-
ences in time. The time step for this method was chosen in
each case to satisfy the stability condition

�t �
�C

2�
 1

��x�2 +
1

��y�2 +
1

��z�2� + wCb

. �12�

The heat deposition term was taken to be Q�r�
=��r��p�r��2 / ��c�.33 The tissue thermal dose38 was cumula-
tively calculated in units of equivalent minutes at 43 °C, as

EM43�r� = � RT�r�−43 °C�t/60, �13�

where �t is the time step in seconds, R=2 for T� =43 °C,
and R=4 for T�43 °C.

Convection boundary conditions were employed at tis-
sue boundaries. Available empirical relations39 were used to
calculate temperature-gradient-dependent convective heat

transfer coefficients for water and air media and for vertical
and horizontal orientations of the tissue boundaries. The av-

erage heat transfer coefficient h̄ was assumed to take the
form39

h̄ = H
T − T�

L
�1/4

, �14�

where L is a characteristic length scale, T is the tissue bound-
ary temperature, T� is the free-stream temperature in the sur-
rounding fluid, and H is a constant that depends on the ma-
terial properties and surface orientation, with dimensions
W m7/4 °C5/4. Values of the constant H employed for water
bath, ex vivo conditions were 194.5 for vertical surfaces,
178.0 for upward-facing horizontal surfaces with T�T�, and
89.0 for upward-facing horizontal surfaces with T�T�. For
downward-facing horizontal surfaces, conditions for the two
values of H are reversed. For air boundaries, the correspond-
ing values of H are 1.4 for vertical surfaces, 1.32 for upward-
facing horizontal surfaces with T�T�, and 0.59 for upward-
facing horizontal surfaces with T�T�.

For the case of rotational scanning, the flow of cooling
water in the coupling balloon was accounted for using a
constant-temperature boundary condition T=15 °C at the in-
terface of the coupling balloon and the tissue. This boundary
condition corresponds to the assumption that the cooling sys-
tem is sufficient to remove all heat conducted into the cool-
ing fluid from the ultrasound applicator and the surrounding
tissue.

Changes in tissue absorption associated with ablation
were incorporated in a manner similar to that of Ref. 28,
using an empirical formula consistent with available experi-
mental data on the thermal-dose dependence of ultrasonic
absorption in mammalian liver tissue:29

� = �
�0, EM43 � EM0,

�0
1 +
EM43 − EM0

EM1 − EM0,
� , EM0 � EM43 � EM1,

2�0, EM43 � EM1,
�
�15�

so that the absorption rises linearly to twice its original value
between two thermal dose thresholds, taken here to be
EM0=200 equivalent minutes and EM1=107 equivalent
minutes. The form of Eq. �9� allowed this absorption cor-
rection to be performed at each time step of the bioheat
simulation, without recalculation of the full acoustic field.

Tissue boiling is known to cause substantial changes in
acoustic heat deposition, including the shifting of heat depo-
sition toward the ultrasonic source and limiting depth of
ablation.40,41 To account for these effects, a simple model for
acoustic shadowing and the redistribution of thermal energy
was employed. In Ref. 18, these effects were modeled for
single HIFU lesions by assuming that, after any grid point
�usually near the acoustic focus� reached a temperature of
100 °C, all of the thermal energy originally deposited in the
half-space z�z0 was redistributed in a 0.5 cm spherical re-
gion centered around the initial location of tissue boiling.
The model employed here extends this idea to more general
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heat distributions. Here, when the temperature at any grid
point �xi ,yi ,zi� exceeded 100 °C, the thermal energy depos-
ited along the line �x=xi ,y=yi ,z�zi� was deposited in a cu-
bic region with 2 mm sides, centered at the point �xi ,yi ,zi�.
This operation was performed at each time step for all points
exceeding 100 °C at that time, and the redistributed thermal
energy sources associated with each location of tissue boiling
were superposed. In one implementation of tissue boiling
modeling, the temperature at each boiling point can be held
constant at 100 °C until the energy deposited after boiling
exceeds the latent heat of vaporization of water. However,
since use of the latent heat model did not significantly
change the numerical results, and since the boiling of a pure
liquid may not fully model the boiling of tissue, the latent
heat model was not used in the simulations reported here.

To model scanned exposures, the bioheat equation was
first solved for the initial ultrasonic exposure. The acoustic
heat deposition field was then spatially rotated or translated
to the next position, and the bioheat simulation was further
iterated using the previous temperature distribution as an ini-
tial condition. Corrections for absorption changes and tissue
boiling were performed in the same manner at each time
step.

IV. RESULTS

Ablation experiments were performed using the methods
described in Ref. 32. These included in vivo exposures per-
formed on porcine liver as well as ex vivo exposures per-
formed on porcine and bovine liver. A variety of miniatur-
ized ultrasound probes were employed, including the image-
treat arrays described in Ref. 32 as well as other arrays and
single-element, therapy-only transducers. All transducers
were driven using tone-burst excitation with acoustic power
between 8–60 W and duty cycles between 60%–100%.
Single-element transducers were driven by a signal generator
and radiofrequency amplifier, while array transducers were
driven by a custom electronics system capable of both imag-
ing and therapy.32 Ex vivo experiments were performed in
room-temperature water bath conditions, while in vivo ex-
periments were performed in open surgical procedures. For
the in vivo experiments, ultrasound arrays were inserted into
actively water-cooled applicators that were applied directly
to the liver tissue, either superficially or interstitially. After
each experiment, thermal lesions were sliced, photographed,
and quantitatively evaluated for ablation depth, volume, and
rate.32

Intensity thresholds computed using Eqs. �6� and �11�
were retrospectively compared with 54 in vivo ablation ex-
periments performed in porcine liver with various single-
element and array probes operating at frequencies between
2.8 and 7.6 MHz. These probes included various miniatur-
ized arrays and single-element probes designed for intersti-
tial or laparoscopic deployment, with packaging similar to
the array applicator described in Ref. 32. Active dimensions
for these transducers ranged between 1.5–5 mm in elevation
and 16–48 mm in azimuth, with 1–64 independent elements.
Also employed was a 3.95 MHz, spherically focused trans-
ducer with rectangular active dimensions of 22
40 mm2.

The theoretical threshold time-average intensity, from
Eq. �6� is plotted in Fig. 2 as a function of frequency. Be-
cause of increased tissue absorption, intensity requirements
for ablation are considerably smaller at higher frequencies.
On the same graph, scatter plots show the frequency and
normalized �equivalent plane wave� intensity for each of the
experiments. Normalized intensity values were obtained us-
ing Eq. �11� based on theoretical beam profiles for each
source configuration, scaled by surface intensities deter-
mined from radiation-force acoustic power measurements.

Those experiments resulting in observable thermal le-
sioning are plotted in Fig. 2 with plus symbols, while those
resulting in no lesioning are plotted with open circles. Ob-
servable lesioning was defined here as gross lightening of
tissue color due to thermal coagulative denaturation, seen
after tissue slicing. For experiments with source conditions
below the theoretical lesioning threshold, 7 of 8 produced no
lesion. For experiments with source conditions above the
theoretical threshold, 39 of 46 produced observable lesions.
Thus, in these experiments, the theoretical lesioning thresh-
old corrected the presence or absence of ablation in a major-
ity of cases. However, the range of ablation experimental
results available for this retrospective study is not sufficient
to rigorously test the ablation threshold model. In general,
positive predictions of lesioning may be more challenging
than negative predictions, because several experimental un-
knowns, including tissue motion and probe performance ir-
regularities, can reduce the probability of successful treat-
ment.

To illustrate the differences between in vitro and in vivo
exposures with greater detail, as well as to assess the validity
of assumptions made in the analytic ablation modeling de-
scribed above, numerical simulations were carried out for
representative in vitro and in vivo exposures. The simulated
configuration employed a single-element source of frequency
3.0 MHz, active surface dimensions 1.5
25.4 mm2, and
liver tissue with the physical parameters described above,

FIG. 2. Theoretical threshold source conditions compared with ablation re-
sults from 54 in vivo experiments on porcine liver. The smooth curve shows
the theoretical time average, equivalent-plane-wave source intensity thresh-
old as a function of frequency. Frequency and normalized source intensity
for each experiment are shown using plus symbols where observable lesion-
ing occurred, and open circle symbols where no lesioning occurred.
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and 3 min exposures with an 80% duty cycle �4 s on, 1 s
off�. The only differences between the in vitro and in vivo
simulations were the starting temperature �25 °C and 37 °C,
respectively� and perfusion �zero and 18.7 kg/m3/s, respec-
tively�. To ensure that differences between the results de-
pended only on starting temperature and perfusion, identical
boundary conditions �convection with coefficients for water
at 25 °C, as described previously� were employed in the two
cases. For comparison with the analytic model, simulations
were performed for surface power densities between 23 and
250 W/cm2. The time for the onset of ablation, based on a
threshold peak temperature of 60°, was determined for each
simulation, allowing the comparison of source conditions
and ablation times required for in vitro and in vivo exposures.
The results are plotted as individual points in Figs. 1�a� and
1�b�. The general agreement with the analytic model con-
firms the ability of the simpler model to predict ablation
trends. The two models differ mainly for long ablation times,
greater than about one minute, for which heat conduction
plays a more significant role.

More detailed simulation results are shown for this
source configuration with a surface power density of

38 W/cm2, which corresponds most closely to the available
experimental data. Simulated time-dependent spatial peak
temperatures for the in vitro and in vivo cases, shown in Fig.
3, show comparable trends for the full numerical approach
and the simple analytic model, confirming the validity of the
simple analytic model. Both simulations predict that the in
vitro exposure will cause significant thermal lesioning for the
given source conditions, while the comparable in vivo expo-
sure will cause little or no lesioning.

Although experimental results exactly analogous to
these simulated results are not available, the simulated con-
ditions were similar to those from previous in vivo and in
vitro experiments performed with the same transducer con-
figuration and comparable acoustic power. The in vitro ex-
periment used here for comparison employed 2 min expo-
sures at two adjacent angular locations separated by 15° with
a power density of about 38 W/cm2, while the in vivo ex-
periment employed seven 3 min exposures at locations sepa-
rated by 20° with a power density of about 53 W/cm2. Le-
sions from the two experiments, shown in Fig. 4 together
with the simulated thermal dose for the finite difference
simulations, follow the predicted trends. The ex vivo lesion is
severe, consistent with a temperature rise to 	100 °C and
the plotted thermal dose contour at EM43=107 equivalent
minutes, while the in vivo lesion shows only regions of co-
agulation, consistent with a temperature rise to 	60 °C and
the plotted thermal dose contour at 200 equivalent minutes.
Although these ablation results qualitatively follow the pre-
dicted trends, the precise lesion shapes should not be directly

FIG. 3. Peak computed temperature versus time for comparable ex vivo
�solid lines� and in vivo �dashed lines� ablation cases. �a� Approximate ana-
lytic model. �b� Finite-difference simulation.

FIG. 4. Ablation ex vivo and in vivo under comparable exposure conditions.
�a� Simulated thermal dose after a 3 min interstitial ex vivo exposure, shown
on a logarithmic gray scale with superimposed contours at EM43=200 and
107 equivalent minutes. �b� Simulated temperature after a 3 min in vivo
exposure. �c� Lesion from a ex vivo interstitial exposures at two adjacent
angles. The circular overlay indicates the approximate probe position. �d�
Lesion from in vivo interstitial exposures at seven adjacent locations. The
precise probe location is unknown in this case.

2720 J. Acoust. Soc. Am., Vol. 118, No. 4, October 2005 Mast et al.: Bulk ablation with intense ultrasound



compared with the above simulations because of the different
scanning configurations and exposure times employed.

To demonstrate the effect of the present boiling and
adaptive attenuation models, simulations were carried out
under conditions matching those for an available ex vivo ex-
periment, with and without the consideration of boiling and
thermal dose-dependent attenuation. The source employed
was a 32-element array with dimensions 2.3
49 mm and a
frequency of 3.1 MHz, placed 6 mm from the tissue surface.
All elements were fired in phase with a surface power den-
sity of 39 W/cm2 for 3 min with an 80% duty cycle �8 s on,
2 s off�.

The experimental and simulated results for these abla-
tion conditions, shown in Fig. 5, indicate that the present
boiling and adaptive attenuation models effectively charac-
terize the screening effects associated with tissue ablation.
The experimental results showed an ablation depth of
10–15 mm for severe ablation �brown and cracked tissue�
and 20–25 mm for any ablation �discolored tissue�, while
the measured ablation rate was 1.92 ml/min. The simulation
results with unmodified heat deposition significantly over-
predict the depth of ablation �37 mm based on an EM43

=200 threshold for ablation or 27 mm based on an EM43

=107 threshold for severe ablation� as well as the ablation
rate �4.0 ml/min�. Results from the simulations including the
boiling and adaptive attenuation models show much better
agreement with experiment for both the depth of ablation
�20 mm based on an EM43=200 threshold for ablation or
11 mm based on an EM43=107 threshold for severe ablation�
as well as the ablation rate �2.1 ml/min�.

Bulk ablation experiments employing interstitially
scanned configurations were also performed. The example
illustrated here was performed using a continuous angular
scanning configuration that was found to reduce premature
proximal tissue ablation, so that the depth-limiting effects
illustrated in Fig. 5 were minimized. A 3 mm image-treat
array, having 32 elements with an active aperture of 2.3

49 mm and a frequency of 3.1 MHz, was inserted intersti-
tially into an excised lobe of bovine liver. All array elements
were simultaneously fired in phase with an acoustic power of
74.3 W and an 80% duty cycle �0.8 s on, 0.2 s off� while the
array was rotated by a stepping motor at a rate of 22 s per
revolution, the maximum rate available for the motor em-
ployed. The active exposure time for these source conditions
was 19 min. Since continuous unidirectional rotation is not
feasible due to cabling, the probe was alternately rotated
clockwise for one revolution and counterclockwise for the
next, with each revolution beginning at the same turning
point.

To simulate this experiment, a sequence of individual
exposures was performed with numerical rotation of the ul-
trasonic heat deposition field before each exposure. To mini-
mize the computation time while maintaining a smooth rota-
tion of the heating pattern, the angular steps were separated
by 10°, so that the exposure time at each step was 0.61 s and
a total of 52 rotations were performed to model an exposure
time of 19 min. The duty cycle, source intensity, and back-
and-forth rotation pattern matched those employed in the ex-
periment. Thus, exposures were alternately performed for the
sequence of angular positions 0°, 10°,…,350° and the se-

FIG. 5. The effect of boiling and
thermal-dose-dependent attenuation.
�a� Simulation without boiling and
dose-dependent attenuation modeling.
The simulated thermal dose is shown
on a logarithmic gray scale with super-
imposed contours at EM43=200 and
107 equivalent minutes. �b� Ex vivo le-
sion. �c� Simulated thermal dose with
boiling and dose-dependent attenua-
tion modeling.

FIG. 6. Thermal lesioning from an in
vitro continuous-sweep rotational
scan. �a� Simulated thermal dose, plot-
ted on a logarithic gray scale, with
contours shown for EM43=200 and
107 equivalent minutes. �b� Cross sec-
tion of ex vivo lesion.
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quence 0°, 350°,…,10°. A cross section of the resulting bulk
ablation at the array midpoint is shown in Fig. 6, together
with the simulated thermal dose map in the same plane and
contours at EM43=200 and 107 min. The lesion shape and
depth are seen to agree fairly well, including the lesser depth
ablated near the rotational turning point. An examination of
simulated temperature fields suggests that this asymmetry
occurs because larger temperature rises initially occur oppo-
site the turning point, resulting in increased tissue absorption
�Eq. �15�� and thus greater heat deposition. The simulated
volume of ablation, based on an EM43=200 min threshold, is
57.8 ml, while the experimentally measured ablation volume
was 63.9 ml.

The example illustrated by Fig. 6 employed rapid rota-
tional scanning, with the purpose of maximizing the ablation
depth. The effect of the rotation rate on the ablation depth
and rate is illustrated further by analogous simulations for a
range of rotational speeds. Several simulations were per-
formed for the same configuration as the previous example
�Fig. 6�, but with reduced rotational speeds corresponding to
1, 2, 4, 13, and 26 rotations within the 19 min treatment

duration. The resulting simulated ablation depths and rates
are plotted in Fig. 7. The minimum ablation depth, which
occurred near the rotational turning point in all cases, was
determined by an interpolation of a contour corresponding to
a thermal dose EM43=200 min, while the ablation rate was
determined based on the same thermal dose threshold. As
illustrated in Fig. 7, the slowest rotational rates result in
larger ablation rates but smaller minimum ablation depths.
Both simulated datasets are fit well by curves of the form
y=Ae−��+B, where �, measured in revolutions per minute
�rpm�, is the rotational scanning rate. Parameters determined
by a least-squares fit are A=−8.41 mm, �=4.04 min,
B=23.5 mm for minimum depth �r=0.990�, and
A=1.63 ml/min, �=17.5 min, B=3.05 ml/min for the abla-
tion rate �r=0.999�. The increased ablation rate for slow
scanning rates is due to more rapid local heating, which re-
duces losses due to heat conduction. The decreased depth for
slow scanning rates is due to the boiling and thermal dose-
dependent absorption effects illustrated by Fig. 5.

V. DISCUSSION

This work describes methods using intense ultrasound
energy to achieve bulk ablation for soft tissue. The simple
analytic approach described here allows an estimation of the
source and timing conditions required for ablation, while the
full numerical approach provides greater detail. The capabili-
ties, limitations, and applications of each of these approaches
are discussed below.

The simple analytic approach to bulk ablation modeling
presented here effectively assumes a uniform temperature
distribution within the region of interest. This model is
clearly limited by the neglect of heat conduction, spatial
variations in heat deposition, and changes in tissue state due
to the thermal treatment. However, comparisons between the
analytic model, experimental results, and full numerical
simulations suggest that the simple analytic method is useful
in defining the source requirements necessary for ablation.
The analytic method predicts the differences between in vivo
and ex vivo source conditions needed for ablation, as seen by
the comparison with full numerical simulations in Figs. 1
and 3. This method also predicts intensity thresholds for in
vivo ablation under a variety of probe configurations, as il-
lustrated by Fig. 2.

The prediction success of this analytic approach is pos-
sible because, for bulk ultrasonic ablation, perfusion effects
are the dominant limiting factor for in vivo ablation. While it
has previously been established that perfusion can signifi-
cantly change ablation characteristics for HIFU,42 perfusion
losses play a larger role when less intense �unfocused, planar,
or weakly focused� acoustic fields are used to achieve bulk
ablation. Although the analytic model breaks down for long-
duration exposures in the absence of perfusion, it effectively
predicts the trends of temperature time history in perfused
tissue.

Full numerical simulations provide a more complete pre-
diction of ablation ex vivo and in vivo, including the spatial
characteristics of ablation. The simulation methods reported
here extend previous approaches by incorporating a more

FIG. 7. Simulated effect of rotational scanning rate on interstitial bulk ab-
lation, based on simulations using the configuration of Fig. 6. In both plots,
simulated data are shown with exponential fits of the form y=Ae−��+B. �a�
Minimum ablation depth, measured radially from the transducer axis. �b�
Ablation rate.
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detailed model for heat redistribution due to tissue boiling.
Neglected effects include acoustic nonlinearity, temperature-
dependent changes in tissue properties other than ultrasonic
absorption, and the structural inhomogeneity of tissue. Of
these effects, the inhomogeneous structure of tissue is likely
to be among the most important. For example, if source con-
ditions are close to the ablation threshold illustrated in Fig. 2,
small variations in heat deposition due to refraction and scat-
tering as well as inhomogeneous perfusion losses may cause
some areas of tissue to be undertreated while others are over-
treated.

In addition, losses of tissue perfusion due to thermal
coagulation, which were neglected here, could cause in-
creased heating after initial tissue ablation. These effects
could be straightforwardly incorporated into the numerical
methods described above by defining a perfusion function
specified to be zero at all locations where the thermal dose
has exceeded a threshold value, such as the 107 equivalent
minutes used above as a criterion for severe ablation. Nota-
bly, the inclusion of this effect would not change the in vivo
simulation results presented here �Fig. 4�, because the ther-
mal dose did not reach this threshold in that simulation.

The comparisons with experiment reported here indicate
that both of the present modeling approaches can be used to
predict bulk ablation of soft tissue. An estimation of thresh-
old source amplitudes obtained using the analytic model pre-
dicted trends of ablation for in vivo ablation experiments
under a wide range of source conditions. Ablation results
predicted using the full numerical model agreed well with
experimentally measured ablation depths, volumes, and
rates. To obtain close correspondence between simulated and
actual ablation, consideration of temperature- and thermal-
dose-dependent changes in heat deposition are important.

Both of the modeling approaches presented here have
potential use in guiding further development of devices and
methods for the ultrasonic ablation of soft tissue. The ana-
lytic approach can be employed to estimate the source con-
ditions required for reliable ablation in vivo. This approach
also allows the extrapolation of ex vivo experimental results,
which can be obtained under controlled conditions, to predict
ablation effects in living, perfused tissue. The second ap-
proach presented here, which includes detailed modeling of
acoustic heat deposition and transfer, is suitable for more
detailed design of bulk ablation devices, methods, and ex-
periments.

In the present work, use of these models has facilitated
the design of source conditions for the improved bulk abla-
tion of liver tissue. Design goals based on ablation as cur-
rently performed using RF devices include rapid ablation
�	1.5–2.0 ml/min� and a large depth of ablation
�	30 mm�. Scanning schemes such as the continuous rota-
tional scan shown in Fig. 6 and the sweeping linear scan
illustrated in Ref. 32 were designed to minimize shadowing
effects associated with the ablation of tissue near the acoustic
source. As illustrated by Fig. 7, the simulation of a range of
scanning configurations can allow the minimization of these
shadowing effects, resulting in more uniform ablation of
clinically relevant tissue volumes.

VI. CONCLUSIONS

Two approaches to modeling bulk ablation using intense
ultrasound have been presented. These approaches include a
simple analytic method for a definition of treatment require-
ments and a more complete simulation method for modeling
of the details of ablation. A comparison between the two
models confirms that the analytic method predicts trends of
source requirements for bulk ablation, with the greatest ac-
curacy for fairly short treatment times �e.g., the achievement
of initial ablation within one minute�. Comparisons with ex-
periments indicate that the simple analytic model can predict
ablation thresholds and approximate heating characteristics
of tissue, while the full numerical methods can predict the
shape, volume, depth, and rate of ablation effectively. A com-
bination of these techniques is promising for the design of
future approaches for bulk ablation of soft tissue.
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Whistle emissions were recorded from small groups of marine tucuxi dolphins �Sotalia fluviatilis� in
two beaches located in an important biological reserve in the Cananéia estuary �25°03�S,
47°58�W�, southeastern Brazil. A total of 17 h of acoustic data was collected when dolphins were
engaged in a specific feeding foraging activity. The amount of 3235 whistles was recorded and 40%
�n=1294� were analyzed. Seven acoustic whistle parameters were determined: duration �ms�,
number of inflection points, start and end frequency �kHz�, minimum and maximum frequency
�kHz�, and frequency range �kHz�. Whistles with up to four inflection points were found. Whistles
with no inflection points and rising frequency corresponded to 85% �n=1104� of all analyzed
whistles. Whistle duration varied from 38 to 627 ms �mean=229.6±109.9 ms�, with the start
frequency varying between 1 and 16 kHz �mean=8.16±3.0 kHz� and the end frequency between 2
and 18 kHz �mean=14.35±3.0 kHz�. The importance of this study requires an accurate
measurement of the whistles’ emissions in an unusual foraging feeding behavior situation on two
beaches where several tucuxis, mostly mother–calf pairs, are frequently present. These two beaches
are located in a federal and state environment Environmental Protected Area threatened by the
progressive increase of tourism. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2033569�

PACS number�s�: 43.80.�n, 43.80.Ka �WWA� Pages: 2725–2731

I. INTRODUCTION

Dolphins usually rely on acoustic signals to negotiate
their physical and social environment �Smolker et al., 1993�.
Many delphinid species are known to produce narrow-band,
frequency-modulated whistles as part of a larger repertoire of
sound used for social communication �Herman and Tavolga,
1980; Popper, 1980�. Bioacoustics research provides insights
into animal behavior that can aid conservations efforts, help-
ing in studies focusing on taxonomy and systematics, com-
munication, vocal ontogeny, behavioral genetics, and behav-
ioral ecology �Baptista and Gaunt, 1997�. An important point
in the methodology used in bioacoustics research is the fact
that researchers do not necessarily need to capture individu-
als to record their vocal behavior. This is very important in
conservation efforts because capture–release methods can
frequently stress the animals with the possible consequence
of obtaining unreliable data. Many studies conducted with
animals in captivity �e.g., Caldwell et al., 1990� or with ani-
mals enclosed in large nets in natural environment �Sayigh et
al., 1990; 1995� are questionable because this potentially
changes the animal’s behavior. The highly developed acous-
tic sense in dolphins allows researchers to use the recording

and analysis of vocalizations �Herman and Tavolga, 1980;
Popper, 1980; Herzing, 1996� as a means to better under-
stand their population dynamics. Dolphins seem to produce
and share a large number of whistles contours that comprise
the whistle repertoire of a given species �Mc Cowan and
Reiss, 1995�. Whistle repertoire studies are important in
comparison between different populations from different
geographical areas along the distribution of the species. This
kind of information seems to reflect the social structure and
document important relationships within the ecology of
populations �Wang et al., 1995�.

Little is known about the acoustic behavior of tucuxi, S.
fluviatilis. This dolphin is listed as “insufficiently known” by
the International Union for Nature Conservation �Reeves et
al., 2003�. There are two known ecotypes for this species, the
marine and the freshwater tucuxi. The marine tucuxi occurs
exclusively along the Western Atlantic coastal waters from
Santa Catarina �27°S� �Brazil� to Honduras �14°N� �da Silva
and Best, 1996�. Group sizes ranging between one and 80
individuals were reported for marine tucuxis in Brazilian wa-
ters �Flores, 1999; 2003; Santos, 2004; and Azevedo et al.,
2005�. The freshwater tucuxi is endemic to the Amazon and
Orinoco basins �da Silva and Best, 1996�. Monteiro-Filho et
al. �2002� suggested the existence of two Sotalia species: the
freshwater ecotype, S. fluviatilis and the marine ecotype, S.
guianensis. Genetics studies have been conducted to solvea�Electronic mail: danipivari@yahoo.com.br
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this question �Caballero et al., 2003�. This study increases
the understanding of this species and will enable future bioa-
coustics research that, as an alternative tool, could help to
separate, or not, the two ecotypes, marine and freshwater,
into two species. Isolated populations have distinct adapta-
tions to environmental conditions and have differences in
taxonomy which could affect whistle characteristics �Steiner,
1981; Wang et al., 1995�. It is unknown if these two ecotypes
are genetically isolated. Photoidentification, bioacoustics,
and genetics studies at the junction of the Amazon River
with the Atlantic Ocean are necessary to address this ques-
tion. Currently, we use the Sotalia fluviatilis terminology for
the marine tucuxi dolphin.

Most bioacoustics studies on tucuxi have focused on the
freshwater ecotype �Caldwell and Caldwell, 1970; Norris et
al., 1972; Nakasai and Takemura, 1975; Wiersmsa, 1982;
Alcuri and Busnel, 1989; Kamminga et al., 1993; Terry,
1983; Sauerland and Dehnhardt, 1998; Wang et al., 2001;
Podos et al., 2002�. The acoustic repertoire of the marine
tucuxi has been recently described �Figueiredo, 1997;
Pereira, 1997; Monteiro-Filho and Monteiro, 2001; Azevedo
and Simão, 2002; Erber and Simão, 2004�. Azevedo and Van
Sluys �2005� reported a quantitative and comparative analy-
sis of the acoustic whistle parameters of marine tucuxi along
part of its distribution in Brazilian waters. The magnitude of
the whistle parameters’ variation was comparatively smaller
between adjacent areas than between nonadjacent ones.

In this study we described whistles of marine tucuxi
produced while foraging and feeding on two beaches �Ponta
da Trincheira and Praia do Itacuruçá� of an important calving
area located in an Environmental Protected Area in the
Cananéia estuary, São Paulo State, southeastern Brazil. Ap-
proximately ten photo-identified dolphins frequent these two
beaches to raise calves, capture prey in shallow waters close
to the sand beach �Santos, 2004�, and to teach their calves to
catch food �Santos et al., 2000�. According to Santos �2004�,
land-based observations developed in Ponta da Trincheira,
Praia da Barra, and Praia do Itacuruçá showed small groups
of tucuxis �3.7±2.6 individuals� approaching and using these
areas. Foraging and feeding behavior were characterized by
visual activity, such as fish �mullets, Mugil sp.� jumping near
the tucuxis. One specific capture prey strategy is also em-
ployed in both areas: tucuxis surround fish in shallow waters
�about 50 cm� using the sand beach as a barrier to trap them.
Sometimes, dolphins stop in front of the beach. It is easy to
see the dorsal fin out of the water; suddenly, they swim fast
along the shoreline and take the fish close to the sand. This
situation has only been described in these two areas in the
Cananéia estuary and adjacent to an island in north of Paraná
state, Ilha das Peças, also in Brazil. These days tourist prob-
lems affect these areas. In 1998 a bridge linking the
Cananéia island to the mainland was built and the number of
tourists in Cananéia region increased. Many tourists, either
in private or “dolphin watch” vessels navigate through the
estuary and chase groups of dolphins. The regular occurrence
of dolphins near these two beaches increases the number
visiting those areas, and it is common to see people in the
water swimming with them. The increasing tourist popula-
tion has resulted in greater destruction and degradation of the

environment. Large mangrove areas have been destroyed to
make way for residences and commercial buildings. Gar-
bage, sewerage, and organochlorines contamination coming
from insecticides used in plantations next to the region have
leaked into the estuarine waters and have directly affected
the top predator of the local food chain, the tucuxi population
�Santos, 2004�.

The importance of this study requires an accurate mea-
surement of the whistle emissions while in an unusual forag-
ing feeding behavior situation: near two beaches located in
an important biological reserve threatened by the progressive
increase of the tourism, where several tucuxis, mostly
mother–calf pairs, are frequently present.

II. METHODOLOGY

A. Records and surveyed area

Recordings were made over 8 days in August 2002,
2 days in December 2002, and 4 days in March 2003. A HTI
SSQ 94 hydrophone was deployed at 1-m depth and con-
nected to a SONY TCM 5000 eV analog audio tape recorder.
The system’s frequency response was 40 Hz to 18 kHz
�±1 dB�, but tucuxis whistles with fundamental frequency
components beyond 24 kHz were recorded by Azevedo and
Van Sluys �2005�. The data collection occurred in the
Cananéia estuary �25°03�S, 47°58�W�, São Paulo state,
southeastern Brazil �Fig. 1�, close to two beaches 1.2 km
apart, Ponta da Trincheira, located in Ilha Comprida and
Praia do Itacuruçá, located in Ilha do Cardoso. These two
beaches are located in an important biological reserve, which
gathers federal and state environment Environmental Pro-
tected Areas �SMA, 1996�. This estuary is located inside a
160-km area with relatively turbid waters surrounded by a
large mangrove area �Schaeffer-Novelli et al., 1990�. Only
Sotalia fluviatilis odontocete species occurs in the Cananéia
estuary. This estuary is a calving area where calves are com-

FIG. 1. Map showing the estuarine complex of Cananéia, southeastern Bra-
zil and the two beaches where data were collected during foraging and
feeding behavior displayed by marine tucuxi dolphins �Sotalia fluviatilis�
��=Ponta da Trincheira, Ilha Comprida and �=Praia do Itacuruçá, Ilha do
Cardoso, an Environmental Protected Area�.
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monly observed throughout the entire year �Santos et al.,
2000; 2001�. Thus, only tucuxi whistles were analyzed. Re-
cordings were made from an aluminum boat with the engine
off and during good weather conditions �Beaufort scale �2�.

B. Acoustic analyses

The acoustic recordings were digitized and spectrograms
were generated using COOL EDIT PRO 1.2© software �Syntril-
lium Software Corporation; sampling at 44.1 kHz, 16 bits,
FFT size: 512, triangular window�. Over 3000 whistles were
recorded �n=3235�. Whistles were separated into two differ-
ent quality categories based upon their spectrogram quality:
good and poor. The poor quality category represented 43% of
the total recorded whistles. The upper range of our measure-
ments was 18 kHz, based on the frequency response of the
recorder. Then, whistles exhibiting frequencies above
18 kHz �17%� were excluded because the acoustic param-
eters could be distorted. Only 1294 �40%� good quality
whistles below 18 kHz, with all whistle parameters of a

spectral contour measurable, were analyzed. Seven acoustic
whistle parameters were measured from the selected
whistles: duration �in milliseconds, ms�, number of inflection
points, start and end frequency �in kHz�, minimum and maxi-
mum frequency �in kHz�, and frequency range �in kHz�.
These whistle parameters were chosen to be consistent with
previous studies conducted of other odontocetes �e.g., Ren-
dell et al., 1999� and were examined in most tucuxis bioa-
coustic studies �e.g., Azevedo and Simão, 2002; Podos et al.,
2002; Erbe and Simão, 2004, Azevedo and Van Sluys, 2005�.
An inflection point was defined as a change in the slope of
the whistle contour from negative to positive, or vice versa
�e.g., an ascendant whistle does not have an inflection point
but an ascendant–descendant whistle does�. The descriptive
statistics for all measured parameters listed above included
minimum and maximum values, mean, standard deviation,
and coefficient of variation. We examined the distribution of
the duration, start, end, minimum, and maximum frequen-
cies, frequency range and duration in histograms. The depen-

FIG. 2. Spectrogram representation of the five whistle contour types �0, 1, 2, 3, and 4� and their variants �A, D, AD, DA, ADA, DADA, ADADA, DADAD�
emitted by marine tucuxi dolphins �Sotalia fluviatilis� from Cananéia estuary, São Paulo, Brazil. �0=no inflection point: A=ascendant; D=descendant�; �1
=one inflection point: AD=ascendant–descendant; DA=descendant–ascendant�; �2=two inflection points: ADA=ascendant–descendant–ascendant; DADA
=descendant–ascendant–descendant–ascendant�; �3=three inflection points: ADADA=ascendant–descendant–ascendant–descendant–ascendant�; and �4
=four inflection points: DADAD=descendant–ascendant–descendant–ascendant–descendant�.
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dent paired sample t-test �STATISTICA software, 1984–2000�
was applied to verify if the end frequency of all analyzed
whistles was significantly different from the start frequency.
This was important to show the ascendant or descendant fre-
quency tendency of the whistles in a specific context.

III. RESULTS

Seventeen hours of acoustic recordings were obtained
while marine tucuxi engaged in foraging behavior. The re-
cording included sounds from solitary adults, juveniles, and
calves. Group sizes varied from two to ten individuals
�mean=3.5±2.3�. Whistles with up to four inflection points
were found �Fig. 2�. Whistles with no inflection points and
ascendant modulation frequency corresponded to 85% �n
=1104� of the analyzed whistles �n=1294� �Table I�. The
descriptive statistics of the measured whistle parameters is
presented in Table II. The mean of the end frequency was
significantly greater than the mean start frequency �P
�0.001�. The distribution of the duration values is given in
Fig. 3�A�. Most whistles ranged between 101 and 300 ms
�70%�. Values of the start frequency varied between 4 and
13.99 kHz �89%, Fig. 3�B��.

Distribution of the end frequency values showed that
84% of whistles ended with frequencies between 12 and
17.99 kHz �Fig. 3�C��. The values of the minimum frequency
were between 4 and 9.99 kHz �67%, Fig. 3�D��. Eighty-five
percent of the maximum frequency values were distributed
between 12 and 17.99 kHz �Fig. 3�E��. Approximately 80%
of the frequency range values varied from 2 to 9.99 kHz
�Fig. 3�F��.

IV. DISCUSSION

Our research focused on the whistles emitted by small
groups of tucuxis, during an unusual foraging feeding behav-
ior situation on two beaches where several tucuxis, mostly
mother–calf pairs, are frequently present. These two beaches
are located in an important biological reserve, gathering fed-
eral and state environment Environmental Protected Areas
threatened by the progressive increase of tourism. In this
area, about ten photo-identified dolphins usually approach
these two beaches to surround fish in shallow waters using
the sand beach as a barrier to trap them �Santos, 2004�.
Acoustics play an important role in feeding behavior of ce-
taceans. Acevedo-Gutiérrez and Stienessen �2004� reported
that dolphins increase their rate of whistles during feeding

events to recruit new individuals. In the surveyed beaches in
the Cananéia estuary, the high number of whistles recorded
in feeding behavior was probably related to communication
between mothers and calves, in an estuarine system with
muddy bottom and relatively turbid waters with high concen-
trations of nutrients �Schaeffer-Novelli et al., 1990�. Del-
phinids produce different sounds in different behavioral con-
texts �Herzing, 1996; McCowan and Reiss, 1995�. It is
unknown if these small groups of tucuxis that usually ap-
proach Ponta da Trincheira and Praia do Itacuruçá produce
specific feeding whistles. Recordings and comparisons be-
tween whistles among all behavior categories and between
other tucuxis groups feeding in different areas of the estuary
are necessary.

About 17% of all recorded whistles �n=3235� were ex-
cluded from the analysis because they were above the upper
frequency limit of the recording system. Tucuxis can prob-
ably reach frequencies higher than 24 kHz. Azevedo and Van
Sluys �2005� recorded frequencies up to 24 kHz for the ma-
rine ecotype. For the freshwater ones the maximum funda-
mental frequency was 23.86 kHz �Wang et al., 2001�. A
broader band system may be useful in future tucuxi whistle
studies.

Marine tucuxis in the Cananéia estuary emitted highly
varied whistles, mainly in the number of inflection points
and duration parameters �Table II�, showing a high variabil-
ity in these whistle acoustic parameters, as reported by Aze-
vedo and Simão �2002� for the marine tucuxi in Guanabara
Bay, and by Wang et al. �2001� and Podos et al. �2002� for
the freshwater ecotype in the Amazon basin. This study re-
ported more whistles with no inflection points and thus as-
cendant frequencies �Table I�, like some authors reported for
the marine ecotype �Azevedo and Simão, 2002 in Guanabara
Bay, Erber and Simão, 2004 in Sepetiba Bay, and Azevedo
and Van Sluys, 2005 along the tucuxi distribution in Brazil�
and for the freshwater tucuxi in the Amazon basin �Norris et
al., 1972; Wang et al., 2001; and Podos et al., 2002�.
Monteiro-Filho and Monteiro �2001� reported more variable
frequency whistles �57%� than ascendant frequency whistles
�43%� for the marine ecotype in Cananéia estuary. This fre-
quency pattern may be related to the short duration of the
whistles analyzed ��1 second� �Azevedo and Simão, 2002�.

TABLE I. Number of inflection points of the marine tucuxi dolphin’s
whistles in the Cananéia estuary �n=1294�.

Whistle contour types n %

No inflection point—rising
frequency

1104 85.30

No inflection point—falling
frequency

24 1.80

One inflection point 119 9.20
Two inflection points 39 3
Three inflection points 3 0.20
Four inflection points 5 0.30

TABLE II. Descriptive statistics for acoustic whistles parameters of marine
tucuxi dolphins in the Cananéia estuary �n=1294�. The duration is measured
in ms and frequency variables were measured in kHz. Range=maximum
minus minimum value.

Acoustics
parameters Range Mean

Standard
deviation

Coefficient
of variation

Inflections 0–4 0.17 0.51 294.70
Duration 38–627 229 109.91 47.87
Start frequency 1.0–16.00 8.15 3 36.77
End frequency 2.0–17.90 14.35 3.04 21.20
Minimum
frequency

1.0–15.80 7.97 2.89 36.20

Maximum
frequency

2.2–17.90 14.46 2.88 19.91

Frequency range 0–16.30 6.48 3.13 48.29
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Spinner dolphins, Stenella longirostris �Steiner, 1981; Norris
et al., 1994; Bazúa-Durán and Au, 2002; Bazúa-Durán,
2004� also reported high rates of whistles with no inflection
points. Bazúa-Durán and Au �2002� suggested, based on the
relationship between start and end frequencies, that S. fluvia-
tilis, Delphinus delphis, Stenella attenuata, Stenella clymene,
S. longirostris, and Lagenorhynchus albirostris share some
characteristics of their whistles.

Analysis of acoustic whistle variables of the 1294
whistles recorded from marine tucuxis in the Cananéia estu-
ary �Table II� showed a mean duration similar to that re-
ported for the same ecotype in the same area by Monteiro-
Filho and Monteiro �2001�, with mean duration whistles
about 210 ms �n=94�. In a study from eight locations along
the S. fluviatilis distribution in Brazil, Azevedo and Van
Sluys �2005� described values of mean duration comparative
higher, 308 ms. Erber and Simão �2004� found highest dura-
tion mean values in Sepetiba Bay �789 ms; n=5086�. For the
riverine ecotype, Norris et al. �1972� reported a similar mean
duration �200 ms� �n was not provided� in the Amazon basin.
Wang et al. �2001� reported a mean duration of 114 ms for
76 whistles with low frequencies and 410 ms mean duration
for 155 whistles with high frequencies. Podos et al. �2002�

found 630-ms mean duration �n=50�. Differences in the re-
cording and analysis of whistles can result in significant dif-
ferences in the described repertoire of the two ecotypes. Dif-
ferences in habitat, ecology, and contextual behavior of the
two ecotypes may also influence the whistle parameters.
Populations of dolphins in isolated areas may be isolated
geographically from the influence of other acoustic charac-
teristics �Wang et al., 1995�. Steiner �1981� reported that
there are some characteristics that are unique for each popu-
lation. Species like Irrawaddy dolphins, Orcaella brevirostris
�van Parijs et al., 2000� and Pacific humpback dolphins,
Sousa chinensis �van Parijs and Corkeron, 2001� showed
similar whistle mean duration as found in this study.

Whistle frequency parameters exhibited lower values
coefficients of variation. The variation of whistle frequencies
observed in our research was similar to the variation reported
by Azevedo and Simão �2002� �0.5–18 kHz� in Guanabara
Bay for the marine ecotype, but very different to the fre-
quency values between 2.8 and 6 kHz that Monteiro-Filho
and Monteiro �2001� reported. Azevedo and Van Sluys
�2005� reported whistles with a frequency range that varied
between 0.21 and 22.20 kHz. For riverine tucuxi whistles
from the Amazon basin, whistle frequencies ranged from

FIG. 3. Histograms of five acoustic parameters measured from marine tucuxi dolphin whistles �n=1294� from Cananéia estuary. �A� duration; �B� start
frequency; �C� end frequency; �D� minimum frequency; �E� maximum frequency; and �F� frequency range.
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10 to 15 kHz �Norris et al., 1972�, from 6 to 16 kHz �Naka-
sai and Takemura, 1975�, from 0.22 to 23.86 �Wang et al.,
2001� and from 9.18 to 15.65 kHz �Podos et al., 2002�. Low
�Monteiro-Filho and Monteiro, 2001� and high �Azevedo and
Van Sluys, 2005� values of whistle frequency range may be
explained by different recording systems’ frequency re-
sponse. Thus, it can be inferred that Sotalia can emit whistles
with frequencies upper than 24 kHz, as Azevedo and Van
Sluys �2005� described.

Frequency and duration measurements are useful for de-
scribing dolphin whistles and comparing across different dol-
phin populations �Bazúa-Durán and Au, 2002�. Azevedo and
Van Sluys �2005� concluded significant differences in whistle
acoustic parameters were found in different tucuxi popula-
tion from northern and southern Brazil but not between ad-
jacent regions within each major area. Each population is
likely affected by different evolutionary and environmental
influences �Conner, 1982�.

V. CONCLUSIONS

Small groups of marine tucuxis in two beaches in the
Cananéia estuary during feeding behavior produce high rates
of whistles. Inflection points and duration parameters
showed the highest variation, and frequency parameters ex-
hibited the lowest variation across whistles. Whistles with no
inflection point and ascendant frequencies were the most fre-
quently produced.
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